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ABSTRACT

In this paper a previously proposed method for the automatic con-
struction of a lexicon with pronunciation variants for ASR is fur-
ther developed and evaluated. The basic idea is to transform a lex-
icon of canonical forms by means of rewrite rules that are learned
automatically on a training corpus of orthographically transcribed
utterances. The method is evaluated on the TIMIT corpus, using a
speech recognizer incorporating context-independent HMMs and
a bigram language model. It appears that reductions of the word
error rate of up to 35 % are possible to achieve. However, it also
appears that it is more likely to obtain much lower gains.

1. INTRODUCTION

In the late nineties, many research groups have attempted to raise
the accuracy of automatic speech recognition (ASR) by means of
pronunciation variation modeling (PVM) at the symbolic level.
I.e., by introducing alternative word pronunciations (pronuncia-
tion variants) in the lexicon and even in the language model of the
recognizer (see [11] for a survey). Although nowadays, most ASR
lexicons do include multiple (usually hand crafted) pronunciations
of frequent words [7], the aim of PVM is to retrieve the important
variants in a fully automatic way.

In a special issue of Speech Communication in 1999, two pa-
pers [1, 2] reported very significant ASR improvements due to
PVM, but these improvements were obtained with recognizers in-
corporating non state-of-the-art acoustic models. Other papers
(e.g. [4]) reported improvements on databases that are not widely
available for benchmarking to the international speech community.
The few papers reporting tests with state-of-the-art recognizers on
widely used databases (e.g. [9]) showed only a marginal gain.
Since the Special Issue, the proposed methods were further de-
veloped (e.g. [14]) or more systematically evaluated [13, 5]. The
evaluations showed that PVM can induce a lot of changes in the
recognition output, but the positive and negative effects of these
changes are almost in balance. It is our impression that up to date
automatic PVM did not live up to its promises, a view which is
also supported by distinguished people like Mari Ostendorf [10]
and Steve Young [17]. We do believe however that better PVM
techniques will finally be capable of providing more significant
and stable ASR performance gains.

The rest of the paper is organized as follows. Section 2 briefly
outlines the proposed methodology. Section 3 describes the newly
developed procedures for learning the pronunciation rules and for
generating pronunciation variants by means of these rules. Sec-
tion 4 discusses the integration of a lexicon with variants in an

HMM recognizer, and section 5 reviews the performance gains
which were obtained with the proposed methodology.

2. OUR PVM METHODOLOGY

The method we describe here is a further development of the one
proposed in [1] and subsequently improved in [14]. It presumes
that (i) pronunciation variants can be generated by transforming
the transcriptions of a baseline lexicon, (ii) these transformations
can be described in terms of stochastic pronunciation rules, and
(iii) these rules can be learned automatically on a corpus of ortho-
graphically transcribed training utterances.

We assume that the baseline lexicon is constructed on the basis
of generally available phonological knowledge sources, such as a
phonetic dictionary and/or a grapheme-to-phoneme converter.

The stochastic pronunciation rules which will transform this
lexicon are rewrite rules of the form

� � ���� � � with ��

The symbols � , �, � and � � represent variable length phoneme
sequences, henceforth called patterns. Rule � says that if a focus
pattern � , surrounded by left and right context patterns � and �,
is found in the baseline transcription of a word, two pronunciation
variants can be produced: one with � being transformed to ��

(probability ��) and one with � being left unaltered (probability
����). The patterns �, � and � together form the rule condition,
while � and � � constitute the rule input and output. Rules will not
be considered independently of each other, but as elements of a
rule network. Thanks to the stochastic nature of the rules, prob-
abilities can be introduced in the pronunciation variants. These
probabilities are henceforth called pronunciation probabilities.

To learn the rules, we need two phonetic transcriptions of each
training utterance: a baseline transcription emerging from the or-
thography and the baseline lexicon, and a ’correct’ transcription
representing the ground truth. The word correct must be put be-
tween quotes because there is actually no means of knowing un-
equivocally whether a transcription is correct or not. Moreover, the
’correct’ transcription will have to be generated in an automatic
way starting from the orthography and a set of sub-word acoustic
models. Since the latter are bound to be imperfect, the generated
transcription will be imperfect as well. Therefore, we will hence-
forth use the neutral term target transcription when referring to the
’correct’ transcription.

The work described in this paper extends our previous efforts
[1, 14, 15]. First of all, we have considerably improved the rule
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� � � � � � � � � � � � � �� � � � � � � � � � � � �
�� �� �� �� �� �� �� �� �� ��* * * * * * * * * *
� � � � � � � � � �

� �� �* *����� �
� �

� �� �* *����� �
� �

� �� �� �* * *������� �
� � �
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Fig. 1. A graph for producing the target transcription of the sentence on the moon with baseline transcription /On D@ mun/ (SAMPA
notation). Observe the end-of-sentence phonemes /#/, the word borders /%/ and the substituted and inserted phoneme edges (/*/).

learning process and evaluated our methodology using an HMM-
based recognizer (our previous results were all obtained with a
segment-based system [12]). The new recognition framework also
forced us to conceive a new algorithm for the automatic generation
of target transcriptions, and to search for an appropriate way of
integrating the pronunciation probabilities into the recognizer.

3. MODELING PRONUNCIATION VARIATIONS

3.1. Target transcription generation

To learn good pronunciation rules, we first of all need a good tar-
get transcription of every training utterance. For generating such
a transcription we first construct a graph (see Fig. 1) comprising
normal edges for emitting the phonemes of the baseline transcrip-
tion, and error edges for allowing the generation of alternative
transcriptions. Then we convert this graph into an HMM by sub-
stituting its phoneme emitting edges by acoustic models. Finally,
we retrieve the target transcription from the best alignment of the
acoustic vectors with the states of this HMM.

Since PVM is presumed to be more helpful in combination
with context-independent (CI) than in combination with context-
dependent (CD) acoustic models, and since our first aim is to de-
monstrate that our PVM approach can improve an HMM recog-
nizer, we assume for the moment that the recognizer incorporates
CI-HMMs. Once we have proved our case, we plan to investigate
whether an automaton based on CI-HMMs can also generate suit-
able target transcriptions for the learning of rules that will be used
in combination with CD-HMMs.

In the example graph of Fig. 1, we discern three types of er-
ror edges: deletion edges (marked with /�/) and substitution and
insertion edges (both marked with /*/). Although invisible on the
figure, we also attached phoneme independent transition probabil-
ities (��, �� and �� respectively) to these error edges.

Substituting normal phonemes (including /#/) by their acous-
tic model is straightforward, but substituting /*/-edges is not. We
propose to substitute such an edge by a network consisting of as
many parallel branches as there are phonemes in the phoneme in-
ventory (see Fig. 2). We also propose to multiply all the acoustic
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Fig. 2. Acoustic model for an insertion/substitution edge. The
phoneme inventory is ���� ��� ���. An acoustic penalty �� is as-
signed to all transitions consuming a frame.

likelihoods in these branches with an acoustic penalty ��. By do-
ing so, the aligner will be inclined to substitute/insert a phoneme
only when this significantly raises the average acoustic likelihood
of the frames.

By introducing separate acoustic penalties ��� and ��� in sub-
stitution and insertion branches respectively, we can easily control
the number of substitutions and insertions being generated. The
transition probability �� then controls the number of deletions be-
ing generated. The transition probability �� 	 � is needed to
favor a single phoneme insertion over the insertion of consecutive
phonemes. The transition probability �� is just used as a boolean
that enables or disables the generation of substitutions via sub-
stitution edges. However, even if �� � �, a substitution is still
possible: a deletion + insertion tandem will be interpreted as a
substitution.

3.2. Rule learning

The rule learning process described in this paper represents a fur-
ther improvement of the one originally proposed in [1] and further
developed in [14]. The newly devised algorithm produces a more
compact rule set, and the generated rules are much less affected
than before by small changes in the free parameter settings.

As in [14], we first identify in each training utterance the con-
tiguous parts of the baseline transcription which differ from their
counterparts in the target transcription. This way we build a list
of relevant input/output pairs ��� � �), and, for each pair a list of
micro-rules describing the contexts in which the focus is trans-
formed. E.g., if we plan to take two left and two right context
phonemes into account in the rule conditions, the micro-rules are
of the form /
���� � �/ with 
�� representing phonemes.

Once the micro-rules for a particular transformation are re-
trieved, a hierarchy of more and more general rules for this trans-
formation is induced. In this recursive induction each rule is con-
sidered as the child of two parents, obtained by stripping of the
leftmost and rightmost context phoneme of the child condition
respectively. E.g., /���� � �/ and /
���� � �/ are the par-
ents of /
���� � �/. Figure 3 shows such a hierarchy which is
built on three micro-rules with conditions �
����, ������� and
����
��. On each layer, we find rules with the same number of
context phonemes in their condition.

In order to assign probabilities to the rules, the baseline-target
transcription pairs of the training utterances are parsed from left to
right. If � is a possible focus at a particular position - irrespective
of whether or not there is a transformation at that position - all net-
works representing a transformation with input � are examined.
The first rule (highest layer, leftmost position) whose condition
matches the baseline transcription is selected as the applicable rule
for that transformation. This rule is supposed to have fired if the
transformation was actually performed. During parsing, we record
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Fig. 3. Hierarchy of pronunciation rules (conditions marked) con-
structed on the basis of three micro-rules (top level) for the perfor-
mance of a particular transformation ��� � ��.

the application frequencies (����) and the firing frequencies (����)
of the rules. Since we examine all possible transformations inde-
pendently of each other at one position before moving to the next
position, ��������� represents an estimate of the probability of per-
forming the rule transformation, given that the rule is applicable at
a certain position.

An important stage of the rule learning process is the pruning
of the large rule set that was generated in the previous step. This
pruning is described in detail here because it has been changed
fundamentally with respect to [14].

A basic operation is the computation of the cost of eliminating
a rule. The rule selection mechanism described above implies that
if a rule (C) is eliminated, the examples it consumed are taken
over by its first ranked parent (P). In that case, the frequencies of
C must be added to the frequencies of P, thus changing the firing
probabilities associated with these examples. In [14] we used the
entropy difference ��	
 and the application frequency ���� of
C as two separate decision variables. In the present algorithm we
accept the elimination of C if the pruning cost

Æ	
 �
��	


� � ��� ������������

is below some threshold �	
 . Obviously, the entropy weighting
is intended to favor the elimination of rules with an application
frequency much smaller than ��.

Most children happen to have two parents. Therefore, it is not
unlikely that interchanging these parents before assessing the prun-
ing cost can lead to a lower pruning cost. In that case, one should
prefer this ’child pruning with parent interchange’ over ’plain child
pruning’. The search algorithm of [14] did acknowledge this, but
it ignored the fact that such an interchange can also affect the fre-
quencies of other rules. To suppress the errors due to this effect,
the old pruning algorithm had to re-parse the baseline-target tran-
scription pairs every time a layer of rules was processed.

The newly devised algorithm can maintain correct rule fre-
quencies without the need for any re-parsing during the pruning
process. The result is that the search now yields a more compact
and reliable solution in less time. The basic principles underlying
the new algorithm are the following:

� Pruning is performed per network associated with a certain
transformation ��� � �� and per layer, starting from the top

layer.

� Per layer, the pruning is done iteratively. Per iteration, only
one rule (the one with the lowest pruning cost) is removed,
provided its pruning cost is below a prescribed threshold
�	
 . This is repeated until no rule is removed anymore.

� When a child is eliminated, its frequencies are added to
those of its first ranked parent.

� If adding the child frequencies to the second parent would
yield a pruning cost that is smaller than �	
 and smaller
than the cost for adding them to the first parent, the op-
portunity of performing pruning with parent interchange is
examined. One can show that two neighboring rules on a
particular layer can be interchanged without affecting their
frequencies, if their conditions are disjunct or if their con-
junction is a pattern that is consumed by a rule on a higher
layer. Consequently, pruning with parent interchange is
only a viable option if the two parents can be interchanged
with intermediate rules until they are neighbors (then they
can be interchanged as they have a child in common).

Fig. 4 depicts a possible rule network obtained by pruning the net-
work of Fig. 3. Only 8 of the 20 original rules have survived the

 bFc
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Fig. 4. Pruned network of pronunciation rules (conditions marked)
for the performance of a particular transformation ��� � ��.

pruning. Note that in the pruned network, there can be a connec-
tion between a rule and its grand parent.

3.3. Pronunciation variant generation

Starting with one variant (the baseline transcription of the word),
and continuing from left to right, more and more variants can be
created by letting rules transform the still untransformed tails of
already existing variants. The process is described in detail in [14].
The novelties in the present implementation are the following:

� Due to the new interpretation of the rule probabilities, the
probability of not producing any variant is simply one mi-
nus the sum of the probabilities of the applicable rules at
the given position.

� The decision on whether or not to generate a variant at some
position is no longer based on the global variant probability,
but on the firing probability of the rule that will be applied
for this generation (generate if �� � ����).

Since the rule learning procedure also supports the learning of
cross-word rules - defined as rules with a context extending over a



word boundary - the variant generation process can be more com-
plicated than suggested here. In fact, in that case the pronunciation
variants of a word (and their probabilities) can depend on the iden-
tities of the preceding/succeeding words. The variant generation
process must then be performed on extended word transcriptions
(including word borders and word contexts), and repeated for ev-
ery extended transcription to consider given the set of cross-word
rules. For details on this issue, we refer to [14].

3.4. Final rule pruning

Since variants are only generated by rules with a �� � ����, a
final pruning of the rule set is possible. Starting from the bottom
layer one can remove all parent-less rules with a firing probability
below some ��, equal to the minimal ���� one anticipates to
need during variant generation. The process can be repeated until
no such rules exist anymore. Note that low probability rules with
parents cannot be removed because they can act as negative rules
inhibiting the firing of more general rules (see [1]).

4. INTEGRATION IN AN HMM RECOGNIZER

4.1. Interconnecting word pronunciation models

All pronunciation variants of a word can be collected in one word
pronunciation model, represented as a labeled box with labeled
input and output ports (see Fig. 5). The box label is the baseline
transcription of the word, the port labels indicate the conditions
that must be met by words connecting to this port. If there are no
cross-word rules, the models reduce to single input single output
models with unconditional (unlabeled) input/output ports.

We always allow two connections from word �� to word �� :
a direct connection (via a short-pause model sp) and a garbage
connection (via a garbage model gm) (see Fig. 5). The direct con-
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Fig. 5. Connecting the pronunciation models of the words and and
in whose baseline transcriptions are specified as box labels.

nection starts at the �� output whose label best matches the head
of the �� box label (count number of matching phonemes), and
ends at the �� input whose label best matches the tail of the ��

box label. The garbage connection runs between the unlabeled
ports of the two words. Obviously, in the absence of cross-word
rules, the two connections always run between the same ports.

4.2. Integrating pronunciation probabilities

It is well known that transition probabilities do not significantly
affect the performance of an HMM recognizer. Consequently,
just introducing the pronunciation probabilities in a straightfor-
ward manner (we call this strategy PVM0) is not expected to make
these probabilities very effective. Nevertheless, our experience
with PVM and segment-based recognition is that a large part of

the PVM gain stems from the pronunciation probabilities [15].
We therefore tried to force the pronunciation probabilities to have
more impact on the recognition results.

We have investigated two strategies for increasing the impor-
tance of the pronunciation probabilities. In strategy PVM1, we
simply raise them to a power � � �. In strategy PVM2 we multi-
ply every acoustic likelihood with the corresponding pronunciation
probability raised to a power �.

5. EXPERIMENTAL RESULTS

5.1. Speech corpus

All experiments are carried out on TIMIT [6]. This corpus was
chosen because (i) it is widely spread in the speech community,
(ii) it comes with manual transcriptions against which we can eval-
uate our target transcriptions, (iii) it is phonetically rich and bound
to comprise a variety of pronunciation phenomena, (iv) it is small
enough to enable a fast experimentation, and (v) it implies a suf-
ficiently challenging recognition task for which the ASR will pro-
duce enough word errors to enable the assessment of relatively
small performance gains. Choosing TIMIT also enables us to com-
pare our present results with previously reported ones [1, 14, 15].

Acoustically speaking, TIMIT is read speech of 630 different
speakers. It is divided into a training set (462 speakers) and a
test set (remaining 168 speakers), and the utterances of 24 test set
speakers form the so-called core test set [6].

Linguistically speaking TIMIT comprises 450 SX sentences
(vocabulary of 1793 words) and 1890 SI sentences (vocabulary of
5143 words). Each speaker spoke five SX and three SI sentences.

5.2. Experimental conditions

Since we anticipate that phonological knowledge normally offers
broad phonetic transcriptions, the pronunciations in the supplied
lexicon were converted to US English SAMPA transcriptions (see
http://www.phon.ucl.uk/sampa/american.htm). We trained acous-
tic models for 40 SAMPA phonemes, short pause and silence (gar-
bage). The acoustic models were trained on the full training set,
the pronunciation rules on its SX part only.

The acoustic models, the word penalty and the language model
power were optimized for the baseline recognizer using HTK [16].
Recognition results were obtained with our own decoder. For the
baseline system it produced the same results as HTK. All ASR per-
formances were measured on the core test set: 120 SX utterances
(900 words) and 72 SI utterances (665 words).

Tests were performed with two bigram language models. The
first one (called BIGTIM1) is the same as in [1]. It allows only
word pairs encountered in the 630 x 8 utterances, and it has a per-
plexity of 9.2. The second language model (called BIGTIM2) is
the back-off bigram model that was also used in [8]. It models
the TIMIT sentence set (450 SX and 1890 SI sentences) and has a
perplexity of 89.2. It is implemented using a back-off node in the
search network [16].

By keeping track of the word model output from which the
back-off node is reached, and by determining on-line the word
model inputs that can be connected to this output, we have real-
ized an efficient but sub-optimal decoder supporting PVM.



5.3. Creating target transcriptions

We consider the target transcriptions appropriate if they meet the
following criteria: (i) they are sufficiently close to the true tran-
scriptions, and (ii) they are sufficiently different from the baseline
transcriptions.

Since there are indications (e.g. [3]) that substitution errors
can be handled to a large extend by the acoustic models, we have
generated two target transcriptions per utterance: one obtained by
inhibiting the substitution edges (NOSUB) and one obtained by
activating these edges (SUB).

Table 1 shows the number of deviations between the target
transcriptions and the baseline transcriptions, and between the tar-
get transcriptions and the manual transcriptions (derived from the
manual labels supplied with the TIMIT data). The latter are pre-
sumed to be good estimates of the true transcriptions. The NO-

network reference del ins sub total
NOSUB manual 2.8 2.9 9.1 14.8

baseline 3.8 1.3 0.1 5.2
SUB manual 2.4 3.1 10.7 16.2

baseline 2.9 1.0 4.1 8.0

Table 1. Deviations (in %) between the target and the manual
transcriptions and between the target and the baseline transcrip-
tions for the cases NOSUB (substitution edges inhibited) and SUB
(substitution edges activated).

SUB transcriptions were obtained with �� � ����, �� � ���
and ��� � ����	. Keeping the same ��, �� and ���, but ac-
tivating the substitution edges (with ��� � ����) yields signifi-
cantly more substitutions. About half of the substitutions between
the target and the manual transcriptions seem to be confusions be-
tween acoustically proximate vowels (e.g. /@/ versus /I/). Clearly,
the NOSUB target transcriptions better meet criterion (i) while the
SUB transcriptions better meet criterion (ii).

5.4. Reference experiment

In Table 2 we have listed the word error rates (WERs) of different
systems: (i) two baseline HMM systems: one with 42 CI-HMMs
(32 mixtures per state) and one with 6074 cross-word triphone CD-
HMMs (6 mixtures per state), (ii) two segment-based systems (de-
noted as DSSM): one with and one without PVM (data from [14]),
and (iii) some CI-HMM systems with PVM (rules were learned on
NOSUB targets using �	
 � ���	
 and �� � 	�). A distinction
is made between strategies for introducing the pronunciation prob-
abilities (PVMx), and between the old and the new rule learning
method. The average number of variants/word was controlled by
����.

The figures show that the relative improvements caused by
PVM are very significant: about 35 % on SX and 15 % on SI. They
compare well to the relative improvements found for DSSM [14],
in spite of the fact that the CI-HMM system clearly outperforms
the DSSM system. Apparently, an ASR comprising CI-HMMs
and PVM can compete with an ASR comprising CD-HMMs. A
more detailed comparison of the outputs of the ASRs with and
without PVM shows that PVM introduces only a limited number
of changes: it corrects some errors without introducing new errors.
Using phonological rules, Kessens et al [4] found a lot of changes

system SX SI
CI-HMM 2.22 4.81
CD-HMM 1.56 4.21
DSSM 4.03 14.31
DSSM+PVM0 2.12 11.59
old method: 121 rules for �� � ����
CI-HMM+PVM0 2.22 6.32
CI-HMM+PVM1 (� � ��� ���� � ���) 1.67 4.06
CI-HMM+PVM2 (� � �� ���� � ���) 1.44 4.51

new method: 69 rules for �� � ����
CI-HMM+PVM0 2.44 6.02
CI-HMM+PVM1 (� � ��� ���� � ���) 1.78 4.06
CI-HMM+PVM2 (� � �� ���� � ���) 1.44 4.21

Table 2. Word error rates (in %) for the core test set. Systems
with pronunciation variants are marked with +PVM. An additional
index refers to the pronunciation model integration strategy.

due to PVM, but the good and the bad changes were almost in
balance.

Obviously, PVM0 does not yield any improvement. On the
contrary, it causes a degradation. The strategies PVM1 and PVM2
seem to offer comparable gains given the right values of �. Varying
� in the range from 30 to 50 (PVM1) does not severely affect the
obtained gains. Neither does varying ���� in the range from 0.05
to 0.08.

Although the performance gains obtained with the old and
the new rule sets are quite comparable, the new rule set is much
smaller (69 instead of 121 rules for �� � ����) and the perfor-
mance is less affected by the average number of variants per word.

5.5. Changing the language model

Table 3 summarizes the BIGTIM2 results for two baseline HMM
systems and two systems with PVM. The 15 % relative gain in

system specification SX SI
CI-HMM 6.66 8.07
CD-HMM 3.55 6.73
old method
CI-HMM+PVM1 (� � ��� ���� � ���) 6.22 7.03
CI-HMM+PVM2 (� � 	� ���� � ���) 6.33 6.88
new method
CI-HMM+PVM1 (� � ��� ���� � ���) 6.10 7.03
CI-HMM+PVM2 (� � 	� ���� � ���) 6.33 7.03

Table 3. System performances (WER in %) for BIGTIM2.

performance measured on SI is similar to the one measured before.
This may be due to the fact that the perplexity of the SI utterances
only changes from 22 to 28 when changing the language model
from BIGTIM1 to BIGTIM2. On SI, an ASR with CI-HMMs and
PVM is competitive with a CD-HMM system.

The 8 % relative gain in performance measured on SX is much
smaller than the corresponding one attained with BIGTIM1. This
may be due to the fact that the perplexity of the SX utterances



also changes dramatically (from 6 to 22) when BIGTIM1 is sub-
stituted by BIGTIM2. I.e., there is a large mismatch between the
statistics of the training corpus and the ones implied by BIGTIM2.
This mismatch is argued to be the main responsible for the loss in
performance gain.

A detailed analysis of the changes due to PVM showed that in
the case of BIGTIM2 a number of errors were substituted by other
errors due to PVM.

5.6. Changing the target transcriptions

In this section we compare the performances obtained with rules
learned from the SUB and NOSUB target transcriptions (section
5.3). In both cases, the new rule learning process generated 66
deletion and 3 insertion rules. In the SUB case it also generated 13
substitution rules. Since the two target transcriptions were differ-
ent, the deletion rules were different as well.

The performance gains due to the SUB rules are very similar
to the ones due to the NOSUB rules. This seems to generalize the
findings of [3] to the case of context-independent acoustic mod-
els. The SUB rules correct about 50 % more errors, but they also
introduce new errors.

5.7. Need for cross-word rules

In order to estimate the importance of cross-word rules for PVM,
we ran the rule learning procedure in a word internal rules only
mode. The target transcriptions were the NOSUB transcriptions
mentioned before, and the number of rules was 69. The perfor-
mance gains measured on SX remained the same, but the ones
measured on SI became considerably worse. In combination with
PVM1, there was almost no improvement at all anymore, neither
with BIGTIM1 nor with BIGTIM2. We found something similar
[15] when testing PVM in combination with segmental acoustic
models. The word internal rules correct about the same number
of errors, but they introduce more new errors than the cross-word
rules do.

5.8. Retraining the acoustic models

Retraining the acoustic models on the basis of our target transcrip-
tions, and generating new target transcriptions and pronunciation
rules on the basis of these models did not cause any further im-
provement of the recognition accuracy. This is in line with the
findings of e.g. [4, 9].

6. CONCLUSION

It is demonstrated that pronunciation variation modeling, if imple-
mented in the right way, can lead to significant improvements in
the recognition accuracy. It seems possible to build an ASR com-
prising context-independent acoustic models and a lexicon with
pronunciation variants that can compete with an ASR comprising
context-dependent acoustic models. Unfortunately, there are also
indications that the obtained performance gains are not always ro-
bust against changes in the language model. It is a challenge to
understand why, and to establish means of solving this problem.
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