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Abstract

In this paper, we investigate propagation phenomena for KPP bulk-surface systems in
a cylindrical domain with general section and heterogeneous coefficients. As for the scalar
KPP equation, we show that the asymptotic spreading speed of solutions can be computed
in terms of the principal eigenvalues of a family of self-adjoint elliptic operators.

Using this characterization, we analyze the dependence of the spreading speed on various
parameters, including diffusion rates and the size and shape of the section of the domain. In
particular, we provide new theoretical results on several asymptotic regimes like small and
high diffusion rates and sections with small and large sizes. These results generalize earlier
ones which were available in the radial homogeneous case.

Finally, we numerically investigate the issue of shape optimization of the spreading speed.
By computing its shape derivative, we observe, in the case of homogeneous coefficients, that
a disk either maximizes or minimizes the speed, depending on the parameters of the problem,
both with or without constraints. We also show the results of numerical shape optimization
with non homogeneous coefficients, when the disk is no longer an optimizer.

1 Introduction

In this work we consider the following system of coupled reaction-diffusion equations

O = dAv + f(y,v), for t >0, (z,y) € R X w,
d Onv = k(y)(pu — vv), fort >0, (z,y) € R x dw, (1.1)
du = DAu+ g(y,u) + k(y)(vv — pu), for t >0, (z,y) € R x dw.

where w is an open, bounded, connected set of RY, N > 1, and its boundary dw is assumed
to be smooth, in the sense that each connected component of dw is a smooth hypersurface
in RY. The operator A denotes the Laplacian with respect to the (z,y) variables, and,
for simplicity, we still use the same symbol for the Laplace-Beltrami operator on R x dw,
with the convention that it reduces to d,, when N = 1. The diffusion coefficients d and D
are assumed to be positive constants, while the reaction terms f and g are, respectively,
functions of class CH" (w x [0, 4+00)) and CH" (dw x [0, +00)), with 0 < r < 1, that satisfy
the following KPP-type properties:

f('vv) g('vu)

v 222 and u— 2 are, respectively, decreasing and nonincreasing,  (1.2)
v u

M >0, Yu,v > M, f(y,v) <0 Vyc€w and g(y,u) <0 Vy € dw.
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In the second equation of , n denotes the exterior normal direction to R x w (observe
that its first component is 0), and, for the coupling term (y) (uu — vv), we assume that u
and v are positive constants, and k € C1" (dw) is a nonnegative function, not identically
equal to 0.

Finally, problem is complemented with an initial datum (ug,vo) which, unless
differently specified, will be assumed to be continuous, non-negative, not identically equal
to (0,0) and with compact support.

System has a biological interpretation which can be better understood in the two
dimensional case, i.e., for N = 1, when w is simply a bounded, open interval. In such a case,
u and v represent the densities of two parts of a single species which move randomly, the
latter in the horizontal strip R x w (which may be referred to as the field) and the former,
with a possibly different diffusion rate, on the two lines at the boundary that play the role
of two roads. Also the reproduction and mortality rates, as well as the interactions between
the individuals, described by f and g, can be different for the two densities. These aspects,
together with the possible dependence of f and g on the transversal variable y, represent a
first element of heterogeneity in the system.

A second one is given by the coupling term x(y) (uu — vv), which is present both in the
differential equation on the boundary and as an inhomogeneous Robin boundary condition
for v. In biological terms, it represents an exchange between the two densities: a portion
kuu passes from the boundary to the interior, while a portion xvv from the interior to the
boundary. In this sense, the exchange is symmetric, but it can vary from spot to spot, as the
function k depends on y. We point out that the total mass of the population fRX@w u+fR><w v
is constant in time when f = g = 0, i.e., when no reproduction, mortality nor interactions
are taken into account, which is consistent with this interpretation.

Finally, a third ingredient of heterogeneity is indirectly given by the geometry of the
domain w, which will be one of the points that we will address in this work. Nonetheless,
we point out that is invariant by translations in the x-variable, which is the direction
in which we will study the propagation of solutions, and this will play an important role in
the techniques that we use for our analysis.

We will focus on the qualitative behaviour of the solution of , which is initially
concentrated in some region of the domain, for large times. Mainly, we will address the
questions of whether an invasion of the domain occurs, i.e., the solution converges to a
positive steady state, or, instead, the species is driven to extinction. In the former case, in
addition, we will study how fast the invasion takes place, through the concept of asymptotic
speed of propagation in the direction of the axis of the cylinder, which will be made precise
in Theorem

The specificity of is that the two equations are posed in domains with different
spatial dimensions (precisely a (N + 1)-dimensional and a N-dimensional manifold), and
they are coupled through a flux condition of Robin type on the boundary. Systems of this
kind have been introduced by H. Berestycki, J.-M. Roquejoffre and L. Rossi in [8-10] as a
tool to analyze, from the mathematical point of view, the effect of a transport network on the
propagation of biological species. Indeed, in many situations, transport networks accelerate
the propagation of species or diseases. Some specific examples are the tiger mosquito (aedes
albopictus), which is transported by cars along roads, the Asian wasp (vespa velutina), which
propagates quicker along rivers, and the black plague in the Middle Ages, that spread faster
through trade routes, like the silk road.

With this biological background in mind, the choice of the names field and road(s), that
we have used above to refer, respectively, to the generalized cylinder R x w and its boundary
R x dw, becomes clear. We point that the higher dimensional situation, which may also be
referred to as a volume-surface or bulk-surface reaction-diffusion system, appears in biolog-
ical models for cell polarization or cell division models [1924126]. We will diffusely use this
nomenclature in the rest of this work.

Let us point out other recent studies on the propagation phenomena in the framework
of road-field systems. In the aforementioned papers [8-10], where a half-plane is considered
for the field, and all parameters are homogeneous, H. Berestycki, J.-M. Roquejoffre and L.
Rossi have proved the existence of a threshold for the value of the diffusion coefficient D
below which the spreading speed is equal to 24/df’(0), the spreading speed in the Euclidean



space with no road. Thus, for small diffusion rates on the road, this has no effect on the
propagation. Instead, if D is above this threshold, the spreading speed is strictly larger than
in the case without the road and therefore the road makes the propagation faster. The same
authors have also shown the existence of travelling wave solutions in [11].

One of the present authors has shown that such a diffusion threshold still exist in the
case of a standard cylinder, i.e., w is a ball, again under the additional assumption that
all the equation parameters are homogeneous, and also that there is no reaction on the
surface [27,29]. We send the interested reader to [28] for a a review and comparison of those
systems.

The arguments in all the aforementioned works relied on a semi-explicit construction
of solutions of the linearized system around (0,0), which allow one to construct sub- and
supersolutions for the nonlinear problem that give, respectively, lower and upper bounds
for the spreading speed. The main goal of this paper is to present a more robust approach,
consisting in the characterization of the spreading speed through the principal eigenvalue
of a family of elliptic operators. This allows us to recover some results of [27,129] and
to tackle the heterogeneous framework described above, including more general cylindrical
domains. Such a principal eigenvalue approach is well-known in the case of a scalar KPP
reaction-diffusion equation; let us mention the classical work [6]. In the context of road-field
equations, it has been used in [20] for a planar and spatially periodic case. In parallel to
the present work, a notion of a generalized principal eigenvalue has also been introduced
in |41/5]; yet, the goal of these latter works was to study not the spreading properties but
the persistence or extinction of the solution in heterogeneous domains.

Finally, we briefly mention that a variety of other road-field systems have been considered
in the literature: with fractional diffusion on the road [3], ignition type nonlinearity [15/-
17], nonlocal exchange terms [25], and a SIR epidemiological model with an additional
compartment of infected that travel on a road with fast diffusion [7]. We also mention the
forthcoming work |12] where the large time behaviour of solutions of both road-field systems
and systems of parabolic equations on adjacent domains is studied.

Remark 1.1. We highlight that our study applies to some other situations without difficulty.
For instance, one may consider a surface that consists of two or more connected components,
or even a mized situation where some connected components of R x dw involve a surface
diffusion equation, while a more classical boundary condition (e.g., Dirichlet, Neumann)
is imposed on others. The key assumption that has to be maintained is the invariance by
translation in the first variable, which is the direction of the propagation. Nonetheless, we
only restrict ourselves to the above described framework, in order to simplify the presentation.

Plan of the paper and summary of the main results. Section[2]is mainly con-
cerned with the characterization of the spreading speed of the solutions using the principal
eigenvalues of a family of self-adjoint elliptic operators. In particular, we present a varia-
tional formula for the spreading speed, which relies on a Rayleigh formula for these principal
eigenvalues, and which is the basis of our analysis. We refer to Theorem and Propo-
sition [2.4] for the main results of Section An immediate consequence of this approach
will be the monotonicity of the speed with respect to the exchange parameter x. Moreover,
we establish some fundamental properties of the principal eigenvalue, that will be the key
points for several arguments in this work, both in the theoretical and the numerical parts.

Sections [3] and [4] are respectively devoted to the theoretical study of how the spreading
speed depends on diffusion rates and the size of the domain. More precisely, Theorem
deals with the asymptotic behaviour of the speed in the slow and high diffusion regimes,
and it shows that the surface may either slow down or accelerate the propagation. However,
we also show in Section that, in the non radial case, the spreading speed may not be
monotonic with respect to diffusion rates and, hence, there may no longer be a diffusion
threshold for acceleration by the surface; this is a new phenomenon which did not appear
in earlier studies of road-field systems. Theorems and [4:2] are respectively concerned
with the limits for small and large domain sections. In the former, we prove that the speed
converges to the one of an averaged version of the KPP equation on the surface; in the
latter, to the one of the road-field problem considered in [8l/9] with a half-plane or, in higher
dimension, in the analogous situation of a half-space.



Finally, in Section [5| we propose a numerical scheme to compute the spreading speed,
which we then use in Section [6] to address, in dimension N + 1 = 3, the issue of finding
the shape of the section that optimizes the speed. We consider both the minimization
and maximization problem, in either unconstrained domains or under a perimeter or area
constraint. Our numerical simulations suggest that in the homogeneous case where functions
f, g and k are spatially constant, then, depending on the parameters, each problem is
either ill-posed, or it admits the disk as an optimal shape, at least among simply connected
domains. However, we will also show that other shapes appear in the case of heterogeneous
coefficients.

2 Preliminaries: characterization of the spreading speed

Since the coupling in ([1.1)) is non-standard, we begin with a general result on the existence
and uniqueness of solutions for the parabolic system, as well as a result on its stationary
states.

Theorem 2.1. For any initial datum (ug,vp), system admits a solution, which is
globally defined in time. Moreover, the problem satisfies a comparison principle; thus, in
particular, the solution is unique.

Finally, there exists at most one positive steady state, which we denote by (U*(y), V*(y))
when it exists.

We do not provide the proof of this result, since it can be obtained by following the same
arguments used in [4,/8,[9]. We just mention that the existence part holds true under very
general assumptions, while the uniqueness of the positive steady state is a direct consequence
of the KPP hypothesis (1.2). Uniqueness actually also holds true if one assumes, in place of
the second relation of that v — @ is nonincreasing and u W is decreasing.

Moreover, we point out that the steady state (U*,V*) only depends on the cross vari-
able y, which follows from its uniqueness together with the invariance of by translations
in the a-direction.

We now introduce the following principal eigenvalue problem which will be the main tool
of our subsequent analysis:

—DAU — (Do + 0u9(y,0) — k(y)u) U — k(y)vV = A(a)U, on Ow,
—dAV — (da? + 8, f(y,0)) V A(a)V, in w,
Ao,V — k(y) (uU —vV) 0, on Ow,
U>0o0n0wandV >0 in w.

(2.1)

Observe now that all the functions and, thus, the Laplacian, only involve the y-variable. The
following result addresses the question of existence of a solution to this eigenvalue problem.

Theorem 2.2. For every a € R, the eigenvalue problem (2.1)) admits a unique eigenvalue
A(a) associated with an eigenfunction pair (Uy, Vo). Moreover, the eigenvalue A(a) is sim-
ple, i.e., the eigenfunction is unique up to multiplication by a positive factor.

Indeed, since we require U, and V,, to be positive, A(«) is the principal eigenvalue of the
operator which to a couple (U, V) associates the solution of the underlying elliptic system.
Therefore, the previous result follows from a standard approach and Krein-Rutman theo-
rem. We omit the proof and simply refer to T. Giletti, L. Monsaingeon and M. Zhou [20]
for the details (the problem treated there is slightly different, but the proof of Theorem
can be obtained through straightforward changes).

Let us now briefly sketch the relation between positive solutions of (2.1) and prob-
lem . As for the classical KPP equation (see, e.g., [2]), assumption mplies that
the dynamics of can be characterized through its linearization at (0,0). It is easy to
see that positive solutions of such a linearization of the form

(ult,z,), v(t, 2,y)) = e (U(y), V(y) (2.2)



with «,c € R having the same sign, and U : 0w — R and V : w — R some positive
functions, exist if and only if (U, V) is a principal eigenfunction of (2.I)), and ca = —A(a),
ie., c= %@

The comparison principle guarantees that positive solutions of the linearized problem
of the form can be used to bound from above the asymptotic speed of propagation
of in the z-direction by the quantity c¢. Thus, one want to look for the minimum value
of ¢ for which such solutions exist, in order to get the best possible upper bound for the
speed of propagation.

Actually, the following result, which is the fundamental result for the spreading of so-
lutions of , guarantees that such a minimum provides us exactly with the asymptotic
speed of propagation.

Theorem 2.3. Assume that A(0) < 0, and define

*

. —Aa)
Cc = 1min
a>0 «

> 0. (2.3)

Then the positive steady state (U*(y),V*(y)) exists, and solutions of (1.1)) with compactly
supported initial data spread in the x-direction with speed c* > 0, in the sense that:

207

Vo<ec<c*, lim sup |sup |u(t,z,y) —U"(y)| +sup|v(t,z,y) — V*(y)|
=400 |51<et |yedw yEw

Ve>ce*, lm sup |sup |u(t,z,y)| +sup|v(t,z,y)|| = 0.
t—+oo |z|>ct | yEOw nse

Conwersely, if A(0) > 0 then the solution (u(t,z,y),v(t,x,y)) converges, uniformly in space,

to (0,0) as t — +o00. In such a case, we define, by convention, ¢* = 0.

We point out that the existence and positivity of the quantity ¢* defined in ({2.3]) will
follow from some concavity properties related to A(«) that we prove in Propositio

Moreover, we emphasize that the sign of A(0) allows us to establish whether invasion
or extinction occurs for . This is also in line with classical results on propagation for
the KPP equation and, in the context of road-field systems, it had already been obtained
in [5,20].

Although the proof of Theorem is not trivial, it largely follows the lines of [20]. The
main idea is that the linearized system still admits solutions of the type when ¢ < ¢*,
but with imaginary «’s. These can be used to construct compactly supported subsolutions
of . We also point out that the spreading speed of exponentially decaying initial data
may also be considered, using the same family of exponential ansétze and a similar sub- and
supersolution approach. For the sake of conciseness, we omit the proof, and we send the
reader to [20] for the details.

Theorem leads us to further investigate the principal eigenvalue A(«). First of all, we
observe that, if (Uy,V7) is a positive eigenfunction of , then (Us, Vo) = (\/ﬁUl7 ﬁVl)
is a solution of the following problem:

—DAU — (Do + 0ug(y,0) — k(y)u) U — 6(y) vV = Aa)U, on dw,
—dAV — (da? 4+ 8, f(y,0)) V = A@)V, in w, 54
do,V — k(y) (VU —vV) = 0, on dw, 24)

U>0o0no0wandV >0 in w.

Since has a similar structure to (2.1]), an analogue of Theorem holds also for this
eigenvalue problem. Hence, the principal eigenvalue for both problems is the same.

The advantage of considering becomes clear if we write the equivalent weak formu-
lations associated with both the surface and the bulk equations and add them, obtaining

A(a) (W, ¥) = A(a)B (W, D) forall ¥ € T, (2.5)



where the test space is T = H'(w) x H!(w), and we have set W = (U, V), ¥ = (p, ),

A(a) (W, ) := D ; VU -V —/8 (Da? + 8ug(y,0) — K(y)p) Uy —/8 k(Y)Y o
i [ 9Vovi— [t o f@0)Ve— | et (it - ),
(2.6)
and

B (W, W) := U¢+/vw 2.7)
ow w

(observe that, in the integrals on Ow appearing in , V and v are meant in the sense
of traces). Indeed, the bilinear form A(«) is self-adjoint, which is not the case for the
weak formulation obtained from problem . Thus, as in the classical theory, a Rayleigh
variational formula for the principal eigenvalue A(a) can be obtained. Such a formula is
presented in the next proposition. We mention that a similar formula has been obtained
in [5] in a different context.

Proposition 2.4. The principal eigenvalue A(«) of problem (2.4) satisfies

. F(a)[U, V] .
@)= ¥ T ve - . @V (28)
(UV)£(0,0)

where F(a)[U, V] := A(a)((U, V), (U,V)), i.e., from [2.6),

F()[U,V]=D [ |VU]? - /8 (Da® + 8,9(y,0)) U?

ow (29)

+d/|VV|2—/ (daz-l—&Jf(y,O))VQ—F/ r(y) (\/ﬁU—ﬁV)Q,

ow

" A= {(U,V)eHl(aw)le(w):/&UU2+/WV2:1}.

The minimum in (2.8)) is uniquely achieved when (U, V') is a principal eigenfunction of (2.4)).

This formula will be the main tool for our analysis on the spreading speed ¢* of solutions
of . More precisely, we will use it to study the influence of diffusion and of the size
and shape of the domain on the propagation. However, in order to already highlight its
usefulness, we start with the following immediate corollary:

Corollary 2.5. Let k1 < kg be two nonnegative and nontrivial functions in CH"(Ow).
Define ¢ and ci the spreading speeds of solutions of (1.1]), where k is replaced respectively
by k1 and ka. Then ¢} > c5.

Indeed, one may easily see from and that A(a) depends monotonically on the
function k, and, together with , one reaches the wanted conclusion. In other words
Corollary insures that, if the porosity between the surface and the bulk is increased,
then the invasion is slowed down, or possibly even blocked. Notice that this was not obvious
a priori, because one cannot apply a comparison principle to compare solutions of ,
respectively with Kk = k1 and kK = ka.

Before we further study the influence of various parameters on the invasion speed, we
begin by establishing some properties of the principal eigenvalue A(«) in the next subsection.
In particular, these properties will guarantee that the spreading speed ¢* given by is
well-defined.

2.1 Some properties of A(«)

In this section we use the Rayleigh formula given in Proposition [2.4] to obtain several prop-
erties on the principal eigenvalue A(«). We begin with some sufficient conditions that, in
the light of Theorem guarantee that the solution of (|1.1)) invades the domain.



Proposition 2.6. Assume that

v / Dug(y,0) + / 9, (4.0) > 0. (2.10)
Ow w

Then A(0) < 0. In particular, (2.10) holds true if
Oug(y,0) >0, Yy € 0w, and 0,f(y,0) >0, Vy € w.
Proof. From ([2.9) and (2.10)), we have

FO)W7, v/ = —v /a Dug(y,0) — / 9, (4,0) < 0.

Thus, Proposition |2.4] gives the desired result. O

Our second result compares A(a) with two other eigenvalues which are related to the
problems on the surface and in the bulk, considered separately. As a first step, we introduce
such problems. The problem in the bulk, with no diffusion equation on the boundary surface,
can be modeled with Neumann boundary conditions, where the boundary R x dw acts as a
barrier. It reads:

0w = dAv + f(y,v), fort >0, (z,y) € R X w,
(2.11)

dop,v =0, fort >0, (z,y) € R X dw.

Similar to what we have done for the bulk-surface system, we can introduce the quantity

Frla)WVl=d [ [VVP - [ (da?+0,(0.00) V. (212)
and the spreading speed in the z-direction for problem (2.11)) is given by the formula
¢} = min —Ay (a)7
a>0 [e%
where F(a)]V]
Ap(a) = min 2L A L(0) - da. 2.13
o) = min =SS = Ar(0) — da (213)
VZ0

More precisely, c} is well-defined provided that
As(0) <O. (2.14)

These results are well-known and we refer to [6] for a proof of them. In the particular
homogeneous case where f(y,v) = f(v) does not depend on y, then As(a) = —f/(0) — da?
and one recovers the usual KPP speed c} = 2./df’(0).

For later purposes, we also consider the more general problem with Robin boundary

conditions:
{ o = dAv + f(y,v), fort >0, (z,y) € R X w,

d Onv = —k(y)vv, fort >0, (z,y) € R x Ow.

whose associated functional and eigenvalue are given, respectively, by

Frn(@)V] :d/ |VV\2—/ (do? + 8, f(y,0)) v2+/6 K V2  (215)

e Fre(@)|V]
@
Ape():= min L2220 2.16
fnla) vern'(w) [, V? (2.16)
V£0
Observe that Afo(a) equals the eigenvalue Af(a) defined in (2.13]).
Analogously, if we consider propagation on the surface only, we obtain

Oru = DAu + g(y,u), for t >0, (z,y) € R X dw,



and this problem has an asymptotic speed of propagation which can be characterized by
means of the principal eigenvalue

Ag(a) == min M

= A,(0) — Da?, 2.17
UeH (8w) faw U2 g( ) ( )
U#0

where

F,()[U:=D [ |VU}? - / (Da? + 0,9(y,0)) U?.
Ow Ow

Let us insist on the fact that, although the forms of F; and F, are similar, these two
functionals are completely distinct because integrals are taken on different domains.
We are now in position to give a bound for the principal eigenvalue A(a).

Proposition 2.7. For any o > 0, the following inequality holds:
Aa) = min{Ag4(a), Af(a)}.
Proof. Take any a > 0 and any (U, V) € A. Then, from (2.9), (2.13) and (2.17)), we have

f@ﬂﬂzawm+ﬂwmz%w/

U? +Af(a)/ V2> min{A,(a),As(a)}.
Ow w

Then, from Proposition

Afe) = min  F(@)U.V]> min{A(a). Ar(e)}.

O

The next result is related to some properties of the function A(«), its derivatives, and
the function %@‘) It is the key to prove the existence and uniqueness of the minimum
point defining ¢* in Theorem [2:3] Moreover, it will be useful for our numerical computations
presented in later sections.

Proposition 2.8. (i) The function a — A(a) is continuous, even and concave on R.
(i) The function a — A(«) is differentiable and satisfies

N(a) = —2a (D /&u Uz + d/w Vj) , (2.18)

where (Uy, Vy) is the principal eigenfunction of (2.4)) normalized so that (Uy, Vy) € A.

(i11) If A(0) < 0, the function o — _Aa(a), a > 0, is positive and has a unique minimum
point.

Proof. (i) It is clear from (2.9 that, for all (U,V) € T, the function a — F(a)[U, V] is
even and concave. Then, A(«), as a minimum of even and concave functions, is also
even and concave. Finally, the continuity follows from the concavity.

(ii) The differentiability of A(«), as well as the one of (U,,V,) with respect to «, fol-
lows from the theory of T. Kato [23, Chapter VII] since the operator defining this
eigenvalue depends analytically on «, and since its principal eigenvalue is isolated (as
a consequence of the fact that it is the only eigenvalue associated with a positive
eigenfunction). Then, if we define L: R xR x T x 7 — R as follows,

LA, a, W, U) := X+ A(a)(W, ¥) — AB(W, ¥),

where A(a) and B are the bilinear forms introduced in (2.6)) and (2.7)), Proposition
gives that A(a) = L(A(a), a, W, W,,), where we have set W, = (U,, V,,). Hence,

or or oL AW, oL AW,
/ _ = / hiad hdad (e} hiad «
Ma) =3V @)+ 50 T 57 da 90 da




with all the partial derivatives evaluated at (A(«), o, Wy, W,,). Since W, € A, we have

g—i(A(a),a,Wa, Wy) =1— B(W,,W,) =0, (2.19)
and
oL oL
A (0), 0, W, W) = 5 (A(0), 0, W, W) = A() (W, W) A(0) B(Wo, W) = 0,

thanks again to Proposition 2.4] Thus, we conclude that
, oL ) )
A (a) = 67(1\(01)7067 WOHWQ) =—2a|D Ua +d Va .
o ow w

(iii) First of all observe that the function %(a) is continuous for a > 0 thanks to part |(i)
and also positive if —A(0) > 0. Moreover, we have that

lim L@ =400 = lim —Ala)
a0 « a—+00 «

where the first equality comes from the assumption A(0) < 0 and the second one can

be obtained by taking (U,V) = (1,0) as a test function in (2.8]). Then, %@ has at
least a minimum point in {a > 0}. To check that it is unique, we show that, at any
(@)

critical point, the second derivative of —Al)

—— 18 positive.

On the one hand, at any critical point, a direct differentiation gives

<_ Ala) ) _ M) N(a)a-Aa) _ A'(a)

«

o 1o%: o

)

/ ,
since (—%) = W vanishes.

On the other hand, by differentiating (2.18)), we have

A(a) = -2 (D U2 +d/ Vj) —da (D Ua ddlf +d/ vf?ﬁ‘) . (2:20)
ow w ow w

The first summand in the previous expression, is negative. To study the sign of the
second one, taking W = W, and any ¥ € T, we differentiate (2.5) with respect to a:

0A ()
Oa

dw,,
da

(W, ¥) + A(a) ( qf) — N(a)B (Wa, ¥) + A(a)B (dWO‘, \11) .

da

Now, we take ¥ = d(‘;zo‘
since B (Wy, W,) = 1, we get

dwW, dw, dW, dW,
< o e} o T
O_A(a)(da7da) A(Q)B<da’da>

_ 0A(a) dW,
T da <Wa’ da)

dU, dv,
:2a<D/ Uai‘i‘d/va )7
Ow da w da
where the first inequality comes from Proposition [2.4] and the last identity from ([2.6).
As a consequence, (2.20) gives, at any critical point,

in the above expression and, observing that B (W %) =0,

@ do

N'(a) < —2min{D, d} < 0.

It follows that any critical point of %(o‘) must be a strict local minimum; hence the
minimum point is unique.
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3 Dependence of the speed of propagation on D

We are now in a position to analyze the influence of various parameters on the spreading
speed c*. In later sections we will turn to its dependence on the size and shape of the
domain, while here we start by focusing on the dependence on the diffusion coefficient D on
the surface. In particular, we will see that some previous results, which had been obtained
in [29] in the homogeneous case and with w being a ball in RY, can be extended to our
heterogeneous framework. Nonetheless, we will also point out that some results remain true
only in the radially symmetric case.

In this subsection, to highlight the fact that the parameter D varies, we will write ¢*(D),
Ap(a) and Fp(a), instead of, respectively, ¢*, A(a) and F(a). Moreover, for the spreading
speed to always be well-defined, we assume that

sup Ap(0) < 0. (3.1)
D>0

Our first result is concerned with the limits of ¢*(D) as D is either small or large.
Moreover, for some values of the parameters of our problem, we obtain a comparison of ¢*(D)
with ¢}, the spreading speed of problem ([2.11)) without the surface.

Theorem 3.1. Assume that (3.1) and (2.14) hold.

(i) The spreading speed c*(D) converges to some ¢y as D — 0. If, moreover,

max 9,9(y,0) < —2A(0), (3.2)
yEOw

then
co € (0,¢}).

(ii)) We have that ¢*(D) — +00 as D — +00, and more precisely
JA,B>0, AVD <" (D)< BVD, for all D large enough.

Remark 3.2. As far as statement (i) is concerned, it is enough to assume that Ap(0) < 0
for some (possibly small) D > 0. Indeed, it easily follows from Proposition [2.4] that Ap(0)
is nonincreasing with respect to D, so that this would be enough to guarantee the existence
of a spreading speed as D — 0.

Notice also that, although inequality may seem a bit abstract, in the case of an
homogeneous reaction term f(y,v) = f(v) it simply rewrites as

max 9,9(y,0) < 2f(0).
yEdw

This is consistent with the fact that, in the homogeneous case, the diffusion threshold for
acceleration by the surface becomes D =0 when ¢'(0) = 2f'(0); see [§].

In the more general heterogeneous case, an explicit sufficient condition for to hold,
that can be obtained by taking V =1 as a test function in , 18

2
gel%)j 8ug(y,0) < m-/wavf(vo)

The proof of the above theorem is postponed to the next subsection. This result states
that, when the reaction on the surface is weaker than the reaction in the bulk in the sense
specified by , then the surface slows down the propagation if the diffusion parameter D
is too small. On the other hand, regardless of the reaction terms (provided that there
is a positive spreading speed, which is guaranteed by ), the surface accelerates the
propagation when D is large.

To illustrate the previous result, we point out that both statements (i) and (i7) hold true
in the case when the domain is radially symmetric, the reaction term is logistic in the bulk,
ie., f(y,v) = rv(l —v) for some r > 0 (this also guarantees that A¢(0) < 0), and there is
no reaction on the surface, i.e., 9,9(-,0) = 0. They also hold true if, instead of assuming
that the domain is radially symmetric, one assumes that it is large enough. Indeed in both
cases one can check all the necessary assumptions thanks to the variational characterization

10



in Proposition In particular, we partly recover the main results of [2729] but in a more
general setting where the reaction and exchange terms may not be homogeneous and the
domain may not be spherical.

However, in [27,/29], one of the present authors and his collaborators went further and
showed that there exists a critical diffusion threshold Dy below which spreading is slowed
down by the surface and above which it is accelerated. The key point was the strict mono-
tonicity of ¢*(D) with respect to D, which was shown thanks to a semi-explicit construction
of sub and supersolutions which allowed to characterize the spreading speed as a solution of a
finite dimensional system. As we will see below in Proposition such a monotonicity may
not be true in general. Still, we manage to recover it in a more general radially symmetric
framework, as a consequence of the variational formula for A(a) given in Proposition
This is the content of the next result.

Theorem 3.3. Assume that (3.1) and (2.14) hold, that the domain is either annular or a
ball, i.e.,
w = Bgr\ B, R>r>0,

where B, C RN denotes the open ball centered at the origin with radius v, and that all
heterogeneities are radial functions, in the sense that

w(y) = &yl 0uf(y,0) = F(ly),  dug(y,0) = (Jy)), (3.3)

where |y| denotes the Fuclidean norm of y.
Then D — ¢*(D) is increasing, and, in particular, there exists a most one value Dy such
that c*(Dy) = cj.

Together with Theorem this result provides sufficient conditions for the existence
of a diffusion threshold on the surface below which the surface slows down the propagation
and above which it accelerates the propagation. These sufficient conditions include the
assumptions of [27}29].

Proof of Theorem[3.3 The key point is that, since it is unique (up to multiplication by a
positive factor), under the assumptions of Theorem the eigenfunction pair (U, p, Va,D)
associated with Ap(a) has to be radially symmetric. As a consequence, in the definition of
Fp(a)[Uq, Va] given in (2.9), the term D [, |VU|* disappears. Since the remaining term
that depends on D, —Da? faw U2, is decreasing with respect to D, we have that c¢*(D) is
nondecreasing in D.

To show the strict monotonicity, we fix 0 < Dy < D, and as > 0 such that

_AD2 (a2)

= c*(Ds).
- c*(D2)

Now consider (Uy,V;) € A the eigenfunction pair associated with Ap, (a2). Using it as a
test function in the variational formula for Ap, (as2), we deduce that

Ap,(az) < Fp,(az)[Ur,Vi] = Ap, (o) + (D1 — D2) a3 [ UF.
Ow

Since Uy > 0, we get that

¢*(Dy) = _AD;(Q“Q) > —AD;(jQ) > c* (D)

Remark 3.4. Let us highlight several points.

o The difficulty in checking the monotonicity with respect to the parameter D in the non
radial case is that diffusion along the x-variable and diffusion across the y-variable
might have opposite effects on the speed. Indeed, if one replaces the operator D Au with
D02, u+ DyAyu in the surface equation in , one could immediately conclude,
after obtaining the analogous characterization of the principal eigenvalue for such an
operator, as in Proposition and reasoning as in the proof of Theorem[3.3, that the
speed ¢*(Dy, Dy) is nondecreasing with respect to D, and nonincreasing with respect
to D,,.

11



e In a similar fashion, it is easy to check that Theorem remains true in dimen-
sion N = 1 (which is consistent with the original ecological motivation of road-field
systems) without assuming on the heterogeneities. Indeed, in this case, the sur-
face reduces to a union of parallel straight lines, thus the diffusion in the surface cross
section component vanishes.

e Our argument also shows that, under the assumptions of Theorem[3.3, the eigenvalue
Ap(0) actually does not depend on D. In particular, in this theorem, assumption (3.1))
can be simply replaced by Ag(0) < 0.

e In the non-radial case, we have that Ap(0) increases with respect to D. Therefore,
one may find a situation where the speed is positive for small D but extinction occurs
for large D (see Subsection . However, we do not theoretically know whether the
monotonicity with respect to D can fail under assumption (3.1). Numerical simulations
suggest that it does fail in some situations (see Section

3.1 Proof of Theorem [3.1]

Proof of (i). We start with the limit as D — 0. First fix @ > 0 and introduce the formal
limit of Ap(«),
A = inf F U v
O(O‘) (U,l‘I/l)eA 0(0‘)[ ) ]’

where Fo(«)[U, V] is the quantity defined in (2.9) with D = 0. Note that this might no longer
be a minimum because the regularizing term with VU has vanished. However, Fy(a)[U, V]
with (U, V) € A can still be bounded from below, so that the infimum is well-posed.

Now we take a minimizing sequence (U,,,V,,) € A. Then,

Ab(Q) < Fp(@) [Un, Vil < Ao(@) £ e+ D [ VU2 —Da2/ U2,
Ow Ow

where € > 0 is arbitrarily small and n is large (depending on €). Thus

limsup Ap(a) < Ap(a).
D—0

Conversely, let (Up, Vp) € A be the minimizer associated with Ap(«); thus

Ao(a) < Ap(a) =D | |VUp|> +Da? | U} < Ap(a)+ Da?,
Ow Ow

and we can pass to the liminf and find that

< limi .
Ao(a) < hgl_%lf Ap(a)

We now have constructed the pointwise limit of the eigenvalues Ap () as D — 0. Recall that,
by Proposition the function a — Ap(a) is even and concave, hence it is nonincreasing
on R, . Moreover, using the same arguments of Proposition a +— Ag(a) is also even and
concave; in particular, it is continuous. By applying second Dini’s theorem we find that the
convergence of Ap to Ag is locally uniform in {o > 0}.

Now, thanks to which guarantees that Ag(0) < 0, we can define

—A
Cp ‘= min ﬂ > 0.
a>0 [e%
Here we also used the fact that lim,— 4 %(a) — 400, which easily follows from the

definition of Ag(«), for example by testing Fo(a) with (U, V) = (O, |w\_1/2). Furthermore,
the minimum in the definition of ¢g is reached for some a > 0 (nonetheless, unlike Ap, we
cannot apply Kato’s theory and differentiate Ay with respect to «; in particular, we do not
prove that the minimum point is unique).

We now prove that
¢*(D) remains bounded as D — 0. (3.4)

12



Indeed, for all « > 0, (U,V) € A and D < d it holds

Fp(@)[U,V] = Fo(O)[U,V] - a2 (a/@ U2 +d/wV2).
Thus,

Ap(0) — da? = Ap(0) — a® max{D,d} < Ap(a) < Ap(0) — a®min{D,d} < Ap(0) — Da?,
(3.5)
and

(D) < min X020 o o

a>0 «
Since Ap(0) — Ag(0) < 0 as D — 0, this concludes the proof of (3.4)).

Consider now the points ap, for small D > 0, where the minimum defining ¢*(D) is
attained. We will now prove that

0 < liminf ap < limsupap < +oo. (3.6)
D=0 D—0

For the first inequality, assume that there exists a sequence of values of D (not relabeled),
for which ap — 0 as D — 0. Then, for such a sequence, we obtain from ((3.5))

A DaZ — A
lim ¢*(D) = lim _M > lim %—f’(())

> — +00,
D—0 D—0 ap D—0 ap

against (3.4]). To prove the second inequality in (3.6)), assume that there exists a sequence of
values of D (again not relabeled), for which ap — +00 as D — 0. Consider (U, V) = (0, K),
where K is an appropriate constant so that (0, K') € A. Then,

~Ap(ap) S _ Fp(ap)[U, V] _ dafy + K2 [ 0, f(y,0) — K2 [, k(y)v

c*(D) =

— +00
ap &p ap

as D — 0, again against (3.4]).
After these preliminaries, by the locally uniform convergence of Ap to Ag, it is then

straightforward that
lim ¢*(D) = co.

D—0
It remains to show that co < c}. Recall from (2.13) that As(a) = Ap(0) — da? does not
depend on D, and observe that —AfT(a), a > 0, achieves its minimum at
d b
and
Ag (o) = Ap(0) — da*? = 2A4(0). (3.7)
Since

==~y ~an 0,

for our purpose it is enough to show that
Ao (@) > Ay (o). (3.8)
To this end, consider a minimizing sequence (U, V;,) € A of the left-hand term. Then,
Fol@") (U, Vi) = = miax 0u(0,0) [ U2 [ WV = [ (da +0,5,0) V2
yeow ow w w
> — max 8ug(y,0)/ U2+ Ay (a*)/ V2,
yEw dw w

We now distinguish two cases:
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(a) if liminf, 4o [, U2 > 0, then, by taking the liminf in the previous relation, we
obtain

n—-+4oo n—-+oo

Ao(a™) > — max 0u9(y,0) lim inf U2+ Ay (o) liminf [ V2> Ap(a®),
yedw ow w

where the last inequality comes from and , together with the normalization con-
dition;

(b) if liminf, 4o [, U2 = 0 and, thus, limsup,,_,, ., [ V;? = 1, we have in this case
and up to extraction of a subsequence that

Ao(a®) = lim Fo(a)[Up, Vo]l = Um Fpe(a™)[Va] > Afu(a”),

n—-+oo n—-+o0o

where Ff () and Ay, («) are defined in (2.15) and (2.16). Observe that, for the second
equality, we have used that the sequence V,, is bounded in H'(w), thus, the sequence of
the traces is bounded in L?(dw) (see, e.g., [18, Theorem 5.5.1]), while the last inequality

follows from (2.16). We now conclude by comparing (2.15) with (2.12) and recalling that
the minimizer V in (2.16) is positive in @, thanks to the Hopf lemma, thus

Apw(a®) = Fre(@®) [V] > Fp(a®) [V] = Ap(a”).
We again obtain that holds, and statement (¢) of Theorem is proved.
Proof of (ii). Let us now investigate the limit as D — 4o00. Recall again that
Ap(a) = Ay(0) — da?
does not depend on D, and from that
Ay.p(a) = Ay p(0) — Da?.

From (2.17), by taking constant U’s as test functions, one easily infers that Ay p(0) is
bounded with respect to D. Using Proposition we infer that

2
(D) < min M,
a>0 (0%

for some K > 0 (independent of D) and any D > d. It immediately follows that there exists
a positive constant B such that ¢*(D) < Bv/D for any large D.

It remains to prove a lower estimate on ¢*(D), which requires an upper bound on Ap(«).
First denote

n=sup Ap(0) <0,
D>0

where the negativity comes from hypothesis . Since a — Ap(«) is an even and concave
function, we have on one hand that

AD(OZ) < n < 0,

for any D > 0 and o > 0.
On the other hand, using Proposition and (U,V) = (1,0) as a test function, we also

find that )

< —
|8w| Ow

for some constant K € R. Finally

Ap(a) (k(y)p — Oug(y,0) — Da?) < K — Da?,

Ap(a) < min{n, K — Da?},

and direct computations show that there exists A > 0 such that c¢*(D) > AV/D for any
large D. This concludes the proof of Theorem
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3.2 About counterexamples to Theorem [3.3

In this section, we discuss the fact that the spreading speed may not be increasing with
respect to D in general. We first give a theoretical analysis of a situation where assump-
tion (3.1)) is not satisfied.

Proposition 3.5. Assume that w is a ball, that

avf(yao) = _1a H(y) =1
and that g satisfies

1
(0ug(0)) := 9] S 0ug(y,0)dy <0 < p < max 0ug(y,0).

Then, Ap(0) < 0, hence ¢*(D) > 0, for D small enough, while Ap(0) > 0 for D large
enough.

First of all, notice that assumption is not satisfied, since g is not constant on dw, the
boundary of the ball. Then, we recall that the fact that Ap(0) < 0 implies ¢*(D) > 0 comes
from Proposition while, when Ap(0) > 0, extinction occurs and there is no spreading.
Moreover, one may check that Ap(«) depends continuously on D, and then infer that, in the
set of parameters of Proposition the speed ¢*(D) has to be decreasing with respect to D
at least on some interval. In other words, this proposition states that there is a situation
where increasing the parameter D may have a negative impact on the propagation and even
stop it.

In Section we will also provide a numerical example where D +— ¢*(D) is not in-
creasing, even under assumption and with J, f everywhere positive.

Proof. Proceeding as in the proof of Theorem [3.1] we find that

lim A = inf .
lim Ap(0) (U,lél)eA}—O(O) U, V]

Fix yo where 9,9(yo,0) = max d,g(-,0) > 0. Then, we take as an ansatz

Un:anXBl(yoﬁ Vn:(),

where B1 (yo) denotes the ball of radius 1 (with respect to the geodesic distance on the hy-
‘—1 2

persurface Ow) centered at yo, and a,, := ‘B 1 (yo) , so that the normalization faw U2=1

is respected. Notice that U,, belongs to L?(0w) but not to H'(dw), thus we also introduce
a smooth function U¥ such that

UF = U, in L?(dw),

and ||U%|| 2oy = 1. Plugging (U%,0) in the above variational formula, passing to the limit
as k — +oo and then as n — +o00, we find thanks to the spatial regularity of g that

lim Ap(0) < 1 — 9ug(yo,0) < 0.
D—0

On the other hand, it is clear that D +— Ap(0) is nondecreasing, and as a matter of fact
it is even increasing because of the lack of radial symmetry of the eigenfunction. Regardless,
let us check that Ap(0) becomes positive for large D. From Proposition we have

Ap(0) > min{Ay p(0),Af(0)} = min{A, p(0),1},
where Ay p(0) is as in (2.17) and, with the assumptions of this proposition, we have

df |[VV|? V2
Ar(0) = min JVVE + ], >1

VeH! (w) [,V? -
V£0

and the equality is reached for constant functions, thus A¢(0) = 1.

Recalling the definition of F, p, one can show (we omit the details because the proof
is similar to that of Theorem in the next section) that A, p(0) converges to —(d,g(0))
as D — +oo. In particular, it is positive for any D large enough, and, as announced, so
is AD (0) O
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4 Dependence of the speed on the size of the domain

In this section, we investigate how the speed c¢* depends on the domain w. More precisely,
we focus on the influence of the size of the domain when its shape is fixed, and provide some
theoretical results. The issue of shape optimization will be studied numerically in Section [6]
Here, we will consider in a spatial domain wg which is a rescaling of a fixed do-
main w:
wr ={Ry | y € w}.

As before, w is a bounded, open and connected set with a smooth boundary. Since the
system involves spatially dependent functions, it is necessary to specify how these
depend on the parameter R, which will be done below. In any case, the resulting modified
system will satisfy the same assumptions as before, for any R > 0.

To reflect our choice of the varying parameter, we will temporarily denote by ¢*(R) the
spreading speed (when positive) and by Ag(-) the corresponding eigenvalues.

A complete understanding of how the speed depends on the parameter R is a rather
complicated issue. Thus, from the theoretical point of view, we will mostly focus on the
asymptotic behaviour of the speed ¢*(R) as R goes to either 0 or +oc.

4.1 Behaviour of ¢* as the size of the domain shrinks

In accordance with our choice of a rescaled domain, in (|1.1)) we replace the spatially depen-
dent functions f, x and g respectively by

faly0) = f (%), wr@) =r (%), and grw)=g(5u), yewn (A1)

where f, k and g satisfy the assumptions given in Section [f}

Before stating the main result of this subsection, let us introduce some new notions
related to an averaged version of the surface equation on the original domain Ow. First,
when it is possible we define

gy =2/ D(9uyg(0)),

9)

where

(0ug(0)) := @ g Oug(y,0)dy.

As far as we know, there are very few results on spreading speeds for reaction-diffusion
equations on manifolds. Still, by a straightforward analogy one may expect c’{q> to be the
spreading speed of the equation ‘

Ou = DAu+ (g(u)) for (z,y) € R x dw, t >0,

where similarly as above (g(u)) denotes, for each value of u, the average of g(-,u) over dw.
We are now in a position to describe the situation when R — 0:

Theorem 4.1. We have that
—Ag(a) = Da? + (9,9(0)) as R — 0,

where the convergence is locally uniform in {a > 0}.
In particular, if Ar(0) <0 for small R > 0, then {9,g9(0)) >0 and

c*(R) = clyy as R—0.

On the other hand, if (0,9(0)) is negative, then for small enough R we have that Ar(0) > 0,
and extinction takes place.

The above theorem describes some sort of homogenization which occurs as the size of
the domain goes to 0. It is interesting to see that, since the volume of wr decays to 0 faster
than its boundary surface as R — 0, the limit does not involve the bulk. In the situation
when g = 0, we recover that the speed goes to 0 as the domain shrinks (for fixed diffusions).
This again represents a generalization of earlier results from [29] to our more general setting.
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Proof of Theorem[{.1. Recall that

Ag(a) = min Fr(a)[U, V],

where Fr and Ap are defined as in Proposition with wr and dwg instead of w and dw.
By letting
o _N-1 ~ g 1~ g
(U,V) =R (U (R) BTV (R)) ’

and immediately dropping the tildes on the functions for convenience, we find that

Ag(a) = min Fr(a)[U, V], (4.2)
where

Fr(a)[U,V] := DR™? |VU|2—/ (Da® + 8,9 (y,0)) U?
Ow Ow

+dR_2/w|VV\2—/w(da2+8vf(y,0)) V2+/6w K(y) (ﬁU—\/va.

Now choose (U, V) = (|0w|+ R%|w|)71/2 (1, \/RV“> as a test function (observe that the

multiplying constant is chosen to satisfy the normalization). Passing to the limsup as R — 0,
it is straightforward to obtain that, for any a > 0,

limsup Ap(a) < —Da? — (9,g(0)). (4.3)
R—0

Let us now prove a reverse inequality. Denote by (Ug, V) the (unique) minimizer of Fg/(c)
with the same normalization.
Notice that

1
RxﬁﬂWhﬁﬁﬂwwﬂsmmH/umﬂam%mU%]wﬁ+mmm»@.
Ow w Ow w

The first term on the right-hand side can be bounded from above for small R thanks to (4.3]).
The second and third terms can be bounded uniformly with respect to R thanks to the
normalization [, UZ+ [ Vi =1. It follows that

||VURH%2(aw) + HVVRH2L2(M) = O(R?) as R — 0.
By Poincaré-Wirtinger inequality, we infer that
1Ur = (Ur) 10wy + VR = (VR)| 11 (0) = O(R) as R =0, (4.4)
where (Ugr) and (V) denote the averages of Ur and Vg respectively on dw and w.

Then, using again the normalization which insures that Ugr and Vg are bounded in the
L%-norm, we get

lim [ (s(y)u — Da® = 0ug(y,0) (Us — (Ur)*) =0,
—0 Jau

bl /ﬁd‘f +0.f(y,0)) (Vi = (Vk)®) = 0.

By the standard trace and Sobolev embeddings from H*(w) to H/?(dw) and from H/?(dw)
to L?(0w), we also get from (4.4]) that

Lf@Jﬁwwhwwmmﬁ
Ky | B2 (U — (UR))Vr k(Y| B2 (UR) (Vi — (Vi)
[z fro'x

< +
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C C
< ﬁHUR — (Ur)| 20 I VRI L2 (8) + ﬁHURHL%aw)HVR — (VR)|IL2(0w)
< CVR

— 0 as R—0,

where C denotes various positive constants along this computation.
We next compute

| wg - )

C
< EHVR — (VR)llz2(00) IVR + (VR)|IL2(80) = O(1), as R — 0.

(4.5)
We point out that, although the integrals in the above two expressions are taken on dw, the
quantity (Vg) still denotes the average of Vg on the whole domain w.

Going back to the definition of Fr(c), we get that

Fr(a)[Ug, Vg > —/8 (Da® + 8,9(y,0)) UQ—/(daQ—i—(“)vf(y,O)) %

w

jg 14
+/3w #(y) (w,% — 2\ ZUnVr + RVI%)

> / (k(w) — Da? — Bug(y,0)) (Ur)? — / (do® + 8, £ (5, 0)) (Vi)?
Ow

w

Vo v
[ wtgvi=2 [ w5 R W) - s

where §;(R) — 0 as R — 0.

Now, assume by contradiction that there exists a sequence R,, converging to 0 as n — 400
and such that liminf,, 4 ||V, |/12(w) > 0. Thanks to (d.4)), this is equivalent to (Vg,) > &
for some € > 0. Replacing R by R, and continuing the previous computation, notice

that all terms are bounded as n — +oo except —2 [, /@'Rﬁl/z./uV(URn}(VRn), which is of
order Ry "/ ?, and Joo, 6By 'WVE . The latter is equivalent to [, wR;,'v(Vg,)?, which is

larger than e?R,! [, xv. We conclude that Fr, (2)[Ur,,Vr,] = +00 as n — 400, which
contradicts (4.3).

Therefore, we can assume that ||Vg| 2y — 0, which implies that (V) — 0, as R — 0.
Thus, not only the left-hand side in is bounded as R — 0, but it actually converges
to 0. We then have

Fr(@)[Ur, V] = —/ (Da® + ug(y,0)) (Ur)? —/ (do® + 8, f(y,0)) (Vr)*

ow w
2
= [t (vawn) - \[5m) — )
> [ (D0 +0,900.0)) (Ur)? ~ [ (d0® +0,7(0.0)) (Vi) = (),
where 02(R) — 0 as R — 0. Using again the fact that (V) — 0 as R — 0, we get
lim inf Ap(a) = liglggffR(a)[UR, Vi] = lim inf (—=Da? — (9,9(0))) (Ug)?|0w| .

Recalling that, by our normalization, [, Uf = 1 — ||Vgr|lr2w) — 1 as R — 0, and that
Ur — (Ug) — 0 as R — 0 in H!(Ow), we get the desired inequality

liminf Ag(a) > —Da® — (9,9(0)).
R—0

Putting this together with (4.3]), we have proved that

lim Ap(a) — —Da? — (9,g(0)) for any a > 0. (4.6)
R—0

Finally, we point out that Ag(«) is nonincreasing with respect to « (recall that it is an
even and concave function), and therefore by Dini’s second theorem the convergence is also
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locally uniform in {« > 0}.

Let us now turn to the consequences of the above limit on the speed ¢*(R) as R — 0.
Assume first that Ag(0) < 0 for small R > 0. Passing to the limit as R — 0, this immediately

implies that (9,¢(0)) > 0, and in particular ¢7,, = 21/D(9.g(0)) is well-defined. Conversely,

if (0,9(0)) < 0, then Ar(0) > 0 for small R, which implies extinction by Theorem [2.3

We now go back to the case when Ag(0) < 0 for small B > 0, and prove that ¢*(R) — ¢7,,

as R — 0. In the case when (9,9(0)) = 0, then —Ar(a) — Da? and it is clear that ¢*(R) — 0
as R — 0. Consider then the case when (9,¢(0)) > 0. Then, it is obvious that

D 2
(9 a>0 (6% ’

where the minimum is reached at a* = 4/ w. Since

¢*(R) = min —Ar(@) < —Ar(a?)

a>0 o - a*

)

passing to the limsup as R — 0 we get from (4.6) that

“An(a’) _ Da”+@ugO) _ .

limsup ¢*(R) < limsup "

R—0 R—0 «a a* 9

The opposite inequality is proved similarly but relies on the locally uniform convergence
of Ag(a) in {a > 0} as R — 0. Indeed, take ag > 0 where the minimum in the definition
of ¢*(R) is reached. We claim that

0 < liminf ar <limsupagr < +o0.
R—0 R—0

This follows from the fact that we have already bounded ¢*(R) from above. Indeed, if

(up to extraction of a subsequence) ag — 0 as R — 0, and thanks to the locally uniform
convergence of Ar(+) as R — 0, we would have that

lim ¢*(R) = ~Ar(ar) = +400.
R—0 QR
Using the convexity of —Ag(«) and its locally uniform convergence to Da? + (9,9(0)), one
can also find a contradiction if (up to extraction of a subsequence) ap — +00 as R — 0.
Therefore there exists some large M > 0 such that agr € [1/M, M] for any small R. Up
to extraction of a subsequence, it converges to some g as R — 0, and it follows that

—An(an) _ Dad+(0ug(0)) . Da’+(0ug(0))

lim inf ¢*(R) = lim inf > = Clg)-
R—0 R—0 QR Qo a>0 Q g
This concludes the proof of Theorem O

4.2 Behaviour of ¢* as the size of the domain grows to +oo

As in the previous subsection, we consider the case of a rescaled domain wgr and now let the
parameter R — 4o00. In this case the most favorable zone will be selected by the solution in
order to maximize the spreading speed. This opens several possibilities in the heterogeneous
case. Although a more general situation (involving a spatial dependence as in ) could
be handled similarly as we show below, for simplicity we restrict ourselves to the case of
homogeneous coefficients. That is, we consider with

fly;0) = flv), kly) =1, and g(y,u) = g(u). (4.7)

For Ar(0) to be negative, at least when R is large (see Proposition , in this subsection
we will assume
f(0) > 0. (4.8)
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Thus, Theorem assures that spreading occurs. In order to state our result, we introduce
the speed cfygpp from the earlier papers of Berestycki, Roquejoffre and Rossi [8,/9]. More
precisely, we recall the original road-field system on a half-space:

O = dAv + f(v), for (x’,y’)G]RNXR’_’;_, t>0,
—d Dy vpy—g = U — VUy—g, for ' e RN, t >0, (4.9)
Oyu = DA+ g(u) + vvjy—g — pu, for 2’ € RN, ¢ > 0.

Actually, references [8,[9] only dealt with the case N = 1. However, as was shown in [29],
their results extend to an arbitrary dimension. Notice that in 7 the field/bulk is the
half-space {(z',y') € RN xR |y > 0}, while in the field/bulk is {(z,y) e Rx RN | z €
R and y € w}. For this reason, we use a different notation for the spatial variables in order
to avoid any confusion.

The authors of [8|9] characterized the spreading speed of solutions cfyrp, defined in a
similar sense to the one of our Theorem Moreover, this speed was shown to satisfy

. —2,/df’(0) if D< D*
C
PR S 9/af’(0)  if D> D,

where

. _ g/(O))
D d <2 7)) (4.10)
In some sense, this means that the solution selects the most favorable zone, which may be
either far from the road or in its vicinity. In the former case, the spreading speed is equal
to 24/df’(0) which is precisely the speed of the field equation with no road. In the latter
case, which occurs when D is large enough, no explicit formula is available for the speed,
but, through a geometrical characterization, it is shown to be strictly larger than the usual
KPP speed and to depend on all the parameters from the equation on the road.

When the domain w is bounded but very large, a similar situation occurs for prob-
lem . Indeed we show the following;:

Theorem 4.2. Under the above assumptions, i.e., (4.7) and (4.8]), we have that
c¢*(R) = cBrR» as R — +oo.

Let us immediately prove this theorem. The difficulty here is that, since the limiting
problem is posed in an unbounded domain, it admits no equivalent to Proposition [2.4]
Nonetheless, a notion of generalized principal eigenvalue can be introduced, which allows us
to characterize chrp-

Proof. Step 1. Characterization of ciry n terms of a family of generalized principal eigen-
values. By adapting the arguments of [20], it can be shown that the spreading speed cjrp
of solutions of (4.9)) can characterized as

. . —Aprr(®)
Chrp = min —— =, (4.11)

where Aprr (@) is a concave and even function of «a such that there exists a positive solution
(U, V) e R x (CQ(Ri) NCYR,)) of

— (Da?+ ¢ (0) —p) U —vV(0) = MU,
—dV"(y') — (da® + f'(0))V(y) AV(y), fory eR%,
—dV'(0) = (uU —vV(0)) = 0,

if A = Agrgr(«), but no positive solution exists if A > Agrr(a). Observe that, unlike in the
case of a bounded domain, this is a generalized principal eigenvalue and therefore we do not
have uniqueness a priori of the eigenvalue associated with a positive eigenfunction.
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More precisely, Agprr(«) is constructed as the limit as L — +o0o of the principal eigen-
value of the following truncated problem:

— (Da? + ¢'(0) — ) U — vV (0) Aprr, (@)U,
—dV'(y') = (do® + f'(0)) V(y') = Aprrr(@)V(y), fory €(0,L), (4.12)
—dV'(0) — (pU — vV (0)) = 0, '
V(L) 0.

Here, the domain is bounded so that the notion of a principal eigenvalue can be understood
in the classical sense, i.e., it is the smallest eigenvalue and the associated eigenfunction pair
is positive. We refer to [20] for a rigorous construction of the above eigenvalues as well
as a spreading result in the spatially periodic framework, which includes the homogeneous
system as a particular case (once, again, the restriction on the dimension in [20] could be
lifted).

Using (£.11)), in order to prove the theorem it is enough to show that Ag(a) converges
to Aprr(a) as R — +00, locally uniformly in {« > 0}. To do so, we consider, in a similar
fashion as above (see also [5] for the general heterogeneous case but with @ = 0), the
following principal eigenvalue problem with an alternative truncation:

—DAU — (Da? + ¢ (0) = p) U = vVjy—o = Aprr,z,r/(a)U, in By,
—dAV + (don + f’(O)) vV = ABRR,L,L’ (Oz)V, in By X (O,L),
—d Gy/Vw/:O - (/LU - l/‘/"y/:O) = 0, in BL/,
Uos,, =Vios, xo,e) =V(,L) = 0,
(4.13)

where L, L’ > 0 and By, € RV~! denotes the ball of radius L’ and centered at 0. Notice that
the first variable 2’ now belongs to RV~!, hence the spatial dimension has been reduced
compared with the original evolution problem (4.9). This comes from the fact the first
component of z’ in stands for the direction of the propagation and disappears in the
eigenvalue problem on a cross section.

Then, one can find that

lim Aprr,z,z/(a) = Aprr,z().
L'—+4oc0
In order to prove this relation, one must first use a strong maximum principle to infer that
Aprr,r.1/ () > Aprr,(a) and also that Aprr, 1, is decreasing with respect to L. In
particular, limy_, 4o ABrr, 1,1/ (@) exists and it is larger than or equal to Agrg,r(«). The
opposite inequality can be found by taking a limit of the positive eigenfunction of ([4.13),
up to some shift around the maximum point and a suitable normalization, to find a positive
and bounded eigenfunction in the whole strip. By another strong maximum principle, one
can deduce that limz/ 1 oo Aprr.L,1/ (@) < Aprr,L(). We omit the details of this relatively
standard argument.
To sum up this part, we have that

Aprr(a) = LEIEOO Aprr,(a) = LETOO L’l—i>m+oo ABRR, L, (). (4.14)

Step 2. Construction of the limit of Agr(a)) as R — 4+00. Now, we fix a > 0 and take an

eigenfunction pair (Ug, Vg) associated with Ar(«). Here, we normalize it so that

max {max Ugr, max VR} =1.

8&)3 8(.«)3
Recall that Ar(«) can be characterized as in (4.2)). In particular, it can be bounded from

v

above uniformly with respect to R, by taking the ansatz (U,V) = ~ (1, R“) with v =

(|0w| + RE |w|) ~'/2 Noticing that the terms depending on R in the definition of Fr(a) are
nonnegative, we then conclude that Ar(«) can be bounded uniformly with respect to R also
from below.

21



Next, since Owr = ROw with dw a bounded hypersurface, we can choose a subsequence
R, — +oo such that Ag,_ («) converges to some value, denoted by Ao (), as n — +oo, as
well as

max {rruljax Ur, , Inax Vk,, } =max {Ug, (Rnyn), Vi, (Bnyn)}
Rp, WR,,
with y,, € Ow converging to some Yo, € dw as n — +oo.

Recall also that dw is a smooth hypersurface. Then, by standard elliptic estimates and
up to extraction of another subsequence, we can find that Vg, (y+ R,y»,) and Ug, (y+ Rnyn)
converge to some functions Vo (y) and U (y) respectively defined in the half-space {y-ne <
0} and the hyperplane {y - n., = 0} of R, where n., is the outer unit normal vector of w
at Yoo Then, making the change of variables

!

Y =~y ne and 2’ =y + y'neo,
we see that the pair (U, Vi) satisfies the system

—DAUs — (Da? + ¢'(0) — pt) Uso — ¥Vaoly=o 0o (@) Us, in RV-1,
—dAVy — (do? + f'(0)) Vo in RV=1 x R%,
—day/Voo|y/:0 — (/.LUOO — I/Voo|y/:0) = 0, in RN-1,

[
> >
8.
S
&

Moreover, we have by construction that, in these new variables,
max{Ux(0), Voo (0,0)} =

We also have that Uy, Voo > 0 and, thanks to a strong maximum principle and Hopf lemma,
the strict inequalities Us, > 0 in R¥~! and Vo > 0 in RV~ x [0, +00) hold true.

Step 3. Proof of Ao () < Aprr(«). Since Uprr, 1, and Verr, 1,1/, the eigenfunctions
of (4.13), have compact support for any positive L, L', this, together with the properties
of (Uso, Vo) established at the end of the previous step, allows us to define

0" = Sup{e >0 ‘ O(UBRR,L,LHVBRR,L,L’) < (UOO,VOO)} S (O,+OO).

Moreover, necessarily (Usoc — 0*UBRR,L,1', Voo — VBRR,L,2/) 18 nonnegative and there exists
a point where at least one of the components vanished. Assume for instance that there
exists some point zf, € RN~1 such that Uy (7)) = 0*Usrr, 1,1 (x(). Since Uy > 0, we have
that x{, belongs to the interior of the support of Ugrg, 1/, and, evaluating both equations
at this point, we find that

0 > —DA(Us =0 Usrn,z,iv) (z5) = (Do + ¢'(0) = p) (Uoe — 0" Usrm, 1,1/ ()
= v(Ve(-0) = 0" Varr,L,17) (20) + Aco (@) Uso (2) — 0*Aprr, 1,0 (@) Usrr, 1,1/ (%)
> (Aoo(@) — Agrr,L, (@) Uso(()-

Therefore

Aso(a) < Arr,1,1 ().

Using a similar argument, one reaches the same conclusion if Uy, — 6*Ugrgr, 1,1’ is positive
everywhere and Vo, — 6*VgRr, 1,1/ vanishes at some point.
Since L and L’ were arbitrary positive constants, we conclude, thanks to (4.14)), that

A (a) < Aprr(@).
Step 4. Proof of Aso(c) > Aprr(c). We proceed by contradiction and assume that
A (a) < Aprr(@). (4.15)

Let us first show that
Vool oo iv-1xR ) < +00. (4.16)

We already know by construction that Vo, < 1 on RV~! x {0}. Tt follows by standard
elliptic estimates that V., is also bounded on RY~! x [0, K], for any K > 0. Therefore,
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if is not true then there exist sequences of points 2/, € RN~ and y/, — +o0 such
that Vo (2, y.,) — +oc.

Going back to the sequence of eigenfunctions Vg, this means that max,, Vg, goes
to 400 as n — +oo, and that this maximum is reached at some point g, such that d(g,,wr, ),
the distance between y,, and wg,, goes to 400 as n — 400. Then, denoting

¥, _ VRn (gn + y)
Vn(y) - VRn (gn) ’

and passing to the limit as n — +oo thanks to standard elliptic estimates, one finds a
positive solution V, of

—dAV — (do® + £/(0)) Voo = Aso(a)Ves, in RY.
By construction, V., also satisfies
max Ve = 1 = Voo (0).
Evaluating the above elliptic equation at 0, we find that
—da? — f(0) < Ao (a).
However, we recall from Proposition 5.1 in [20] that
Agrr(a) < —da® — £(0). (4.17)

Therefore, we have reached a contradiction with (4.15)), hence (4.16) is proved.
Using again (4.17)) and (4.15]), we now let 8 > 0 such that

Aso(@) + da® + f(0) = —dB>.
Then, for any A > 0 and B > 0, we have that
V(t,2',y) = A9t | Be=PY’
satisfies
OV —dAV — (do® + f'(0)) V = A (a)V  for (2/,y') e RV ' x RY, ¢ > 0.

Thanks to (4.16), we can choose A and B large enough so that V]i—o > Vi for all (2/,y) €
RN=1 % [0, 400) and V|,—g > Vio|y/—o for all £ > 0 and 2/ € R¥~1. Applying a comparison
principle and passing to the limit as ¢ — +oo, we find that

Vio(z', ') < Be PV, (4.18)

Then we recall that the function Varr associated with the principal eigenvalue problem (4.12))
satisfies the linear ODE

—dV" — (da® + f'(0)) V = Agrr(a)V  for y’ € R}.
Since VBRrr is positive, we obtain again condition (4.17)); moreover, Vgrr must satisfy
Verr(y) > Varr(0)e Y, (4.19)

where 0 < By < 3 is such that d32 + da? + f'(0) + Agrr (o) = 0. Together with (4.18)), this
allows us to define

n* :=sup{n > 0 | n(Us, Voo) < (Uprr, Varr)} € (0,+00).

Then (Uprr — 7" Uso, VBRR — 7" Vo) is nonnegative and there exists a sequence (a7, y),) €
RN=1 x [0, +00) such that, as n — +o0,

either (Uprr —7"Us) (2),) = 0 or (Verr — 7" Vao) (2),,4,) — 0.
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In the latter case, using again (4.18) and (4.19), we find that the sequence y,, must be
bounded. If the sequence (z},), is also bounded, then we find some point (z.,,y.,) €
RN=1 x [0, +00) such that

either (UBRR — 77*Uoo) (:Cgo) =0 or (VBRR — n*Voo) (I’:}O,yloo) =0.

In both cases, by a strong maximum principle one reaches a contradiction with .
The case when (z},), is not bounded can be treated similarly, up to taking yet another
shifting sequences U, (z) = (Uprr — 1"Ux) (x + 2},) and V,,(z,y) = (VBrr — 7" Vo) (¢ +
x},,y) beforehand.
In any case, we conclude that As(a) = Aprr (). Since this limit does not depend on

the choice of the sequence R,,, we find that
Ar(a) = A(a) as R — +oo.

Thanks to Dini’s theorem, we also know that this convergence is locally uniform with respect
to a. Proceeding as in the end of the proof of Theorem [4.1} it is now straightforward that
c¢*(R) — cfpp as R — +o0. O

5 Numerical approximation of the eigenvalue problem
and the spreading speed

The objective of this section and the next one is to investigate numerically the behaviour
of the spreading speed, in particular with respect to changes made to the geometry of the
domain w. In order to achieve this, the following issues first need to be addressed:
(i) solving the eigenvalue problem numerically for fixed a and w;
(i) finding the o which minimizes —A(a)/c for a fixed domain w, which, thanks to (2.3),
allows us to compute the spreading speed.

Once this is done, we will validate our numerical method by comparing our results with
those obtained analytically in [29]. There, the case of a cylinder with spherical section and
homogeneous coefficients has been considered, and the spreading speed has been charac-
terized not by means of the eigenvalue approach followed in this work, but as a solution
of a finite dimensional system. We will restrict ourselves to the case of a two dimensional
section w, though our approach also works in higher dimensions.

Finally, we will conclude this section by giving a numerical counterexample to the mono-
tonicity of the spreading speed with respect to diffusion, which completes our discussion in
Section

5.1 Numerical resolution of the coupled eigenvalue problem

Here we explain how we find numerically the solutions of the eigenvalue problem when
all parameters are fixed. First, let us note that the unknown functions U and V are in
different spaces: U is defined on dw, while V is defined in the whole w. In order to couple
these quantities numerically, it is more convenient to define U also in the bulk, which we
will do by considering its harmonic extension in w.

Therefore, we introduce the functional space of H'(w) functions whose trace on dw is
also H':

B(w) = {¢ € H') | 9jon € H'(00)).

Then, our test space will be
B(w) x H' (w).

More precisely, for any o > 0 we look for W = (U, V) € E(w) x H'(w) such that
A:(0)(W, ) = A (a) BOW, W) (5.1)

for any U = (p,%) in the test space E(w) x H'(w). Here the bilinear forms A.(«) and B
are given by

A W) =d [ v vu- [ (@24 0,0.0) ve - [ s iU V)

w
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—/a (Do 4 dug(y,0) — K(y)w) U@—/ K(Y) VIV o

ow

+ D VTU-VTgo—f—E/VU-th,
Ow w

where € > 0 will be chosen small, and

B(W, ) = /

7]

Uaer/ V.

Notice that, since we have extended U to the domain w, we now distinguish VU, the gradient
of U as a function of H'(w), and V,U, the gradient of U as a function of H!(dw). Note
also that, when ¢ = 0, the term containing the extended part of U in w vanishes. In this
case, supposing (U, V) € H1(0w) x H'(w), we obtain the variational formulation associated
to (2.4). We use the abuse of notation Ag(c) when we refer to this case.

It is not difficult to see that this new variational formulation leads to a system similar
to with two differences: an additional equation for U in w, and an additional term in
the boundary eigenvalue equation for U:

—DA,U — (Da? + 8,9(y,0) — 6(y)p) U — 6(y)JarV + €0,U = A(a)U, on dw,

—dAV — (da? + 80, f(y,0)) V = A(a)V, in w,
do,V — k(y) (VU —vV) = 0, on dw,
—AU = 0, in w.
U>0andV >0, in w.
(5.2)

By reasoning as in Section it is possible to prove that there exists a unique A («) such that
the above eigenvalue problem admits a positive eigenfunction, which is also unique up to
multiplication by a positive factor. Furthermore, as ¢ — 0, the eigenvalue \.(«) converges
to A(a), and the associated eigenfunction pair also converge (weakly in H'(dw) x H*(w)
and strongly in L?(0w) x L?(w)) to that of problem (2.4).

With this variational formulation it is possible to use classical finite element methods
in order to find numerical solutions of . In practice, the two dimensional domain w is
meshed and P; or Py elements are used in order to build the numerical approximation. Our
technical numerical work (meshing, assembly, resolution of the resulting system of equations)
has been done with the software FreeFEM [21].

5.2 Efficient computation of the spreading speed

The spreading speed is given as the minimum of s(a) := —A(a)/a for @ > 0. By
Proposition[2.8] we know that this minimum exists and is uniquely reached for some value o,
provided that A(0) < 0. Due to the concavity of A(«), any bracketing algorithm will converge
linearly to a*. Yet, for each tested «, the eigenvalue problem needs to be solved, which is
numerically costly. Instead, thanks to Proposition [2.8] one can differentiate A, hence s. This
allows us to use a hybrid approach combining a gradient descent with the secant method
to achieve a super-linear rate of convergence. More precisely, after one step given by the
gradient descent, the next iterate is either computed by the secant method or by another
gradient descent step method. The criterion for accepting the iterate given by the secant
method is the decrease of the objective function.

For numerical purposes, we actually consider the quantity s.(a) = —A.(a)/a, with
e = 107% and \.(a) the approximate eigenvalue defined in the previous section. However,
the concavity, differentiability and existence of a minimizer for a — s.(«) follow with the
same arguments used for s(«) in Proposition Therefore, all the above considerations
still apply.

5.3 Some initial numerical experiments

In order to validate the algorithm proposed in this work, we compare the results it provides
with those obtained in [29], where the case of the disk, homogeneous f and g = 0 was
studied analytically. More precisely, in [29], it was shown that ¢* is the smallest value of a
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Nodes h Value of ¢* | Rel. error Nodes h Value of ¢* | Rel. error
928 0.11 | 0.9923449724 1.5e-4 923 0.1 1.287934003 1.1e-4
3561 | 0.06 | 0.9923066335 3.8e-5 3548 | 0.05 | 1.288045457 2.9e-5
7974 | 0.04 | 0.9923279467 1.7e-5 7994 | 0.036 | 1.288066083 1.3e-5
14075 | 0.028 | 0.9923353817 9.7e-6 14068 | 0.032 | 1.288073276 7.2e-6

21870 | 0.022 | 0.9923388328 6.2e-6 21828 | 0.024 | 1.288076614 4.6e-6

Table 5.1: Comparison of spreading speeds with known results in [29] in the case of the unit
disk. The left table corresponds to d = 1,D = 1.5 and the right one to d = 1,D = 3. The
parameter h denotes the mesh size.

Max. relative error for c¢*
d=1,D=1.5 2e-4
d=1,D=3 2e-4

Table 5.2: Comparison of the numerically computed spreading speeds with known results in [29]
in the case of disks of variable radius R € [0.13, 50] for meshes with approximately 1000 nodes.

parameter for which a certain algebraic system admits a real solution. Using this system,
one can compute the spreading speed to machine precision in the aforementioned setting.

To test our algorithm, we have taken the following values of the parameters: p=v =1,
0y f(y,0) = 0.5 and 9,9(y,0) = 0. We have considered two cases, corresponding to different
values of D with respect to 2d, which is the threshold determined in [29] that separates
different behaviours of ¢* as a function of the radius of the disk. In the first case, for d =1
and D = 1.5 so that D < 2d, computations are made for disks of radius R € [0.13, 50] with
increment of 0.1. The computations are made using meshes with approximately 1000 nodes
and P; finite elements. For the case D > 2d, instead, we have used d = 1 and D = 3 and the
same radii. This comparison is summarized in Table The precision obtained on o*, the
point where s(«) is minimized, is of the same order as the precision obtained for the speed.

We have also performed a comparison for R = 1 and different mesh sizes. The results
are summarized in Table 5.1 where h denotes the size of the mesh elements. For d = 1 and
D = 1.5, the numerical values obtained are compared to the value 0.9923449724 from [29].
For d =1 and D = 3, the numerical values obtained are compared to the value 1.288082554
from [29]. It can be observed that, as the size of the meshes decreases, the values of the
speed converge to the values obtained with the methods from [29]. This analysis confirms
that the method proposed in this work is capable of approximating the spreading speed
accurately. The main advantage of the new method proposed here is the fact that it is not
limited to disks, but can be applied to arbitrarily general shapes.

Next, we give a numerical counterexample where the speed is not increasing with respect
to D. As we have seen in Section 3] such a situation can only occur in the non-radial case. In
particular, we have proved that increasing D may lead to extinction. Now, we numerically
show that the monotonicity of the ¢* with respect to the diffusion D may not hold true even
when the speed is always positive, i.e., when condition holds.

In this simulation, we first choose w C R? the disk of radius 1. In particular, here we
denote the spatial variable y = (y1,y2). We also fix the following parameters

k=l=p=v=d,

and choose

fly,v) = f(v):=0.8v(1—v).
The choice of the value 0.8 comes from the fact that the speed associated with the equation
in the bulk with the Robin boundary condition d,v = —wv is negative. In some sense, this
means that the solution cannot persist if the component v on the surface is too small.
Finally, we assume the function g to be non-radial:

g(y,u) == (y1 — 0.8) u.
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Figure 5.1: Numerical counterexample on the monotonicity of the spreading speed with respect
to D, corresponding to the choice of parameters given in the last part of Section [5.3

Due to this heterogeneity, the mass of the surface eigenfunction should be mostly located
on some part of the unit circle. Putting these facts together, one may expect that the
term D [, |VU? should heavily weigh in the formulas and which are used to
compute A, and this is confirmed numerically.

First of all, we observe numerically that, as D — +oo,

Ap(0) = 1.66- 1072 > 0.

Recalling that Ap(0) is decreasing with respect to D (see Remark , this suggests
that holds.

Then, we perform numerical computations of the spreading speed for parameters D
corresponding to a discretization of [0.1,100] with a step equal to 0.1. We find that the
speed is always positive and we obtain the results shown in Figure It can be clearly
noticed that the spreading speed is not monotone with respect to D in this case.

6 Shape optimization of the spreading speed

Having established a method which is capable of computing the spreading speed of solutions
of for general domains, we can perform a numerical study of the influence of the shape of
the domain on this spreading speed. In particular, we will search numerically for sets which
optimize the spreading speed under certain given constraints and choices of parameters.

6.1 The notion of a shape derivative

Our fundamental tool for searching an optimal shape is the notion of a shape derivative,
which we briefly recall. Given a (typically bounded and smooth) shape w C RY and a vector
field 0 € W1>°(RY RY), one may consider the perturbed domain (1 +6)(w) where I denotes
the identity. It can be seen that, for ||f| 1.« small enough, this transformation is indeed
a diffeomorphism. The shape derivative J'(w) of a functional w — J(w) is then defined as
the Fréchet derivative of the mapping 6 — J((I + 6)(w)) at = 0. In other words, it is a
bounded linear operator such that

(I +0)(w)) = J(w) + J' (W) (O) + o ([6]lw.).

We point out that throughout this section, the prime notation will always refer to the shape
derivative. We refer to [22] and [1] for more details regarding the concept of shape derivative.

Classical examples of shape derivatives are bulk and surface integrals of functions which
do not depend on the shape. Suppose that w is at least of class C?, and for some given
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functions v € H'(R?) and w € H?(R?), denote

Ji(w)= [ v, Ja(w) :/8 w. (6.1)

w

Then, for a given vector field § € W, the shape derivatives of .J; and .J, are given by

Ji(w)(0) = /w vl -n, Jh(w)(0) = /(9w (g:j +Hw) 0-n, (6.2)

)
where H is the mean curvature of Ow (defined as the sum of the principal curvatures). We
again refer to [1] and [22] for more details about these classical shape derivative formulas.
Notice that the shape derivatives shown above only involve the normal component of the
perturbation field #. This fact is true in general under mild regularity assumptions. A
classical result states that when w is at least C'! and the shape derivative exists, then for
every 6 € W1 there is a linear form [ on C!(dw) such that

J'(w)(0) =1(6 - n).

This form will be called standard form in the sequel, and our objective is to obtain the shape
derivative of the spreading speed and express it in standard form. For a proof of this structure
theorem, one may consult [22, Proposition 5.9.1, Theorem 5.9.2] and [14, Theorem 3.5].

6.2 Computing the shape derivative of the spreading speed

In this section, we compute the shape derivative of the spreading speed studied in this work.
This will allow us to investigate its dependence on the choice of the domain, and in particular
to search numerically for shapes which maximize or minimize it.

To simplify the presentation and the formulas, we assume that

k(y) =1, dug(y,0) = ¢'(0).

Actually, keeping the dependence on y poses no supplementary technical difficulty in the
computation of the shape derivative, the only difference being that, since k(y) and 9,g(y,0)
appear in boundary integrals, when computing the shape derivative, in view of , normal
derivatives of these quantities need to be computed.

In order to underline the dependence of the spreading speed on the shape, we write
Ala,w) and A (o, w) instead of A(a) and A-(«), as well as A(o,w), Ac(a,w) and B(w)
instead of, respectively, A(«), A-(«) and B. Then we consider the functionals

—Ala,w (o, w
Je) = min =g () = i L) (6:3)
In the following we show in detail how to compute the shape derivative of J. which we
used in our numerical simulations. As we will see below, the shape derivative of J is then
obtained by letting ¢ = 0.

For any vector field § € W1H*(RN RY) problems and on the perturbed
domain w; := (I + tf)(w) can be rewritten as some eigenvalue problems on the original
domain w whose parameters depend analytically on ¢ small enough. Thus, it follows from
Kato’s perturbation theory [23] that ¢ — A(o,w;) and t — Ao(or,w;) are analytic on a neigh-
borhood of 0. In particular, both A(o,w) and A:(,w) admit shape derivatives evaluated
at 0, which we denote respectively by A’(«,w)(f) and AL(a,w)(0).

Now denote by «,,, (respectively ) the unique value where the minimum in J.(w;)
(respectively J.(w)) is reached. By adapting the proof of Proposition one may check

ZAelaw) o it satisfies

that a,,, is also the unique critical point of a — s. (v, wy) :=
OnSe(Qy,,wt) =0 for all £ ~ 0. (6.4)

Moreover, the derivative d,8.(c,wt) can be computed by a formula analogous to (2.18)
and, in particular, it is continuously differentiable as another consequence of Kato’s theory.
The same proof also shows that the second derivative 92s.(a,w) is positive at a = a,.
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Finally, applying the implicit function theorem to (a,t) — Juse(a,wy), we obtain that a,,
is differentiable with respect to t at ¢t = 0.

Then, by differentiating the function ¢ — s.(a,,,wt) at ¢ = 0 and using , the shape
derivative of J.(w) evaluated for 6, which we denote by J.(w)(#), is given by
—AL(aw,w)(0)

Qg '

T (w)(0) =

Therefore, it remains to compute the shape derivative of A.(a,w) at fixed a. This is the
purpose of our next theorem. In the following, D denotes the differential or Jacobian matrix,
and H denotes the Hessian of a function.

Theorem 6.1. The shape derivative of w — Ae(a,w) in the standard form, when « is fized,
s given by

A (a,w)(0) = / F.0:-n, (6.5)
Ow
where, considering the solution (U,V') of which satisfies faw U? + fw V2,
F.:=dlVV|* = (do® + 9, f(y,0)) V? + v (0.(V?) + HV?)
—2/uv (UD,V + HUV) — (Da® + ¢'(0) — p) HU?
+ D (H|V U] —2Hb,U -V, U)
— A, w)V? = A (o, w)HU? + ¢|[VU|* — 2¢(0,U)?,

(6.6)

where H is the mean curvature of Ow and b the signed distance from Ow. Finally, the shape
derivative of J.(w) is given by
T(w) = - 2]

Qy

where «, is the unique minimizer of a — —A:(a,w)/a for a > 0.

Proof. As in the proof of Proposition following the ideas in [13],it is useful to con-
sider a Lagrangian £ : R X Uyq x (HE,(RY) x Hlloc(Rd))Q7 where the dependence on the
shape w is emphasized by including the shape as a variable belonging to the set of admissi-
ble domains U, 4, consisting of bounded, simply connected domains with C® boundary. The
Lagrangian £ is defined as follows:

LA w, W, U) =X+ A (a,w)(W,T) — AB(w)(W, ¥). (6.7)

Notice that the first component of each pair of test functions is assumed to be H?, so that
its trace on any hypersurface is H'. This can be done without loss of generality because the
principal eigenfunction can be shown to possess such a regularity by a bootstrap argument.
We also point out that all variables of this Lagrangian are considered to be independent.
Evaluating £ with W = (U,V), the eigenfunction normalized by B(w)(W,W) = 1, and
A=A (a,w), we find

L(Ae(a,w),w, W, ¥) = A (e, w).

Using the chain rule, the derivative of the above expression with respect to w (we recall
that, in this section, we use the prime notation to denote the shape derivative) in the
direction given by 6 is equal to

oL oL oL oL
= O (N0, w)(8)) + S (6) + i (W(0) + o - (W(6)
with all the partial derivatives of £ evaluated at (A(c,w),w, W, ¥). Recall that the shape
derivatives AL (o, w)(6) and W' (0) are indeed well defined.

As before, in order to compute the shape derivative, it is useful to see under what
conditions the partial derivatives of this Lagrangian with respect to the other variables
vanish. For the partial derivatives of £ with respect to the variables W or ¥ to vanish, we
find the variational formulation of . In other words, the partial derivatives of £ with
respect to both W or ¥ vanish if A = A.(a,w) and W = ¥ = (U, V) the eigenfunction pair

(e, w)(6)
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of (5.2). Furthermore, the normalization condition B(W, W) = 1 eliminates the derivative
of £ with respect to A as in ([2.19).

In the end, we are left with

oL

N(a,w)(®) = 5

Me(a,w),w, W, W)(6).
Therefore, recalling the definition 7 since the operators A, and B are sums of integral
terms, we only need to compute the shape derivatives of integrals of constant (with respect
to the geometry), functions for which we can use and .

The most technical part is the differentiation of the term T'(U) = D [, |V,U|?* which ap-
pears in A (a,w)(W, ¥). It is not straightforward, since the tangential gradient V. depends
on the normal, thus, implicitly, on the shape w. It is possible to use the shape derivative of
the normal given by

n'(w)(0) = =V(0-n),

in order to differentiate this term (for more details see |14, Chapter 9]). If we explicitly
write the tangential gradient of U, we have

TWU)=D | |VU] - (VU-n)%
Ow
By elliptic estimates and a bootstrap argument (recall that U is the first component of the
principal eigenfunction), it is possible to differentiate the previous expression with respect
to w, which gives

T'(U)(®) =D ) (HIV-UP +0,(V-U[*)) 6 -n+2D ) 0, UVU -V, (0-n)

=D | (H|IVUP+0,(V.U?)0-n+2D [ 9,UV.U-V.(0-n)
Ow Ow

In order to further simplify this expression all derivatives of 6-n should be eliminated and,
preferably, all terms involving derivatives of order higher than one should be rewritten (for
regularity and computational purposes). An integration by parts on dw gives the following:

AUOUO - n=— |V U-V(0,U8-n)=—[0,UV,U-V.(0-n)— | V.U-V.0,Uf-n.
ow ow Ow dw
In particular,

/ 0, UV,U-V.(0-n)=— A UOUG -n — V.U -V.:0,U8-n.
Ow Ow Ow
Denoting by b the signed distance function to dw and noting that, since dw is regular enough,
then n = Vb (see [14, Chapter 9]), we obtain
V:0,U =V, (VU -n)=V(VU -n)— (V(VU -n) -n)n=HUn+HIVU —I'n,

where T is some L!(Ow) function. We do not make the function I' explicit, since it will
eventually vanish when multiplied with the tangential gradient.
Combining the relations obtained above gives

0, UVU -V, (0-n)=— A UOUO-n — V.U-(HUn+HWU—-Tn)b-n
ow Ow Ow
= ATUc’?nUH-n—/ (HUn-V,U+Hb.U-V,U)f-n.
Ow Ow

On the other hand, the term containing higher order derivatives on U is

O, (IV-UP) =V (IVU]? = (8,U)°) - n
=(2HUVU - 20,UHUn+DnVU)) -n
=2HUVU -n—-20,UHUn-n
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=2HUV.,U - n,

where we used the symmetry of the matrices HU and Dn (recall that n = Vb), and the

fact that (Dn)n = 0. Fortunately, by putting the above two computations together, the

terms containing the Hessian HU in the expression of the shape derivative of T cancel.
Finally, the shape derivative of T is given by

T'(U)O) =D | (H|V,UP?-2A.U0,U—-2H,U-V,U)0 n.
Ow
Using the boundary equation —DA U = A.(a,w)U + (Da? + ¢'(0) — p) U+ /uwV — €0, U,
it is possible to further eliminate the Laplace-Beltrami operator in the expression above.
One can now compute the shape derivative of A;(c,w), using again the formulas (6.1])
and to differentiate the other integral terms. We omit the details and, after some
straightforward computations, one finds the following result:

A;(a,w)w):d/ |VV|29.n—/ (da? + 0, f(,0)) V29-n+€/ VU6 -n
ow Ow ow
+y/ (8n(V2)+’HV2)9-n—2\/,uV/ (On(UV)+HUV)O -n
Ow ow

— (Da? + ¢/ (0) —M)/8 (0.(U*) +HU?) 0 -n

+/ D (H|V,U?-2HW.U-V.U)0 n

Ow

+/ 2 (Ae(,w)U + (Da* 4 ¢'(0) = p)U + /uwV —€0,U) 8,U6 - n
Ow

—)\E(oz,w)/a V20~n—/\5(o¢,w)/§ (HU? + 0,(U?)) 60 - n.

Finally, by grouping similar terms and performing some simplifications, we obtain ex-

actly (6.5) with , and the theorem is proved. O

The spreading speed for problem is obtained by letting € = 0 in the approximate
problem . It is indeed possible to redo the same computations in this case, even though
there is no information on the behaviour of U outside Ow. Indeed, one may note that in
the expression of the shape derivative , when setting ¢ = 0, the terms containing the
normal derivative of U and the gradient of the extension of U outside dw vanish. Therefore,
one may consider an arbitrary extension of U when dealing with the tangential gradient,
obtaining an analogous result in the end. This is in accordance with the fact that, from a
theoretical point of view, the spreading speed and the solution of does not depend on
the extension of U outside dw.

Theorem 6.2. The shape derivative of w — A(a,w) in the standard form, when « is fized,
s given by

N, w)(0) = / Fol-m, (6.8)
ow
where Fy is given by with e = 0, (U, V) being the solution of (2.4) which satisfies

faw U2 + fw V2'
Therefore, the shape derivative of J(w) is given by

JI(CU) — 7A/(Oéwﬂw)’

ozw
where oy, s the minimizer of a — —A(a,w)/a for a > 0, and A (o, w) is computed
using (6.8) with a = .

6.3 Numerical optimal shapes

In this section we apply the results obtained in the previous sections with the aim of numer-
ically finding the shapes which optimize (either maximize or minimize) the spreading speed
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among simply connected sets in the plane (in particular, we do not consider the addition or
removal of holes in the domain w). We also point out that we do not theoretically address
the question of existence of optimal shapes. This appears to be a challenging issue, and our
numerical simulations actually suggest that such an optimal shape may or may not exist,
depending on the parameters.

In the numerical computations the approximation J. given by is used. As usual,
when performing numerical shape optimization, it is not possible to guarantee that the
results given by the numerical algorithms are more than local optimizers of the spreading
speed. In the numerical simulations, the approximate eigenvalue problem and the
corresponding result of Theorem [6.1] are used.

As stated in the previous paragraphs, we choose to work in the class of simply connected
domains in the plane. In order to further simplify the numerical treatment, we also suppose
that the domains are star-shaped. These domains can be uniquely determined using a
function p : [0,27] — Ry of class C3 (for dw to be sufficiently regular) such that p(0) =
p(2m). Note that the shape derivative (6.5)-(6.6) contains terms related to the tangential
gradient, curvature and Hessian of the signed distance function to the boundary. The explicit
parametrization of the boundary by means of p allows us to be able to explicitly compute
all these quantities needed in the numerical algorithms. Such a function is discretized by
using a truncation of its Fourier series

M
p(9) = ap + Z a, cos(kV) + by, sin(k9).
k=1

The shape w is thus parametrized using the variables v := (ag, a1, ...,ap, b1, ..., b)) €
R2M+1 In order to use a generic gradient algorithm, the gradient with respect to each of
the variables should be computed. If #(¢) := (cos¥,sin®), then a parametrization of the
boundary is given by (z(9), y(9)) = p(9)7 (). It is not difficult to see that the tangent vector
corresponding to this parametrization is T(J) = (2/(9),y'(¥)) = p' (D)) + p(D)7 (9).
Since #(¢) and #'(¢) are orthogonal, it follows that || T(9)| = /p(9)? + p'(¥)2. Finally,
the outer unit normal is given by N(¥) = (p(9)7 — p'(9)7))//p(9)? + p'(¥)%. In order
to compute the partial derivatives with respect to the Fourier coefficients, it is enough to
evaluate for & = 7cos(k¥) and § = #sin(kV), k € {0,1,..., M}. When the partial
derivatives with respect to all the Fourier coefficients are known, a classical gradient descent
algorithm is used in order to search for numerical optimizers.

With the considerations above, the spreading speed ¢*(w) is approximated by a func-
tion C*(v) for which VC* can be computed. The classical gradient descent algorithm used
is the following:

* Initialization: Choose initial Fourier coefficients vg

* choose the initial step 6t > 0 and a stopping criterion tol > 0;

* Optimization loop: while §¢ > tol

— compute C*(v;) and VC*(v;);
— define v; 1 = v; — §tVC*(v;);
— if a constraint is imposed, then project onto the constraint: v; 11 = P(viy1).
— if C*(v441) < C*(v;), then accept the iterate and eventually increase dt;
else reject the iterate and decrease 6t.

As underlined before, it is not possible to guarantee that the results given by the nu-
merical optima are global optima. In order to avoid as much as possible local optima, the
algorithm is executed multiple times with randomly generated initializations.

6.3.1 The homogeneous case with no reaction on the surface

We restrict ourselves to the homogeneous case and start with a situation where f'(0) > 0
and ¢'(0) = 0. More precisely, here we will fix

F(0)=0.5>0=4(0), and k()

l=pu=vw (6.9)
The diffusion parameters d and D, and, of course, the shape of the domain w may vary.

First of all, we start by briefly discussing the problem of minimizing the speed. With
the chosen parameters, according to Proposition the speed is always positive; yet, as
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established in Theorem [4.1] the speed goes to 0 when the size of the domain goes to 0. This
means that the infimum of the speed over all domains w is not reached.

On the other hand, when dealing with variational eigenvalue problems on disconnected
domains, it is classical that the spectrum may be recovered by considering the union of the
spectra of all connected components. In particular, if w,, is the union of n disks B(zk, R,),
k =1,...,n of the same radius R,,, and the total area or perimeter is fixed and independent
on n, then, thanks to Theorem [.1] ¢*(w,) = ¢*(B(0, R,,)) — 0 as n — 400, since R,, — 0.
This means that, even under an area or perimeter constraint, the infimum of the speed is
not reached. In practice, our numerical computations fail because the domain is pushed
towards a non star-shaped one.

After this analysis, at least for this subsection, we will focus on the problem of maximiz-
ing the speed with respect to the domain w.

Maximizing the speed for disks. A first case to test our method, in which the
optimal shapes are known, is maximizing the speed in the class of disks when D > 2d. In
such a case, it was proven in [29] that the maximal spreading speed cj; is obtained for a
disk of radius R*, with

Dyf'(0) 2Dv

ey o= m and R*:= D2 (6.10)

We performed the optimization process without any additional constraints. The algorithm
was tested for d = 1, D = 3, and we obtained a maximal spreading speed of 1.5 for a radius
of 6, in accordance with .

When D < 2d, it was shown in [29] that the speed is increasing with respect to R and
converges to 24/df’(0) when R — +oo, without reaching its supremum. Again, our nu-
merical observations are consistent with the theory developped in [29], as we see the radius
increases and the speed converges to the expected quantity.

Let us now concentrate on the cases where area or perimeter constraints are imposed.
This will provide some insight to understand our numerical observations in the unconstrained
case.

Maximizing the speed under area constraint. A first natural constraint to be
considered is the area constraint. At each iteration, when computing the next iterate, a
projection step is performed. The projection chosen here is to simply perform a scaling so
that the projected shape has the desired area.

The first computation deals with the parameters indicated in , d=1and D = 1.5,
under the constraint Area(w) = 7. The discretization of the function p uses 33 Fourier
coefficients. The tolerance for the descent step was set to le-6. Some instances of the
shape optimization process are shown in Figure The evolution of the speed is plotted in
Figure[6:2] The optimization process has 119 iterations, but multiple finite element compu-
tations are realized per iteration in order to find the parameter o which gives the spreading
speed. A total of 1549 finite element computations were necessary for this computation.

The optimal domain obtained in this first case is an approximation of the unit disk. For
some other choices of parameters d, D, under area constraint, the optimal shape remains
the disk of the corresponding area. Some of the computations performed are given below:

e d=1,D =15, Area(w) € {1,10,100,200,500}: the numerical solution is close to a
disk;

e d=1,D = 3: in this case, the disk of radius R* = 6 maximizes the speed among disks.
Denoting A* := m(R*)? = 36w, we have the following: the obtained numerical solution
is the disk for Area(w) € {1,10, A* —1, A* — 0.1, A*}. However, for Area(w) > A*, the
algorithm breaks in a similar way to what happens in the minimization problem, it
does not give a definite optimal shape, and the disk of the desired area does not seem
to be optimal. A theoretical justification for this behavior is sketched hereafter.

Indeed, in the latter case when D > 2d and Area(w) > A*, then it is clear that a dis-
connected set, consisting of two disks of areas A* and Area(w) — A*, respectively, achieves
a larger speed than the single disk of area Area(w). Yet such a domain is not achievable
by our numerical algorithm. Together with our numerical computations for unconstrained
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Figure 6.1: Evolution of the domain during the maximization process of the speed under the

constraint Area(w) = m, for the choice of the parameters (6.9), d =1 and D = 1.5.

0.995 T T T

0.99 | b

0.985

0.965 b

0.96 ! ! !
0 20 40 a0 an 100 120

Figure 6.2: Evolution of the spreading speed during the optimization process: area constraint.
The parameters are the same of Figure We plot the number of iteration on the horizontal

axis and the corresponding value of the approximated speed on the vertical one.

disks described above, this suggests that the maximum of the speeds among domains w with
Area(w) > A* is always the speed in the optimal disk. In particular, above this threshold,
the maximal speed no longer depends on the constraint.

Maximizing the speed under perimeter constraint. A second natural constraint
is to fix the perimeter of the shape w. In the same way as for the area constraint, the
perimeter constraint is enforced by rescaling the shape at each iteration in order to have the
desired perimeter.

As before, we first consider the parameters indicated in , d=1and D = 1.5, and
now take the constraint Perim(w) = 27. The discretization of the function p uses 25 Fourier
coefficients. The tolerance for the descent step was set to le-6. Some instances of the
shape optimization process are shown in Figure The evolution of the speed is plotted
in Figure The optimization process has 86 iterations, and needs a total of 2037 finite
element computations.

Similarly to the case of the area constraint, there is a change in behaviour when com-
paring the constraint with the perimeter of the optimal disk, when it exists. Some of the
computations performed are given below:

e d=1,D = 1.5, Perim(w) € {27,4 - (27),10 - (27)}: the numerical solution is close to

a disk;

e d=1,D = 3: in this case the disk of radius R* = 6 maximizes the speed among disks.
Denoting P* := 27 R* = 127, we have the following: the obtained numerical solution is
the disk for Perim(w) € {27,107, P* — 1, P* — 0.1, P*}. However, for Perim(w) > P*,
the algorithm does not give a definite optimal shape, and the disk does not seem to be
optimal. The same type of theoretical justification as in the case of the area constraint
applies.

Summing up the above findings, we conjecture that the disk is, in some sense, always a
maximizer for the speed. However, if the constraint (either on the area or the perimeter) is
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Figure 6.3: Evolution of the domain during the maximization process of the speed under the
constraint Perim(w) = 2, for the choice of the parameters (6.9), d =1 and D = 1.5.
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Figure 6.4: Evolution of the spreading speed during the optimization process: perimeter con-
straint. The parameters are the same of Figure We plot the number of iteration on the
horizontal axis and the corresponding value of the approximated speed on the vertical one.

too large, an optimal (but not admissible) shape would actually be the disconnected union
of two disks.

We observe, in practice, that variation of the spreading speed with respect to some shapes
appears to be very small, so that it is not clear from numerics whether the maximal speed
could also be reached by a connected domain.

Let us now turn to the case of maximization without constraints.

Maximizing the speed in the unconstrained case. The next question concerns
the case where the shape is free but unconstrained. In the case when D < 2d and the
domain w is a disk, as we have recalled above, the spreading speed is increasing with respect
to the radius of w. Moreover, when, e.g., the area is fixed, we have observed that the disk
is the optimal shape. One should therefore expect that there is no optimal domain. This is
consistent with out numerical simulations, as we observe that the domain grows throughout
the optimization process.

In the case when D > 2d, together with our ongoing assumption f/(0) > 0 = ¢’(0),
following the above discussion, it seems reasonable to conjecture that

max c*(w) = ¢y = ¢*(RY),

where the maximum is taken over the set of all smooth and connected domains, and the
right-hand side refers to the speed when w is a disk with optimal radius R* (see (6.10))).
Our numerical observations are consistent with this conjecture. First, we find that, when
the optimization process starts from a domain which is roughly smaller than the optimal
disk (e.g., which is included in a disk of radius less than R* = 6), then the optimization
algorithm converges to the optimal disk. On the other hand, if we start from a domain which
is too large, then the algorithm often fails. We believe that the domain still approaches the
optimal disk but does so by losing its smoothness and connectedness. In all cases, we find
that the computed spreading speed never exceeds that of the optimal disk, which further
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supports our conjecture.

6.3.2 The homogeneous case with reaction on both the bulk and surface

We again restrict ourselves to the case of homogeneous coefficients and assume that k() =
1 = p =v. Now we allow not only the diffusion rates d and D to vary, but also the reaction
terms derivatives f/(0) and ¢’(0). From the previous section, one may expect that the disks
play a fundamental role in the issue of shape optimization, both with or without constraints.

We therefore start with an analytical study of the monotonicity of the speed ¢*(R), when
the domain w is a disk (or, in higher dimension, a ball), with respect to the radius R. By
generalizing the methods of , is is possible to show that there are four different regimes
for th{e behaviour of ¢*(R), as illustrated by Figure Indeed, denoting x = % > 0 and
y = —?,Eg; > 0, we have:

1. in the (red) region y < 2 — x, (z,y) # (1,1), ¢*(R) is increasing;

2. in the (blue) region x > 1/2, y > z/(2x — 1), (z,y) # (1,1), ¢*(R) is decreasing;

3. when (x,y) = (1,1), corresponding to the black dot, the speed is equal to 2,/df’(0) =

24/Dg'(0) for all R > 0;

4. finally, in the remaining (orange) region, if we define

IDJ(0) — dg'(0) o ¥ YA 1Dg(0)

VD= d)(f(0) - g 0) L - 4d(0)
(recall that in our numerical simulations N = 2), then ¢*(R) is increasing for R < R*,
decreasing for R > R* and attains its maximum value cjs at R = R*.

g(0)
0)

I

8o

0 1

Figure 6.5: Regimes for the monotonicity of ¢*(R) in a cylinder with spherical section.

Observe that, for ¢’(0) = 0, i.e., y = 0, one recovers the quantities introduced in , as
well as the results of with the two regimes depending on whether D < 2d or D > 2d.
The numerical observations made in the previous section actually extend to the whole red
and orange regions, regardless of whether ¢'(0) is zero or positive. More precisely, for any
set of parameters in the red region, the disk maximizes the speed under either perimeter
or area constraints. However, there seems to be no optimal shape in the unconstrained
maximizing problem, due to the fact that the supremum of the speed is only approached
when the size of the domain goes to infinity. On the other hand, in the orange region, the
disk maximizes the speed under either perimeter or area constraints only if the constraint
is ‘below’ the one of the optimal radius R* (i.e., Perim(w) < 27 R* or Area(w) < w(R*)?);
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Figure 6.6: Evolution of the domain during the minimization of the speed under the constraint
Area(w) = 7 for parameters f'(0) =1, ¢'(0) =15, D=15,d=1, k() =1=p=v.
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Figure 6.7: Evolution of the spreading speed during the minimization process illustrated in
Figure We plot the number of iteration on the horizontal axis and the corresponding value
of the approximated speed on the vertical one.

moreover, it appears that the disk with radius R* maximizes the speed among the whole
class of smooth and bounded domains.
However, if ¢’(0) > f/(0)/2, a third regime appears in the case when y > z/(2z — 1),

which is equivalent to )
d<d” :D<2f(0)).
g'(0)
Notice the striking similarity between the definition of d* and the diffusion threshold
from [9); the difference is that the roles of the surface parameters (D, ¢’(0)) and bulk pa-
rameters (d, f'(0)) are reversed. It is then not so surprising that, when d < d*, the bulk
has a purely negative effect on the propagation: in this regime the speed is always less than
limg_,o ¢*(R) which, as shown in Theorem is 24/Dg’(0) the speed associated with the
surface equation when exchange terms are removed.

This new regime naturally leads to different observations on shape optimization issues,
which are symmetrical to our observations in the case when f/(0) > 0 = ¢’(0) and D < 2d.
First of all, in the unconstrained case, we expect that there is no maximizing nor minimizing
shape for the spreading speed. Indeed, again by generalizing the arguments of [29)], it is
possible to show that, in this regime,

R U < i ()

and we conjecture that

lim c*
e (),

plm c (R) inf ¢ (w) < sup ¢ (w)

where both optima are taken over the set of all smooth and connected domains, but none
of them is reached. Though our numerical algorithm does not converge, this conjecture is
supported by numerical observations since, in the maximizing case the domain tends to break
up, while in the minimizing case it unlimitedly grows before our algorithm deteriorates.
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For a similar reason, there is no maximizing shape in the constrained (area or perimeter)
case either. The disk actually becomes, in this new regime, the minimizing shape for the
spreading speed. In Figures[6.6/and [6.7]the minimization of the spreading speed is illustrated
for parameters f/(0) =1,¢'(0) = 1.5, D = 1.5,d = 1 and constraint Area(w) = 7. It can be
seen that the obtained numerical optimal shape resembles a disk. The same behaviour is
observed for the perimeter constraint.

6.3.3 The heterogeneous case

We conclude this section by presenting the results of some numerics in the case of hetero-
geneous coefficients. Indeed, we have seen that the shape derivative formula established
in Section is also valid when keeping the dependence of 9, f(y,0) in y. We give below
some simple optimization examples in this case. For simplicity we choose ¢’(0) = 0 and
k(-) = 1. Note that, when 9, f(y,0) depends on y, the spreading speed is no longer invariant
under rigid motions. It is also observed numerically that, during the maximization of the
spreading speed, the domain w tends to move towards regions where 9, f(y,0) attains its
maximum. In order to be able to use the parametrization with respect to the origin, we
have chosen 9, f(y,0) so that the origin belongs to the region that contains the maximal
values of 9, f(y,0).

Case 4

Figure 6.8: Shapes that maximize the spreading speed in the heterogeneous case for various
choices of 9, f(y,0), under constraint Area(w) = w. The value of 9, f(y,0) is also represented,
the color orange representing the lowest values and the color red the highest ones. The other
parameters are as in Figure [6.2]

As one may expect, in this heterogeneous case, the disk may no longer be optimal. Some
examples, together with the associated choice of 9, f(y,0), are shown in Figure The
choices of 9, f(y,0) are the following:

L 9y f(y,0) = 1 +exp (—|y|*);
2. 0uf(y,0) = 1+ exp (—/0.1y7 + 15 );

1+ 0.3 cos(499)

0.1+0.7/%2 + 0.353

the Oy axis in polar coordinates, taken from —m to m;
4. 8, f(y,0) =1+ 0.5 tanh (—10(y3 — 0.4)).

The maximization is always made using an area constraint Area(w) = 7, with the same
algorithm as in the homogeneous case. It can be seen that the optimal domain found
numerically is located around the regions where 9, f(y, 0) is highest. As expected, we observe
that, when 9, f(y,0) is not radial, the optimal domain is no longer the disk.

3. 9y f(y,0) = 1+0.5tanh

1) , where 1 is the angle made with
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