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# Properties of a Generalized Inverse with Applications to Linear Programming Theory 


#### Abstract

In the first five sections of this paper various properties of a Rao generalized inverse of a matrix are established. A method of computing such an inverse is also given. In order to illustrate the differences between the Rao and other generalized inverses, a survey of results on Penrose-Moore inverses is included.

The last three sections are devoted to showing how a generalized inverse can be used in the theoretical development of the simplex and modified simplex methods of linear programming. In particular, it is shown that the fundamental equations and iteration formulas of these methods can be derived using matrix notation without requiring the assumption that the linear programming problem has no redundant constraints.


## 1. INTRODUCTION

This paper presents some properties and applications of a Rao generalized inverse $A^{\#}$ of an arbitrary matrix $A$. After both $A^{\#}$ and the better-known Penrose-Moore inverse $A^{\prime}$ have been defined and the mail results and references on Penrose-Moore inverses have been summarized briefly, A is shown to be just one of, in general, an infinite number of $A^{\#}$. With several important properties of $A^{\prime \prime}$ established, the computational aspect of both the Rao and Penrose-Moore inverses is discussed, and a numerical example shows how much easier it is to compute $A^{\sharp}$ than $A^{+}$.

Some uses of $A^{\sharp}$ in linear programming theory will then be considered. Throughout the literature on linear programming, e.g., in the development of the simplex and modified simplex methods, theorems are proved by using the inverse of a basis matrix for the space spanned by the activity vectors $P_{i}$, $i=1, \ldots, n$ and the stipulations vector $P_{0}$. In general, however, such an inverse need not exist. In the distribution and network problems, for example, a basis is not square and hence has no inverse. In fact, for any problem in which redundant constraints exist, a basis matrix will not be square.

Here it is shown that linear programming theorems can be proved just as easily by using a left inverse of a basis matrix as by using the ordinary inverse. It will be shown that such a left inverse aluays exists and reduces to the regular inverse in the event that the basis matrix is square. It will also be proved that even though the left inverse is not unique it can still be used to give a unique expression for any $P_{j}$ in terms of the basis. Thus matrix equations of the form $B X_{j} \quad P_{j}$, where $B$ is a basis, can be solved without considering whether $B$ is square.

## 2. RAO AND PENROSE-MOORE INVERSES

In 1962, C. R. Rao, an Indian statistician, published a paper ${ }^{1}$ in which he defined a generalized inverse (g.i.) of a matrix as follows.

Definition 1-A Rao g.i. of an $m \times n$ matrix $A$ is any $n \times m$ matrix $A^{\#}$ such that for any $b$, for which $A X=b$ is consistent, $X=A^{\sharp} b$ is a solution.

Rao defined such a g.i. in order to be able to use matrix notation and theory in solving systems of linear equations of the form $A X=b$ in cases where $A$ is rectangular or square and singular. ${ }^{\dagger}$ The question of how to define and use a g.i. for such problems has received attention from time to time in the literature. In particular, attempts have been made to define a g.i. with properties similar
$\dagger$ Rao was particularly interested in using a g.i. for applications to least-squares theory.
to those of an inverse of a nonsingular matrix. The first such attempt was made by Moore. ${ }^{2,3}$ The essence of his definition of a g.i. is as follows:

Definition 2-An $n \times m$ matrix $A^{+}$is a g.i. of an $m \times n$ matrix $A$ if $A A^{+}=$projection on the range of $A$ and $A+A=$ projection on the range of $A^{+}$.

Moore established the existence and uniqueness $\dagger$ of $A^{+}$for any $A$ and gave an explicit form for $A+$ in terms of the subdeterminants of $A$ and $A T$, the transpose of $A$. Various properties of $A^{+}$and relations between $A, A^{T}$, and $A^{+}$were presented by Moore. ${ }^{3}$ At the same time a variant of these results was obtained and given an algebraic basis by von Neumann. ${ }^{4}$

Tseng ${ }^{5,6}$ extended Moore's results to closed linear operators on a Hilbert space. Further extensions of the work of both von Neumann and Tseng were obtained by Ben-Israel and Charnes. ${ }^{7,8}$

Because the unique notations employed by Moore were not adopted by other mathematicians, his work remained virtually unknown. As a result, other variants of a g.i. were discovered independently by Bjerhammar ${ }^{9,10}$ and Penrose. ${ }^{11,12}$ The former constructed $A^{+}$by identifying it with a submatrix of the inverse of a particular square nonsingular matrix. He also showed that the general solution of the matrix equation $A X=b$, when consistent, is $X=A^{+} b+\left(l-A^{+} A\right) Y$, where $Y$ is an arbitrary $n \times 1$ vector. Thus when $Y$ is chosen to be the null vector, it is seen that $A^{+}$also satisfies Definition 1. Hence $A^{+}$is also an $A^{*}$.

Meanwhile Penrose defined a g.i. in a manner that can be shown to be equivalent to Definition 2. His definition is stated as follows.

Definition 3- $A^{+}$is the solution of the equations

$$
\begin{gathered}
A X A=A \\
X A X=X \\
(A X)^{\top}=A X \\
(X A)^{T}=X A .
\end{gathered}
$$

Penrose's proof of the existence and uniqueness of $A^{+}$is based on the vanishing of a finite polynomial in $A^{T} A$. An extension of his results to the case of infinite matrices was obtained by Ben-Israel and Charnes, as is noted in BenIsrael and Wersan. ${ }^{13}$

Some other results obtained by Penrose are summarized below.

## Theorem 1

(a) $\left(A^{t}\right)^{+}=A$.
(b) $\left(A^{T}\right)^{+}=\left(A^{+}\right)^{T}$.
(c) $\operatorname{det}(A) \neq 0$ implies $A^{+}=A^{-1}$, the inverse of $A$.
(d) $\left(A^{\top} A\right)^{+}=A^{+}\left(A^{T}\right)^{+}$even though in general $(A B)^{+} \neq B^{+} A^{+}$.
(e) The ranks of $A, A^{\top} A, A^{+}, A^{+} A$ are all equal to the trace of $A^{+} A$.

## Theorem 2

A necessary and sufficient condition for the solvability of $A X B=C$, is that

$$
A A^{+} C B^{+} B=C \text {, }
$$

$\dagger$ Uniqueness is the property of $\Lambda^{+}$that makes it much more difficult to compute than $A^{\#}$.
in which case the general solution of $A X B=C$ is

$$
X-A^{+}\left(B^{+}+\left(Y-A^{+} A Y B B^{+}\right)\right.
$$

where $Y$ is an arbitrary matrix of the same size as $X$.
Theorem 2 is valid for any $A^{+}, B+$ that satisfy $A A^{+} A=A$ and $B B+B=B$, respectively. It will be shown subsequently that the condition that $A^{+}$satisfy $A A+A=A$ is equivalent to Deiinition 1 , so that $A A^{\#} A=A$ for any Rao g.i. $A^{\#}$. Thus Theorem 2 will be seen to hold for any Rao g.i.'s $A^{\#}, B^{\#}$.

Moreover it is worth noting that there is a direct relation between the property $A A^{\#} A=A$ and the work of von Neumann ${ }^{4}$ on regular rings. In this work, von Neumann defined a ring $R$ as a regular ring if and only if for each element $a$ of $R$ there exists an element $x$ of $R$ such that $a x a=a$. An excellent summary of von Neumann's work appears in McCoy (Ref 14, pp 147-49).

Penrose ${ }^{12}$ suggested applications of the g.i. in least-squares solutions to inconsistent linear equations. This idea was also used by Tseng, ${ }^{5,6}$ whose results suggest the following definition of a g.i.: This definition, also suggested by Penrose (Ref 12, p 18), rests on the least-square character of solutions to linear equations obtaired by using $A^{+}$.

Definition 4-Consider the system of linear equations $A X=b$, where $A$ is $m \times n$. Among all virtual solutions $X_{b}$ of $A X=b$, defined by

$$
\left|\left|A X_{b}-b\right|\right|-\inf | | A X-b| |
$$

$$
X_{t} E^{n}
$$

where $E^{n}$ is $n$-dimensional Euclidean space, there is a unique extremal virtual solution $X_{b}^{o}$, defined by $\left\|X_{b}^{o}\right\| \equiv \inf \left\{\left\|X_{b}\right\|: X_{b}\right.$ satisfies the above relation $\}$. The g.i. $A+$ of $A$ is the matrix corresponding to the linear transformation of $b$ into $X_{b}^{\rho}$ as $b$ varies in $E^{m}$.

This least-square property of $\mathrm{A}^{+} b$ was used by Bjerhammar ${ }^{9},{ }^{10}$ in geodetic applications. In particular he used it in adjusting observations that gave rise to singular or ill-conditioned matrices.

Penrose also gave two methods for computing $A^{+}$, one of which is based on a partition of $A$ that gives an expression for $A^{+}$in terms of the regular inverses of the partitioned submatrices. The other method is an iterative procedure involving the subdeterminants of $A^{T A}$. Improved methods for computing $\mathrm{A}^{+}$can be found in Ben-Israel and Wersen. ${ }^{13}$

Den Broeder and Charnes ${ }^{15}$ gave the following explicit expressions for $A^{+}$ as a limit of a sequence of matrices.

## Theorem 3

For any square matrix $A, \lim { }^{n} A^{T}\left(l+A A^{T}\right)^{-k}$ exists and

$$
\begin{aligned}
& n \rightarrow \infty k=1 \\
& A^{+}=\sum_{k=1}^{\infty} A^{T}\left(I+A A^{T}\right)^{-k},
\end{aligned}
$$

where $A^{T}$ may not be removed from the series as a factor.

For any square matrix $A$,

$$
A^{+}=\lim _{\lambda \rightarrow 0} A^{1}\left(\lambda \bar{\lambda} I+A A^{I}\right)^{-1} .
$$

Without loss of generality, only square matrices A need be considered in Theorems 3 and 4. For any $m \times n$ matrix $B$ can be written as a square matrix $A$ by adding the right number of zero rows or columns. Then the $n \times m$ g.i. $B^{+}$is obtained from the corresponding sumatrix of $A^{+}$.

Results relating $A^{+}$to the principal idempotents of $A$ and the spectral decomposition of A have been obtained by Penrose ${ }^{11,12}$ and also by Wedderburn. ${ }^{16}$ Hestenes ${ }^{17,18}$ als $u$ developed a spectral theory for arbitrary $m \times n$ matrices. In aoing so, he used $A^{+}$to obtain theorems on structure and some properties of matrices relative to "elementary matrices" and the relations of "*-orthogonality" and "*-commutativity."

Greville ${ }^{19}$ gave an iterative procedure for calculating $A^{+}$using successive partitions of A. Moreover (see Ref 20) he gave a very outstanding account of some of Moore's results, following the original Moore approach. Greville also used the least-squares properties of $\mathrm{A}^{+}$in regression analysis.

A review of some definitions and applications of $A^{+}$in explicit solutions of systems of linear equations was given by Bjerhammar ${ }^{21}$ with numerical examples and statistical applications.

Pyle ${ }^{22}$ and Clire ${ }^{23}$ considered applications of $A^{+}$to systems of linear equations. Their work in this field originated in Charnes' seminar course at Purdue University in 1955. Pyle used the projections $\mathrm{AA}^{+}$and $\mathrm{A}^{+} \mathrm{A}$ in a gradient method for solving linear programming problems. These projections were also used by Rosen ${ }^{24,25}$ in his conjugate gradient method for solving linear and nonlinear problems.

Bott and Duffin ${ }^{26}$ defined an interesting g.i. that is closely related to the von Neumann definition of regularity in a ring. ${ }^{4}$ They used their g.i. in the analysis of electrical networks by Maxwell's method.

Ben-Israel and Charnes, ${ }^{27}$ following on Bott and Duffin, have used the Penrose-Moore g.i. in the analysis of electrical networks and obtained the explicit solution of a network in terms of its topological and dynamical characteristics. They also pointed out the partially nonoverlapping character of the BottDuffin and Penrose-Moore g.i.'s.

Further applications of $\mathrm{A}^{+}$have been found by Kalman ${ }^{28},{ }^{29}$ and Florentin ${ }^{30}$ in control theory by using its least-squares properties in the mean square error analysis.

More recently $A^{+}$has been used by Charnes, Cooper, and Thompson ${ }^{31}$ to resolve questions of the scope and validity of so-called "linear programming under uncertainty" and to characterize optimal stochastic decision rules for $n$-period problems. Charnes and Kirby ${ }^{32}$ use the Rao g.i. in a discussion of the consistency of the constraints of certain chance-constrained programming problems

This completes the brief summary of work done on Penrose-Moore inverses. For a more complete survey of the field the reader is referred to Ben-Israel and Charnes. ${ }^{\text {B }}$

## 3. SOME PROPERTIES OF $A^{\#}$

Now that a brief résumé of the major properties of $A^{+}$has been presented the derivation of many corresponding properties for the Rao g.i. $A^{\sharp}$ will be considered. For the sake of completeness the concepts of elementary linear algebra needed in the proofs of the theorems are defined. $\dagger$

Definition 5-A vector space $V$ is a set of elements called "vectors" satisfying the following axioms.

1. To every pair $u$ and $v$ of vectors of the set there corresponds a vector $v+u$ in such a way that
(a) $v+u=u+v$, i.e., addition is commutative.
(b) $v+(u+u)=(v+u)+u$, i.e., addition is associative.
(c) A unique vector 0 exists such that $b+0=v$ for every: in $V$.
(d) To every vector $v$ a unique vector $-v$ corresponds such that $v+(-v)=0$.
2. For every scalar $\alpha$ and vector $v$ in the set a vector $\alpha \mathrm{l}$ corresponds such that
(a) $\alpha\left(\beta_{v}\right)=(\alpha \beta) \cup$ for any scalar $\beta$, i.e., multiplication by scalars is associative.
(b) $1 \times v=v$ for every $v$.
3. (a) $\alpha(v+u)=\alpha v+\alpha u$, i.e., multiplication by scalars is distributive with respect to addition of vectors.
(b) $(\alpha+\beta) v=\alpha v+\beta v$, i.e., multiplication by vectors is distrıbutive with respect to scalar addition.

Definition 6-A vector subspace $L$ of a vector space $V$ is a collection of vectors in $V$ such that
(a) If $v \in L$ then so is $\alpha v$ for any real scalar $\alpha$.
(b) If $v, u \in L$, then so is $(u+v) \in L$.

It follows that if $v_{1}, v_{2}, \ldots, v_{k} \in L$ then so is every linear combination of these vectors, i.e., $\sum_{1=1}^{k} \alpha_{1} v, \in L$ for any set of scalars $\alpha_{1}, i=1, \ldots, k$.

Definition 7-A collection of vectors $1_{1}, \ldots, 1$, $\in L$ is said to "span" (generate) the subspace $L$ if for every vector $u \in L$ there exists a set of scalars $\alpha_{1}, \ldots, \alpha_{k}$ such that $u=\Sigma_{j}^{k}, \alpha_{1} \prime_{1}$.

Definition 8-A set of vectors $v_{1}, \ldots, l_{k} \in L$ is said to be "linearly independent" if $\Sigma^{k}, \alpha_{1} v_{1}=0$ implies $\alpha_{1}=0$ for all 1 .

Definition 9-A basis $B$ for a vector subspace $L$ is a set of linearly independent vectors in $L$ that also spans $L$.

It is clear that the number of vectors in any basis of $L$ is unique. It also follows that if $B \equiv\left\{1_{1}, \ldots, v_{k}\right\}$ is a basis for $L$ and if $"$ is any vector in $L$, then $u$ has a unique expression $u=\Sigma_{j=1}^{k} \alpha_{1} v_{1}$ as a linear combination of $v_{j}$, $i=1$, . . ., k, i.e., the vaiues of $\alpha_{1}, i=1, \ldots, k$ are unique.

Definition 10-Let $A$ be an $m$. " matrix. The "range" of $\left.A, R^{\prime} A\right)$, is the set of all $m \times 1$ vectors $b$ such that there exists a solution $X$ to the system of linear equations $A X=b$, i.e., $b \in R(A) \leftrightarrows G 3 X=b$.

Definition 11-Let A be an $m \cdot n$ matrix. The null space of $A, N(A)$, is the set of all $n \times 1$ vectors $X$ such that $A X=0$, i.e., $X \in V(A) \leftrightarrows A X=0$.
$\dagger$ All theorems will be proved using techniques of elementary linear algebra. Although shorter and more sophisticated proofs are possible, it is more appealing to derive our results from first principles.

It is easy to show that $R(A)$ is a vector subspace of $m$-dimensional Euclidean space $E^{m}$, and $V(A)$ is a subspice of $n$-dimensional Euclidean space $E^{\prime \prime}$, where $E^{k}$ is defined, for any integer $k$, by

$$
E^{k} \quad \mid X: X^{r}-\left(x_{1}, \ldots, x_{k}\right), x_{1} \text { a real number }\{
$$

Definition 12-The rank of a matrix A, written "rank (A)," is the number of vectors in any basis of $R(A)$.

Definition 13-The nullity of a matrix A, written "nullity (A)," is the number of vectors in any basis of $\mathrm{V}(\mathrm{A})$.

By Definition $10, b \in R(A)$ if and only if $b$ can be expressed as a linear combination of the columns of $A$. Hence it is seen that a definition of rank that is equivalent to Definition 12 is that the rank of $A$ is the maximum number of linearly independent columns of $A$. This can also be shown to be equal to the maximum number of linearly independent rows of $A$ (Ref 33, p 56).

## Theorem 5

Assume that the system of linear equations $A X=b$ is consistent.
Then $A^{\#}$ is a Rao g.i. of $A$ if and only if $A A^{\sharp} A=A$.
Proof: Suppose $A A^{\sharp} A=A$.
Then $A X=b$ implies $A A^{\#} b=A A^{\sharp} A X=A X=b$.
Hence $X=A^{\sharp} b$ is a solution of $A X=b$, so $A^{\sharp}$ is a Rao g.i. by Definition 1 .
Conversely suppose $A^{\#}$ is a Rao g.i. of A.
Let $b=a_{j}$, the ith crlumn of $A$.
Then $A X=b=a_{j}$ is consistent, hence $X=A^{\sharp} a_{j}$ is a solution.
Therefore $a_{j}=A X=A A^{\sharp} a_{j}$.
Since this must hold for all $a_{j}, i=1, \ldots, n, A=A A^{H} A$.
Using this theorem, it can be seen that the following definition is equivalent to Definition 1.

Definition 14-An $n \times m$ matrix $A^{\#}$ is a Rao g.i. of an $m \times n$ matrix $A$ if and only if $\mathrm{AA}^{H} \mathrm{~A}=\mathrm{A}$.

From this definition and Definition 3, it can be seen that $A^{+}$is also a Rao g.i. Thus all the properties of $A^{\sharp}$ that will be established for $A^{\#}$ will also hold for $A^{+}$.

The following is required.
Lemma $1 . \dagger$ Let $A$ be an $m \times n$ matrix.
Then $n=\operatorname{rank}(A)+$ nullity $(A)$.
If $A$ is $n \times n$ then $R(A)$ and $V(A)$ are both vector subspaces of $E^{n}$. Moreover it can be seen from Definitions 10 and 11 that the null vector is the only vector common to $R^{\prime}(A)$ and $V(A)$; yet, every vector $X \in E^{n}$ must be in one of these two subspaces, as either $A X=b \neq 0$ or $A X=0$. Hence, except for the 0 vector, $\left.R^{\prime} A\right)$ and $N(A)$ partition $E^{n}$ when $A$ is $n \times n$. This fact will be used below.

In proving Theorem 6 the following will be used.
Definition 15-An $n \times n$ matrix $\|$ is said to be "idempotent" if $H^{2}=H$.
Lemma 2. Let the $n, n$ matrix $\|$ be idempotent.
Then nullity (II) $=$ rank (I-II), where $I$ is the $n \times n$ identity matrix (i.e., $\mathrm{X}=\mathrm{X}$ for every $\mathrm{X} \in \mathrm{En}^{n}$.
$\dagger$ A proof of this lemma can be found in Perlis (Ref 33, p 54).

Proof: Let $Y \in R(I-I I)$.
Then there exists X such that (I-H)X Y.
Hence IIY-H(I-II) $\mathrm{X}=\left(\mathrm{H}-\mathrm{H}^{2}\right) \mathrm{X} \quad 0$, so $\mathrm{Y} \in \mathrm{V}(\mathrm{II})$.
Conversely, let $Y \in N(H)$ and $Y \neq 0$.
Suppose $\mathrm{Y} \in(\mathrm{V}(\mathrm{I}-\mathrm{II})$. Then $(I-I I) Y=0 \quad \mathrm{Y}-\mathrm{HY}=\mathrm{Y}$ as $\mathrm{Y} \in \mathrm{N}(\mathrm{II})$. Therefore $Y=0$ and a contradiction exists.

But, by the remark following Lemma $1, R(I-I I)$ and $\mathrm{V}(\mathrm{I}-\mathrm{II})$ partition F "; hence, if $Y \in N(I I), Y / 0$ then $Y \in R(I-I I)$. Since it has been shown that every vector in $\mathcal{S}(I I)$ is also in $R(I-I I)$, and vice versa, the lemma is proved.

## Theorem 6

The general solution of the system of homogeneous linear equations $\mathbb{N}=0$, where $A$ is $m \cdot n$, is

$$
1 \cdots\left(1-1^{\prime \prime}\right) 1 .
$$

where $Y$ is an arbitrary $n \cdot 1$ vector and $I$ is the $n \cdot n$ identity matrix.
Proof: Let $H=A^{\#} A$.
Since $A-A^{H} A=A I I, \operatorname{rank}(A)=\min [\operatorname{rank}(A), \operatorname{rank}(I I)](\operatorname{Ref} 34, p 75)$.
Therefore rank (A) s rank (II).
Similarly, rank (II) $\leq$ rank (A) as II $-A^{\prime \prime} A$.
Therefore rank ( $A$ ) = rank (II).
Also $H^{*}=\left(A^{\#} A\right)\left(A^{\#} A\right)=A^{\# \#}\left(A A^{\#} A\right)=A^{\#} A=H$; hence $H$ is idempotent and consequently Lemma 2 implies that nullity $(H)=$ rank ( $I-I I$. Moreover $A$ is $m \cdot n$; hence, by Lemma $1, n=\operatorname{rank}(A)+$ nullity $(A)$, so that

$$
\begin{aligned}
\text { nullits (1) } \quad & n-\operatorname{ranh}(1) \\
& n-\operatorname{rank}(11) \\
& \text { nullits (II) }
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\text { nullits (1) }-\operatorname{ranh}(1-11) \text {. } \tag{1}
\end{equation*}
$$

But $A(I-H)-A-A A^{\#} A-0$. Hence all the columns of (I-II) are in $V(A)$. Moreover Eq 1 implies that ( $I-H$ ) has the same number of linearly independent columns as any basis for $V(A)$. Hence the columns of (I-H) span $V(A)$. Therefore for any vector $H \in V(A)$ there exists some vector $Y$ such that $H-(I-H) Y$.

Conversely any vector of the form $(1-H, Y$ is in $V(A)$, as $A(1-H) Y=$ $\left(A-A A^{H} A\right) Y=0$. Thus it has been shown that any vector $X$ is in $V(\lambda)$ (i.e., satisfies $A X=0$ ) if and only if there exists some $Y$ such that $X=\left(1-A^{H} A\right) Y$, and so the theorem is proved.

Moreover as $X=A^{H} b$ is by Definition 1 a particular solution of $A X=b$, whenever $A X \quad b$ is consistent the following applies:

## Theorem 7

The general solution of $A X=b$, when consistent, is

$$
1.1^{n} b+\left(1-1^{n}+1\right) 1
$$

where $Y$ is an arbitrary $n \times 1$ matrix.

In most of the preceding results it his been assumed that the system of linear equations $A X=b$ is consistent. The following theorem tells us when this assumption is valid.

## Theorem 8

The system of linear equations $A X=b$ is consistent if and only if $A A^{\#} b=b$.
Proof: If $A A^{H} b=b$, then $X=A^{H} b$ is a solution of $A X=b$ implying consistency.
Conversely, if $A X=b$ is consistent then $A A^{\#} b-A A^{\sharp} A X=A X=b$.
Some special cases of $A^{\sharp}$ are now considered, beginning with the following:
Definition $16-A^{\#}$ will be called a "right inverse" of $A$ if $A A^{\#}=1$, the $m \times m$ identity matrix.

Definition 17- $A^{A}$ will be called a "left inverse" of $A$ if $A^{\#} A=I$, the $n \times n$ identity matrix.

It is clear from Definition 14 that any right or left inverse is also a g.i. In Theorem 10 it is proved that the converse is also true; i.e., any g.i. is also a right or left inverse if such an inverse exists.

## Theorem 9

Let $A$ be an $m$. $n$ matrix with $m \leq n$.
Then $A$ has a right inverse if and only if $\operatorname{rank}(A)=m$.
In other word:s, 1 must have full row rank in order to have a right inverse.
Proof: Suppose there exists an $A^{\#}$ such that $A A^{\#}=1$. Then rank $\left(A A^{*}\right)=$ $\operatorname{rank}(I)=m$. But $\operatorname{rank}\left(A A^{\prime \prime}\right)=m \quad \min \left[\operatorname{rank}(A), \operatorname{rank}\left(A^{H}\right)\right]$.

Therefore $m=\operatorname{rank}(A)$.
But $m \geq \operatorname{rank}(A)$ as $A$ is $m \cdot n$; so rank (A) $=m$.
Conversely, if rank ( $A$ ) $=m$, then ( $\left.A A^{T}\right)^{-1}$ exists (Ref $35, \mathrm{p} 29$ ) and so $A^{\prime \prime}=A^{\prime}\left(A^{\prime}\right)^{-1}$ is a right inverse of $A$.

Corollary. A necessary and sufficient condition for a matrix to have a left inverse is that it have full column rank.

The remark made following Definition 17 will now be proved.

## Theorem 10

Let A be $\mathrm{m} \cdot \mathrm{n}$ wit: rank m .
Then $A^{*}=1$ for any g.i. $A^{n}$ of $A$.
Proof: Let $A^{\#}$ be a g.i. of $A$.
Then $X-A^{\prime \prime} b$ is a solution of $A X \quad b$ whenever the system is consistent.
But rank $(A)=m$ implies that $A X=b$ is consistent for any $b \in E^{m} . \dagger$
Hence $\mathrm{A}^{\text {"b }} \mathrm{b}$ - for all $h \in \mathrm{E}^{m}$.
Consequently $14^{\prime \prime}-1$, the identity matrix, by definition of 1.
Therefore $A^{*}$ is a right inverse of $\lambda$.
Corollary. If $A$ has full column rank, then $A^{\sharp}$ is a g.i. of $A$ if and only if $A^{\#}$ is a left inverse of $A$.

Theorem 11
Let $\lambda$ be an $m \cdot n$ matrix of rank $m$.
$\dagger$ Rank ( 1 ) $=m$ means that 1 has $m$ linearly independent columns and so some subset of the columns of 1 forms a basis for $\left[:{ }^{m}\right.$. Hence $R(N)$ is equal to $\left[{ }^{m}\right.$.

Then a necessary and sufficient condition for a g.i. $A$ " of 1 to be unique is that $m=1$.

Proof: Let the columns of $A^{\prime \prime}$ be $a_{1}, j=1$, . ., $n$.
Then $11^{*}$ I implies that $a_{1}=c_{1}$, where $c_{1}$ is the $m \times 1$ vector with unity in the ith row and zeros elsewhere.

But the general solution of the system $\quad a_{1}=c_{1}$ is, by Theorem 7, $\mathfrak{c}_{1}=$ $T^{\#} c_{j}+f$ where $f$ is an arbitrary vector in $\backslash(i)$, and $T$ is any g.i. of 1.

Hence $a$, will be unique only if $f$ is unique.
But if $f$ is unique and $f \in(A)$, nuility $(A)=0$.
Since $n=\operatorname{rank}(A)+$ nullity (1) by Lemma 1 , ranl: $\%=n$.
But, by assumption, rank $(\cdot \|)=m$.
Therefore $a_{1}$, and hence $l^{n}$, being unique, implies $m=n$.
Conversely, if $m=n$, then rank $(\lambda)=n=m$. By the previous theorem and its corollary, this means that $A$ has both a left and a right inverse; hence $1^{\prime \prime}-1$ is the unique right inverse of $A$.
[To see this, let $A_{1}^{*}$ and $A_{2}^{H}$ be left and right inverses, respectively, of 1 . Then

$$
1_{1}^{n} 11_{2}^{n}-11_{1}^{:} 111_{2}^{:}-11:-1:
$$

and

$$
1_{i}^{;} 11_{2}^{: z}(11: i
$$

## Therefore

$$
1 ; 1:
$$

and the right and left inverses are equal. Since this must hold for all right and left inverses of $A$, these inverses must be unique. The regular inverse $1^{-1}$ of A is defined as this unique right and left inverse.,

Corollary. If the right inverse of $A$ is unique, then $A^{n}=A^{-1}$.
Next, the theorem showing how to generate all right inverses of a matrix from any given one is proved.

## Theorem 12

Let $A$ be an $m \cdot n$ matrix with rank $m$.
Let $A^{\prime \prime}-1$.
Then $A \tilde{f}^{n}=1$ if and only if there exists an $n$. matrix $f$ such that $\tilde{i}^{:}: 1$ where each column $i_{1}, 1=1, \ldots, m$ of $i$ is in $\backslash(1)$

Proof: Let $f \equiv\left(f_{1}, \ldots, f_{m}\right)$ be an $n \cdot m$ matrix such that $\left.f_{1} \in \backslash \backslash 1\right), 1=1$, - . . $m$.

Let $\tilde{A}^{t}=A^{t} \cdot f$.
Then

$$
\begin{gathered}
11^{: z}-111^{\prime \prime} \cdot 11-1 \cdot 11 \\
\left.1 \cdot 111 \cdots \cdots 11^{\prime}\right) \\
1
\end{gathered}
$$

as $A f_{1}=0$ for all $i$ because $f_{1} \in(\lambda)$.
 $I-I=0$. So each column of $f$ is in $V(A)$.

Corollary. Let $A^{\sharp A}=1$.
Then $X^{\sharp} A=1$ if and only if $\tilde{A}^{\sharp}=A^{\sharp}+f$, where eacn row of $f$ is a vector in $V\left(A^{T}\right)$.

## Theorem 13

Let 4 be an $m \times n$ matrix of rank $n$.
Then $4 X=b, b \neq 0$, has either
(a) no solution if $b \in R^{\prime}(1)$, or
(b) the unique solution $X=A^{\#} b$ if $b, R^{\prime} A$ ) and $A^{\#}$ is any left inverse of $A$.

Proof: (a) This follows directly from the definition of $\bar{R}(A)$.
(b) Because $A$ has rank $n$, the system $A X=b$ is a system of $m$ equations exactly $n$ of which are linearly independent. Thus $A X=b$ has a set of $n$ independent equations in $n$ unknowns and so has a unique solution. Since $X=A^{*} b$ is a solution of $A X=b$, the theorem is proved.

The fact that $A^{\#} b$ is unique regardless of what $A^{\#}$ is chosen can also be seen, as follows: It is known that the general solution of $A X=b$ is $X=A^{\# b}$, $\left(I-A^{\sharp A)} Y\right.$, where $Y$ is arbitrary. But rank $(A)=n$ so that $A^{\#}$ is a left inverse, by the corollary to Theorem 10; hence $I-A^{\sharp} A=0$, and the general solution of $A X=b$ is $X=A^{*} b$.

Let $\tilde{d}^{\#}$ be any other left inverse of $A$.
Then, by the corollary to Theorem $12, \tilde{A}^{\sharp}=A^{\sharp}+f$, where each row $f_{1}$ of $f$ is in N(AT). Therefore

$$
\tilde{I}^{\prime \prime} b-1 " b \cdot\left(\begin{array}{c}
1, b \\
1, b \\
\cdot \\
1, b
\end{array}\right)
$$

But $\left.f_{1}, V^{\prime} A^{T}\right)$ and $\left.b, R^{\prime} 1\right)$; hence $f_{1} b=0, i=1, \ldots, n . \dagger$
Therefore $\tilde{A}^{n} b-A^{*} b \quad X$ is unique as $T^{\prime \prime}$ was any other left inverse of $A$.

## Theorem 14

Let 4 be an $m \cdot n$ matrix.
Let rank $A=n$. Then (a) the equation $\omega^{\top} A=c^{T}$ has the solution $\omega^{\top} c^{\Gamma} A^{\#}$, where $A^{\sharp}$ is any left inverse of $t$; and (b) $\omega^{\top}$ is unique if and only if $n * m$.

Proof: (a) If $\omega^{T}=c^{\top} A \#$, then $\omega^{\Gamma} A=c^{\top} A A^{\#}=c^{T}$. Hence $\omega^{\top}=c^{\top} 1_{1}^{\#}$ is a solution of $\omega^{\mathrm{T}} \mathrm{A}=c^{\mathrm{T}}$.
(b) The general solution of $\omega^{I} A=c^{I}$ is $\omega^{\Gamma}=c^{T} A^{\#}+f$, where $f \in N\left(A^{T}\right)$. Therefore $\omega^{T}$ is unique if and only if $f$ is unique.

But $f$ is unique if and only if nullity ( $A^{\prime}$ ) $=0$, and nullity ${ }^{\prime} A^{\prime}$ ) $=0$ if and only if rank ( 1 ) $=m$.

Therefore $\omega^{T}$ is unique if and only if $n=m$.
$\dagger$ This follows from the fact that $h \subset R(J) \rightarrow 3 X, N=b$ and $f_{1}, V(J) \rightarrow f_{1} I=0$; hence $f_{1} h=f_{1} \backslash \backslash=0 \backslash=0$.

## 4. COMPUTATION OF i"

In order to avoid unnecessary complications in the algebraic treatment in this section, 1 will be made a square matrix by adding rows or columns of zeros, whichever is necessary. The necessary change in the system of linear equation $\mathrm{AX}=\mathrm{b}$ is to extend b by a number of zeros if rows of zeros are added to $A$, and to extend $X$ by a number of variables if columns of zeros are added to $A$. These changes do not in any way alter the given system of equations since adding rows results in adding the identity $0=0$ to the given system, whereas adding columns always makes the new variables in $X$ appear in the system with the coefficient 0 .

Moreover the g.i. for the original matrix can always be obtained from the g.i. of the extended square matrix by dropping some rows or columns. For if $A$, the original matrix, has $m \leq n$, and

$$
\hat{\imath}\binom{1}{0_{1}}
$$

is the extended matrix, where $0_{1}$ is the $(n-m) \times n$ matrix of zeros, then $\hat{A} \hat{A}^{\notin \hat{A}}=\hat{A}$ means that

$$
\binom{1}{0_{1}}-\binom{1}{0_{1}}\left(\begin{array}{ll}
0_{1} & Q_{2} \\
1
\end{array}\right)\binom{1}{0_{1}}\left(\begin{array}{ll}
10_{1} & 0_{2} \\
0_{1} & 0_{2}
\end{array}\right)\binom{1}{0_{1}}\binom{10_{1}}{0_{1}},
$$

where $\hat{\imath}^{\#} \equiv\left(Q_{1}, Q_{2}\right), Q_{1}$ is $n \times m, Q_{2}$ is $n \times(n-m)$, and $0_{1}$ and $0_{2}$ are matrices all the elements of which are 0 .

But

$$
\binom{1}{v_{1}} \cdot\binom{100_{1}-1}{10} .
$$

means that $A=A Q_{1} A$. Hence $Q_{1}$ is a g.i. of $A$ and is obtained from $\hat{A}^{\sharp}$ by dropping $Q_{2}$, the last $n-m$ columns of $\hat{A}^{n}$.

Similarly, if $A$ has $m>n, m-n$ columns of zeros are added to $A$ to get the extended matrix $\hat{A}$ and $A^{\prime \prime}$ is obtained by dropping the last $m-n$ rows from $\hat{\mathrm{A}}^{\sharp}$.

Thus the system $A X=b$ where $A$ is square will be considered without loss of generality.

Definition 18-The following matrix operations are called "ele nentary row operations":
(a) interchange of two rows;
(b) multiplication of a row by a non-zero scalar; and
(c) replacement of the $i$ th row by the sum of the $i$ th row and $k$ times the $i$ th row, where $i \neq i$ and $k$ is any scalar.

Definition 19-A matrix $H$ is said to be "row-equivalent" to a matrix $A$ if II can be obtained by performing a succession of elementary row operations on 4 .

From Perlis (Ref 33, p 42) we have the result that for any square matrix A there exists a matrix II that is row-equivalent to $A$ and such that:
(a) all diagonal elements of 11 are zeros or ones;
(b) when the $i$ th diagonal element is 0 , all elements in the $i$ th row are 0 and all elements in the $i$ th column below the diagonal element are 0 ; and
(c) when the $i$ th diagonal element is 1 , the $i$ th column is a unit vector and all elements preceding the $i$ th in the ith row are 0.

Moreover, since each elementary row operation is the result of premultiplying A by a nonsingular matrix, it follows from Perlis that there exists an $n \times n$ nonsingular matrix $Q$ such that $H=Q A$ (see also Ref $36, p 24$ ). This leads to the following theorem:

## Theorem 15

Let $A, H, Q$ be as defined ahove.
Then (i) $H$ is idempotent.
(ii) $\mathrm{AH}=\mathrm{A}$.
(iii) $A Q A-A$.

Hence $Q$ is a Rao g.i. of $A$.
Proof: (i) This follows directly from properties a, b, and c following Definition 19. For if $h_{i}$, the $i$ th row of $H$, has 0 as its diagonal element, then the matrix $D=H H \equiv\left(d_{i j}\right)$ has $h_{1} h 1 \equiv d_{i j}=0, i=1, \ldots, n$, since $h_{i}$ is a zero vector where $h i$ is the $i$ th column of $H$. If $h^{j}$ has 1 as its diagonal element it is a unit vector; hence $h_{i} h^{i} \equiv d_{i j}=h_{i j}, i=1, \ldots, n$, the $i j$ th element of $H$. Since, by a, every diagonal element of $H$ is 0 or $1, D=H$ and so $i$ is proved.
(ii) Let $H=Q A$ where $Q$ is nonsingular.

Hence

$$
A-Q^{-1} H
$$

so that

$$
\begin{aligned}
A H & =Q^{-1} H^{2}=Q^{-1} \| \text { by } i \\
& -\lambda .
\end{aligned}
$$

(iii) Since $Q A=H, A Q A=A H=A$ by ii.

Thus by Definition $14, Q$ is a Rao g.i. of $A$.
Since $Q$ is the product of all the matrices that give the elementary row operations involved in the reduction of $A$ to $H, Q$ can be found by performing, in turn, exactly the same elementary row operations on the $n \vee n$ identity matrix $I$ that we perform on $A$ in reducing it to $H$. In other words, beginning with $A$ and I, and applying the method of sweep-out and interchange of rows, if necessary, to bring unities to the diagonal, to reduce $A$ to H , (i.e., using the Gaussian elimination technique) $Q$ will be the matrix obtained by performing in order exactly the same operations on I that are performed on A. Thus a g.i. considered above is computed in the same way as a regular inverse when it exists.
5. EXAMPLE OF $1^{\#}$ AND $1^{\prime}$

The technique for computing $A^{\sharp}$, discussed in the preceding section, is illustrated here. The computation may be abridged to a large extent by omitting some intermediate steps, but it is presented here in full to illustrate the method. Let

$$
1\left(\begin{array}{rrrr}
2 & 1 & -1 & 1 \\
1 & 0 & -1 & 1 \\
1 & 1 & 0 & 0
\end{array}\right)
$$

Then

| Extended matrix |  |  |  | Identity matrix |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 1 | -1 | 1 | 1 | 0 | 0 | 0 |
| , | 0 | -1 | 1 | 0 | 1 | 0 | 0 |
| 1 | 1 | 0 | 0 | $1)$ | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | ${ }_{2}$ | $-12$ | ${ }_{2}$ | ${ }^{1}$ | 0 | 0 | 0 |
| 0 | $-{ }^{-1}$ | $-1 / 2$ | ${ }^{1}$ | $-12$ | 1 | 0 | 0 |
| 0 | (1) | ${ }_{2}$ | $-12$ | $-2$ | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | -1 | 1 | 1 | 0 | -1 | 0 |
| 0 | $1)$ | 0 | 0 | -1 | 1 | 1 | 0 |
| 1 | 1 | 1 | -1 | -1 | 0 | 2 | 0 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | -1 | 1 | I | 0 | -1 | 0 |
| 0 | 1 | 1 | -1 | -1 | 0 | 2 | 0 |
| 0 | 0 | 0 | 0 | -1 | 1 | 1 | 0 |
| $1)$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| Vatrix II |  |  |  | Vatrix Q |  |  |  |

So that

$$
A^{*}\left(\begin{array}{rrr}
1 & 0 & -1 \\
-1 & 0 & 2 \\
-1 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

In these computations the second block was obtained by taking the 2 (circled in the first block) as a pivot and then, by successive subtraction, sweeping out the first column. The third block was obtained by pivoting on the $1 / 2$ (circled in the second block) and sweeping out the second column. The last block is obtained simply by interchanging third-block rows 2 and 3.

It is easily verified that $A^{\#}$ given above is a g.i. inverse of 4 . $A^{\#}$ is not, however, unique. For example, another g.i. of $A$ is

$$
\hat{\imath}\left(\begin{array}{rrr}
0 & 1 & 0 \\
1 & -2 & 0 \\
-1 & 1 & 1 \\
0 & 0 & 0
\end{array}\right) .
$$

The computation of $A^{+}$is presented below in order to show the increased computation required in such an operation. This method of finding $A^{+}$is contained in Ref 13.

The formula for $\mathrm{A}^{+}$is

$$
I^{\prime}-\binom{1_{2}}{1}\left(\left(1_{2}+1^{1}\right)^{-1} \quad 0_{2.2}\right) E I^{\prime}
$$

$0_{2 \times 2}$ is the $2 \times 2$ null matrix. $\Delta$ and E are defined by Ben-Israel and Wersan. ${ }^{13}$

$$
1^{\prime} 1\left(\begin{array}{rrrr}
6 & 3 & -3 & 3 \\
3 & 2 & -1 & 1 \\
-3 & -1 & 2 & -2 \\
3 & 1 & -2 & 2
\end{array}\right)
$$

Sweep-out techniques are then used on $A^{T} A$ and $A^{T}$ to get

| $A^{T} A$ |  |  |  | $A^{T}$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 6 | 3 | -3 | 3 | 2 | 1 | 1 |
| 3 | 2 | -1 | 1 | 1 | 0 | 1 |
| -3 | -1 | 2 | -2 | -1 | -1 | 0 |
| 3 | 1 | -2 | 2 | 1 | 1 | 0 |
| 1 | $1 / 2$ | $-1 / 2$ | $1 / 2$ | $1 / 1$ | $1 / 6$ | $1 / 6$ |
| 0 | $(1 / 2$ | $1 / 2$ | $-1 / 2$ | 0 | $-1 / 2$ | $1 / 2$ |
| 0 | $1 / 2$ | $1 / 2$ | $-1 / 2$ | 0 | $-1 / 2$ | $1 / 2$ |
| 0 | $-1 / 2$ | $-1 / 2$ | $1 / 2$ | 0 | $1 / 2$ | $-1 / 2$ |
| 1 | 0 | -1 | 1 | 1, | $2 / 3$ | $-1 / 3$ |
| 0 | 1 | 1 | -1 | 0 | -1 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |

The second block was obtained by pivoting on the 6 (circled) and then sweeping out the first column. The last block was obtained by pivoting on the $1 / 2$ (circled) and sweeping out the second column.

Then, by the definitions of $\Delta$ and EAT in the Ben-Israel and Wersan paper, ${ }^{13}$

$$
1\left(\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right) \text { and } E A^{T}=\left(\begin{array}{ccc}
1 / 3 & 2 / 1 & -1 / 2 \\
0 & -1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \text {. }
$$

Hence

$$
11^{1}-\left(\begin{array}{rr}
2 & -2 \\
-2 & 2
\end{array}\right)
$$

and

$$
I_{2}, 11^{T}-\left(\begin{array}{rr}
3 & -2 \\
-2 & 3
\end{array}\right) \text {. }
$$

Therefore

$$
\left(1_{2}, \|^{1}\right)^{-1} \cdot\left(\begin{array}{ll}
3 & 2 \\
2 & 3
\end{array}\right)
$$

and

$$
\begin{aligned}
& A^{+}-\left(\begin{array}{rr}
1 & 0 \\
0 & 1 \\
-1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{llll}
3 & 2 & 0 & 0 \\
2 & 3 & 0 & 0
\end{array}\right)\left(\begin{array}{rrr}
1 & 1 & -1 \\
0 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
& \quad \therefore\left(\begin{array}{rrr}
3 & 0 & 3 \\
2 & -5 & 7 \\
-1 & -5 & 1 \\
1 & 5 & -1
\end{array}\right) .
\end{aligned}
$$

It can be verified that $A^{+}$does indeed satisfy Definition 3. Thus the great increase in computation that results when $A^{+}$is computed instead of $A^{\sharp}$ can be
seen. Since the linear-programming results developed below hold for $A^{\prime \prime}$ as well as $A^{+}$, it will be more efficient to use $A^{\sharp}$ in solving linear programming problems.

## 6. THE SIMPLEX ALGORITHM

Consider the following linear programming prcblem:
maximize

$$
c_{\lambda}^{\prime}
$$

subject to

$$
\begin{aligned}
& P_{\lambda} \lambda-P_{0} \\
& \lambda-0
\end{aligned}
$$

where $P$ is an $m \times n$ matrix and the columns of $P$ are $P_{i}, i=1, \ldots, n$.
Let $L$ be the subspace of $E^{m}$ that is spanned by the vectors $\left(P_{1}, \ldots, P_{n}\right)$. Thus $L$ is the set of all linear combinations of $P_{j}, i=1, \ldots, n$.

Let $B$ be a basis for $L$. Then each vector in $_{1} B$ is in $L$; and $B$ has, at most, $m$ elements, as $L$ is subspace of $E m$. It will be assumed that $B$ has $s$ elements. Thus $B$ is an $m \times s$ matrix with $s \leq m$, and because of the linear independence of the vectors in a basis, $\operatorname{rank}(B)=s$.

Let $B \equiv\left\{P_{i}: i \in I\right\}$ and renumber $P_{1}, j=1, \ldots, n$ so that $B=\left(P_{1}, \ldots, P_{s}\right)$.
Then, by definition of a basis, any $P_{1}, i=1, \ldots, n$ can be expressed uniquely as a linear combination of the basis vectors as follows:

$$
\begin{equation*}
P_{1}=\underset{w 1}{ } P_{1} x_{11} B X_{1} \quad 1-1 \ldots n \text {, } \tag{2}
\end{equation*}
$$

where

$$
x_{1}^{1} \quad\left(x_{11} \ldots \ldots x_{s 1}\right)
$$

Suppose the basis is changed by removing $P_{r}$ from $B$ and inserting $P_{k}$ in its place. Then, provided $x_{r k} \neq 0$, the set of vectors $\left\{P_{1}: i \in I, i \neq r\right\}$ and $P_{k}$ will form another basis for $L$.

This follows from the easily proved Lemma 3.
Lemma 3. Let $L$ be the vector space spanned by $\left\{u_{1}, u_{2}, \ldots, u_{11}\right\}$.
Let $W_{1} \in L$ be given by

$$
w_{1}=\lambda_{1} u_{1}+\sum_{1=2}^{n} \lambda_{t} u_{1} \text { with } \lambda_{1} \neq 0 .
$$

Then (a) the space spanned by $\left\{W_{1}, u_{2}, \ldots, u_{n}\right\}$ is $L$ and
(b) if $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ are linearly independent (i.e., form a basis for $L$ ) then so are $\left\{\mathbb{W}_{1}, u_{2}, \ldots, u_{n}\right\}$ (i.e., the latter set is also a basis for $L$ ).

I : ; new basis will be denoted by $\hat{B}$. That is, $\hat{B}=\left(P_{1}, \ldots, P_{r-1}, P_{k}, P_{r}, 1\right.$. ..., 1 .

Del ae

$$
\left.\eta^{\mathrm{T}} \equiv 1-\left(x_{1 k} / x_{r k}\right) \ldots,-\left(x_{r-1, k} x_{r k}\right), 1 / x_{r k},-\left(x_{r+1, k} x_{r k}\right), \ldots-\left(x_{s k} x_{r k}\right)\right)
$$

From Eq 2 we have

Hence

$$
P_{1} \underset{\substack{1+1 \\ 1, r}}{\sum} P_{1}\left(-\frac{x_{1 k}}{x_{r k}}\right), \frac{P_{k}}{x_{r k}}
$$

or, in matrix notation

$$
\begin{equation*}
P_{r}, \hat{B}_{n} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{1}-\hat{B} c_{1}, r d, i+r \tag{4}
\end{equation*}
$$

where $c_{i}$ is the $s \times 1$ vector with +1 in the $i$ th row and zeros elsewhere.
Let $E$ be the $s \times s$ matrix defined by $E \equiv\left(e_{1}, \ldots, \mathfrak{c}_{r-1}, \eta, \mathfrak{c}_{r+1}, \ldots, e_{s}\right)$. Then $E$ is nonsingular, from the definitions of $\eta$ and $e_{i} \cdot \dagger$ Also from Eqs 3 and 4

$$
B\left(P_{1} \ldots \ldots r_{1} \ldots \ldots P_{1}\right)\left(\hat{B}_{r_{1}} \ldots \ldots \hat{B}_{n} \ldots, \hat{B}_{s}\right)-\hat{B} E .
$$

But B has full column rank and hence, by the corollary to Theorem 10, $\mathrm{B}^{\#}$ is a left inverse.
Therefore

$$
B^{*} B \mid B^{n} \hat{B E} E
$$

or

$$
E^{-1}-E^{-1}-B^{4} \hat{B E} E E^{-1}-B^{*} \hat{B}
$$

Hence

$$
E E^{-1}=1=E B^{\prime \prime} \widehat{B}
$$

so that a left inverse of the new basis $\widehat{B}$ is given by $E B^{\sharp}$, i.e.,

$$
\begin{equation*}
\hat{B}^{\prime \prime} \quad E B^{4} . \tag{5}
\end{equation*}
$$

Definition 20-Given the system $A X=b$, where $A$ is $m \times n$ and rank ( $A$ ) $=s$, and any $m \times s$ basis $B$ whose columns are columns of $A$, then the solution $X_{B}$ of the system $B X_{b 3}=b$ is called the "basic feasible solution" for the system $A X=b$ with basis $B$.

Now suppose that the basic feasible solution corresponding to the basis $B$ is $\lambda_{B}$. Then $B \lambda_{B}=P_{0}$; hence

$$
\begin{equation*}
\lambda_{B}-B^{n} r_{0} \tag{6}
\end{equation*}
$$

and, by Theorem $13, \lambda_{B}$ is unique.
$\dagger$ This is true because the $r$ th diagonal element of $E$ is $1 / x_{r k} \neq 0$, and all columns of $E$ other than the rth are unit vectors.

Also because $B$ is a basis, it is known from Eq 2 that $B X_{1}=P_{1}, i=1$, . . . , $n$, and hence

$$
\begin{equation*}
1, \beta^{n} r_{1}, \quad 1 \quad \ldots \quad \ldots \tag{7}
\end{equation*}
$$

Furthermore the $X_{\text {, }}$, are unique.
Then for the new basis $\hat{B}$ it follows that $\hat{\lambda}_{B}=\hat{B}^{n} P_{0}$ and $\hat{X}_{1}=\hat{B}^{\prime \prime} \Gamma_{1}, i=1$, . . ., $n$ are the unique values of $\hat{\lambda}_{13}$ and $\hat{X}_{1}$. Hence, using Eq 5 .

$$
\begin{equation*}
\hat{\lambda}_{11} \quad 1 \beta^{2} P_{0} \quad l \lambda_{1} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\imath}, \| B^{n} \mid, \quad \lambda_{1}, \quad 1 \quad 1 \ldots \cdots \tag{9}
\end{equation*}
$$

Equations 8 and 9 represent the simplex iteration formula of linear programming theory because, if Eq 9 is put in component form,

$$
\hat{r}_{1} \quad \prod_{\substack{1,1 \\ 1+1}}^{\geq} \quad i_{11} \cdot M
$$

or

$$
i_{11} \quad i_{11} \cdot\left(-\frac{i_{11}}{x_{1 i}}\right)\left(x_{n 1}\right)
$$

Therefore

$$
\hat{i}_{11} 1_{11}-1_{1 k}\left(\frac{1_{11}}{i_{1 k}}\right) . \quad \begin{array}{ll}
1 & 1 \ldots . n \\
& 1 \ldots . .
\end{array}
$$

which is the ordinary equation used in the simplex algorithm (Ref 37, Vol I, p 142).

Similarly

$$
\hat{\lambda}_{1} \quad \lambda_{1}-r_{111}\left(\frac{\lambda_{1}}{x_{1 k}}\right), \quad 1-1 \ldots .
$$

Thus it has been shown that given any basis $B$ and the corresponding simplex tableau, whose columns are given by Eqs 6 and 7, all succeeding tableaus computed using the simplex algorithm will be the same as those obtained by computing $B^{* t}$ at each iteration. Hence the simplex algorithm works perfectly well when the basis is not square.

From simplex theory it is also known that for an optimal basis $B$ the $m, l$ vector of dual variables $\mathfrak{w}$ is the solution of the system of equations

This is true because, from Eq $10, w^{\prime} B \lambda_{B}=c_{B}^{l} \lambda_{B}=$ optimal value of objective function $=z$, where $\lambda_{B}$ is the optimal basic feasible solution. From the fact that $B \lambda_{11}=P_{0}, w^{T} P_{0}=z$ which, by the dual theorem (Ref 37 , Vol I, Chap.VI), means that $w$ is optimal for the dual of our given problem.

But Eq 10 says that $w^{\prime}=c_{B}^{l} B^{\prime \prime}$, which, by Theorem 14 , is unique if and only if $B$ is square. Thus it has been shown that in a distribution model the
optimal solution of the dual is not unique, since the model has one redundant constraint; hence $B$ is not square.

## 7. THE MODIFIED SIMPLEX METHOD

The linear programming problem given at the start of Section 6 will be reconsidered here. The fundamental equation of the modified simplex method (Ref 37, Vol II, pp 471-74) is

$$
\left[\begin{array}{c}
r_{1}  \tag{11}\\
m \cdot 1 \\
-c_{1} \\
1.1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
m \cdot s & m \cdot 1 \\
-c_{1}^{1} & 1 \\
1 . s & 1.1
\end{array}\right]\left[\begin{array}{c}
1 \\
1 \\
s .1 \\
y_{1}-c_{1} \\
1.1
\end{array}\right],
$$

where $P_{j}$ is any column of $P, B$ is a basis for the space spanned by the columns of $P, X_{1}$ is the expression of $P_{1}$ in terms of the basis, $c_{B}$ is the vector of costs of the $P_{1} \in B$, and $z_{1}$ is defined by $z_{1} \equiv c_{B} X_{j}$.

Let $B^{\sharp}$ be any left inverse of $B$. Then if the $m \times 1$ vector $\omega$ is defined by $\omega^{\top} B \equiv c_{B}^{T}$ (i.e., $\omega^{T} T=C_{B}^{r} B^{\#}$ )

$$
\left[\begin{array}{cc}
B^{\prime \prime} & 0 \\
n^{\prime} & 1
\end{array}\right]\left[\begin{array}{cc}
B & 0 \\
-c_{B}^{\prime} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0, B-c_{B}^{\prime} & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
s \times s & s \times 1 \\
0 & 1 \\
1 \cdot s & 1.1
\end{array}\right] .
$$

Using Eq 11 the following is obtaincd:

$$
\left[\begin{array}{c}
s_{1}  \tag{12}\\
z_{1}-c_{1}
\end{array}\right]\left[\begin{array}{cc}
13^{\prime \prime} & 10 \\
\prime^{\prime} & 1
\end{array}\right]\left[\begin{array}{c}
r_{1} \\
-c_{1}
\end{array}\right],
$$

where $w^{T}=\mathcal{C}^{T} B^{H}$.
The fundämental Eq 11 can be generalized to the whole tableau by defining $X_{0} \equiv \lambda$ and $z_{0}-c_{0} \equiv z \equiv$ value of objective function and $c_{0} \equiv 0$.

Thus the entire $(s+1) \times(n+1)$ simplex tableau, where the $z_{j}-c_{j}$ appear in the $s+1$ st row, can be generated by Eq 13:

$$
\left[\begin{array}{c}
\lambda_{0}, x_{1}, \ldots . s_{n}  \tag{13}\\
\therefore, z_{1}-c_{1}, \ldots . z_{n}-c_{n}
\end{array}\right]\left[\begin{array}{cc}
1^{n} & 0 \\
s \cdot m^{n} & s \cdot 1 \\
c_{1}^{\prime} B^{n} & 1 \\
1 \cdot 1 & 1 \cdot 1
\end{array}\right]\left[\begin{array}{c}
r_{0}, r_{1}, \ldots, r_{n} \\
0,-c_{1}, \ldots, c_{n}
\end{array}\right] .
$$

Consequently given any $m \times s$ matrix $B$, which is a basis for the space spanned by the columns of $P, B^{\#}$ can be computed and hence the entire simplex tableau, including the $z_{1}-c_{1}$ row, by using Eq 13. Since it has already been
shown that the calculation of $\hat{B}^{\sharp}$ from $B^{n}$ can be done by using the usual simplex formulas, it can be concluded that the modified simplex method will work for any basis, regardless of whether the basis is square.

## 8. EXAMPLE

To illustrate the theory the following network problem will be solved. An arbitrary basis B will be selected and computed and Eq 12 will be used to generate the initial simplex tableau. The simplex algorithm is then used until an optimal solution is reached. Finally a left inverse of the optimal basis is computed and used to find the optimal vector of dual variables and hence the optimal value of the dual objective function. Diagrammatically the network is as shown in Fig. 1.


Fig. 1-Diagram of the Network Problem
Arrow shows direction of link; number beside arrow is the $c_{i j}$ of the link. Ditted arrow indicates link used to form initial basis.

The problem to be solved is:
maximize

$$
10 x_{01}+20 x_{02}+30 x_{13} \cdot 30 x_{14}+30 x_{23}+20 x_{24}+20 x_{36}+10 x_{45}+20 x_{56}
$$

subject to

$$
\begin{aligned}
& x_{11}>0, \text { all 1, },
\end{aligned}
$$

where $x_{i j}$ is the amount programmed to flow from node $i$ to node $i$.

In the incidence matrix for the problem, "+" and "-" are used to denote " +1 " and " -1 " and all blanks represent 0 .


The initial basis matrix is $B=\left(P_{1}, P_{2}, P_{3}, P_{5}, P_{7}, P_{8}\right) . B^{\#}$ is computed as follows:


From this choice of B,

$$
\left.c_{13}^{I} i_{01}, c_{02}, c_{13}, c_{1,}, c_{36}, c_{15}\right)(10,20,30,20,20,10) .
$$

Thus

$$
\left.{ }_{\text {(1) }}^{1} \quad{ }_{1}^{1} 1^{n} \quad(-60,-30 .-10,-20 .-31) .10 .0\right)
$$

Equation 13 is then used to generate the initial simplex tableau as follows:

$$
\left[\begin{array}{cc}
B^{\prime \prime} & 0 \\
{ }_{13} & 1
\end{array}\right]\left[\begin{array}{cccc}
r_{0} & P_{1} & \ldots & r_{19} \\
0 & -i_{1} & \ldots & -c_{9}
\end{array}\right]
$$



These simplex iterations then lead to the following optimal tableau: First iteration: Insert $P_{9}$ into the basis and remove $P_{7}$.
Second iteration: Insert $P_{1}$ into the basis and remove $P_{3}$. Third iteration: Insert $P_{6}$ into the basis and remove $P_{5}$. Optimal tableau:


Thus the optimal solution is: $x_{02}=+1, x_{24}=+1, x_{15}=+1, x_{56}=+1$; and $z=100$ is the optimal value of the objective function. Since the optimal basis $\mathrm{B}^{*}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{4}, \mathrm{P}_{6}, \mathrm{P}_{9}, \mathrm{P}_{8}\right)$ we find that

$$
B^{* H}=\left[\begin{array}{ccccccc}
1 & 2 & 3 & 1 & 3 & 6 & 7 \\
- & - & & & & & \\
- & - & - & - & & \\
- & - & - & - & - & - & \\
- & - & - & - & - & &
\end{array}\right]
$$

so that $\omega^{*} T$, the optimal dual solution, is given by

$$
\begin{aligned}
\sigma^{*}{ }^{T}=C_{13}^{T} B^{*} B^{*}= & (10,20,30,20,20,10) / 3^{*} \sharp \\
& (-100,-90,-80,-50,-60,-20,0) .
\end{aligned}
$$

Hence $\omega^{*} T P_{0}=100=$ optimal value of dual objective function. Thus the values of the objective functions of the primal and dual problems are equal at the optimum.
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