
Ali Hmaity, Marco Savi, Francesco Musumeci, Massimo Tornatore, Achille Pattavina: Protection strategies For Virtual

Network Functions Placement And Service Chains Provisioning — Chap. 0 — 2017/2/17 — 10:03 — page 1

1

Abstract

Telecom operators worldwide are witnessing squeezed profit margins mainly due to

hyper-competition. Hence, new business models/strategies are needed to help op-

erators reduce Operational and Capital Expenditures. In this context, the Network

Function Virtualization (NFV) paradigm, which consists of running Virtual Instances

of Network Functions (NFs) in Commercial-Off-The-Shelf (COTS) hardware, rep-

resents a solid alternative. Virtual Network Functions (VNFs) are then concatenated

together in a sequential order to form Service Chains (SCs) that provide specific

Internet services. In this paper we study different approaches to provision SCs with

resiliency against single-link and single-node failures. We propose three Integer Lin-

ear Programming (ILP) models to jointly solve the problem of VNF placement and

traffic routing, while guaranteeing resiliency against single-link and/or single-node

failures. Specifically, we focus on the trade-off between the conflicting objectives of

meeting SCs latency requirements and consolidating as much as possible VNFs in

NFV-capable nodes. We show that providing resiliency against both single-link and

single-node failures comes at twice the amount of resources in terms of NFV-capable

nodes, and that for latency-critical services providing resiliency against single-node

failures comes at the same cost with respect to resiliency against single-link and

single-node failures. Finally, we detract important insights about the deployment of

bandwidth intensive SCs.
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1

Introduction

Network operators rely on hardware appliances to provide Internet service. Each In-

ternet service is usually provided thanks to the adoption of a purpose-built hardware

that implements specific network functions (i.e., Firewalls, Nat, IDPS, etc.) within

the network [1].

From the cost point of view, telecom operators are witnessing a decrease of the

revenue-per-bit, which is envisioned to be even lower to the cost-per-bit, due to the

competition from Over The Top (OTTs). The applications introduced by OTTs (i.e.,

VoIP) leave the Internet Service Provider (ISP) responsible only for transporting the

information, hence contributes heavily in their revenue decrease. Network Functions

Virtualization (NFV) is a new architectural paradigm that was proposed to improve

the flexibility of network service provisioning and reduce the time to market of new

services [2]. NFV can revolutionize how network operators design their infrastruc-

ture by leveraging virtualization to separate software instances from hardware appli-

ances, and decoupling functionalities from locations for faster service provisioning.

NFV supports the instantiation of Virtual Network Function (VNFs) through soft-

ware virtualization techniques and runs them on Commercial-Off-The-Shelf (COTS)

hardware. Hence, the virtualization of network functions opens the way to the pro-

visioning of new services without the installation of new equipment. It is clear that

NFV brings a whole new dimension to the landscape of telecommunication industry

market due to the possibility of reducing capital investments, energy consumption

by consolidating network functions, and by introducing tailored services based on

customers needs. Moreover, NFV simplifies service deployment by exploiting the

concept of service chaining [3]: a Service Chain (SC) is a sequential concatena-

tion of VNFs and/or hardware appliances to provide a specific Internet service (e.g.,

VoIP, Web Service, etc.) to the users. Deploying NFV solutions in operational net-

works require solving multiple issues related to performance, availability, security

and survivability. One important key design in an NFV framework is the ability of

the NFV-Management and Orchestration (NFV-MANO) component (see Fig. 3.1) to

ensure service continuity. Such objective translates into many requirements that the

Virtual Network Function Infrastructure (NFVI) must satisfy, among which resilien-

cy and geo-redundancy requirements. Hence, the deployment of SCs must meet a

given resiliency level and aim to consolidate as much as possible the VNFs within
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NFV-nodes (i.e., With NFV-nodes, we refer to those nodes in the physical network

than can be used to instantiate VNFs), as an indiscriminate distribution of VNFs in-

stances would lead to an increase of the costs. In this paper we address the issue of

resiliency against single-link/node failures. We tackle this problem with the aim to

investigate the trade-off between latency requirements and the amount of resources

required in terms of NFV-nodes. To this objective, we propose three different Integer

Linear Programming (ILP) models to jointly solve the VNF placement and routing

problems with service chaining while guaranteeing resiliency against single-link fail-

ures, single-node failure and single-node/link failures.

The main contributions of this work are the following:

• We show the amount of resources needed, for each resilient design, and compare

them with the unprotected scenario, for SCs with different latency and bandwidth

requirements.

• We observe that traffic processing by VNFs causes a variation of data-rate, repre-

sented by compression factors, and include this aspect into the optimization frame-

work.

• We investigate the trade-off between node consolidation and the average hop count,

for different resilient design scenarios.

• We solve the ILP models considering the conflicting objective of VNFs consoli-

dation within NFV-nodes and load balancing and derive important insights for the

deployment of different SCs.

Numerical results indicate that, generally providing resiliency against single-

node/link failures comes at the same cost as the resiliency against single-node fail-

ures. Moreover, for latency stringent SCs, we find that in order to provide resiliency

against single-link failures the operator must place backup VNFs in physical disjoint

locations. In addition, for SCs with loose latency requirement, we observe that a

trade-off between the average length of primary and backup path and exists. Finally,

we analyze the effect of bandwidth requirement of two SCs with the same latency

requirements and find that balancing the load on physical link is beneficial for small

values of node capacity, expressed in terms of CPU cores it is equipped with.

The rest of this paper is organized as follows. Section 2 discusses the NFV and the

service-chaining concept and overviews related works. Section 3 discusses general

requirements for resiliency and failures models in NFV, as per standards guidelines.

In Section 4 we present the network model used, while in Section 5 we present the

resilient design scenarios and discuss their failure prevention potential. In Section

6 the resilient SCs provisioning problem is formally stated and the ILP models pro-

posed to solve it are shown. In Section 7 we present the case-studies and show the

obtained numerical results. Finally, conclusions and future works are discussed in

Section 8.
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2

Related work

NFV is still a concept under standardization. Currently, a number of standardization

activities in the NFV area are carried by ETSI and IETF [4] [5]. In the following we

present a collection of works related to the Service Chaining problem, with a specific

emphasis on NFV reliability.

2.1

The Service Chaining problem

The problem of embedding SCs into a physical infrastructure consists in solving the

placement of VNFs and traffic routing problems. It can be considered as an extend-

ed version of two NP-hard problems: Virtual Network Embedding (VNE) [6],[7]

and Location-Routing Problem (LRP) [8]. The similarity with VNE resides in the

fact that SCs can be considered as virtual networks characterized by a chain topology

where VNFs represent virtual nodes, chained together through virtual links that must

be mapped to a physical path.The similarity with LRP consists in jointly considering

the problem of finding the optimal placement of VNFs, among a set of potential lo-

cations, along with the routing between VNFs. The LRP combines this two planning

tasks and solves them with the objective to reduce costs of nodes, edges or paths.

Regarding the differences, the Service chaining problem require that the routing of

traffic between the VNFs occurs according to a specific ordered sequence. Moreover,

the sharing of VNFs between multiple SCs increase the number of combinatorial

possibilities for the embedding of the SCs.

Several works dealing with the VNF placement and routing problems appeared in

literature. Ref. [9] formalizes the VNF and SC concepts and develops an ILP mod-

el for the optimal placement of VNF and SCs. In [10] An extended version of the

model considers that the upscaling of an existing VNF introduces additional cost,

whereas hosting multiple VNFs within the same physical nodes introduces context

switching costs. Our model leverages and extends both the above mentioned works

by including resiliency aspects. In [11] an online algorithm that considers joint-

ly the Virtual Machine (VM) placement and routing is proposed. Finally, authors

in [12] formulate and ILP and a greedy heuristic for the VNF placement and routing
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problem, including traffic compression/decompression constraints, and adopting two

different forwarding latency regimes. The obtained results draw interesting consid-

erations on NFV deployment strategies. However, this work assumed a completely

reliable NFV infrastructure, which is not realistic. Authors in [13] focus on the de-

ployment of VNFs in a hybrid environment where some NFs are virtualized and

others use specialized hardware appliances. Finally, authors in [14] propose an ILP

and a game theory model to capture the competition on physical resources between

network function instance allocation and routing. However, they do not consider any

resiliency aspects.

2.2

Reliable NFV deployment

Authors in [15] descrive some NFV-related reliability issues and discusses the types

of failures that may arise from both hardware (i.e., shutdown of physical machine,

hardware issues) and software (i.e., cyber attacks, bugs, etc.). A more detailed dis-

cussion on reliability challenges in NFV network scenarios can be found in [5]. Net-

work reliability in NFV-enabled networks is a new problem whose resolution has

not yet attained maturity even though few preliminary works have already appeared.

Ref. [16] addresses the problem of Joint Topology Design and Mapping (JTDM) in a

Telco Cloud (TC) environment. The authors propose an efficient heuristic algorithm

that leverages the feedback obtained from mapping the critical sub-topologies of an

SFC, to better coordinate and jointly optimize the VNF combination and SFC map-

ping. They extend such algorithm with dedicated and shared protection scheme and

compare the results with a baseline scenario (i.e., unprotected). However, they do not

consider latency requirements on the SFC and the processing delay introduced from

the sharing of VNFs. Ref. [17] presents a framework for reliability evaluation of

NFV deployment, and three heuristic algorithms to identify the minimum number of

physical and logical nodes which removal lead to the failure of an NFV deployment.

Ref. [18] proposes software Defined Networking (SDN) and NFV benchmarking test

metrics for performance and reliability from the perspective of the operators. Ref.

[19] presents ILP and heuristic solutions that exploits multiple backup nodes for the

purpose of provisioning each of the supported network services with reliability guar-

antees. However, in this work authors focus only on the failures that might happen

within the hardware hosting the VNF and, unlike in our work, discard the possibility

of link failures and the failure of other network elements within the nodes. More-

over they assume that the backup VNF are placed in different physical machines

than those hosting the primary VNF, but in the same physical location, whereas our

models consider also scenarios with disjoint physical locations between primary and

backup VNFs. Ref. [20] presents a VM placement method to achieve redundancy

against host-server failures with a minimum set of servers. The idea is to minimize

the resources while ensuring a certain protection level. With respect to our work no

consideration is made on the resource sharing and the performance requirements of

the VNFs that run on the VMs. Moreover, the authors focus only on failures that
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occur within the physical nodes, while we include also failures of physical links. Fi-

nally, Ref. [21] proposes a model to describe the components of services along with a

management system to deploy such information model, with the objective to provide

an automated and resilient deployment. Apart from the differences in the general

approach, authors in [21] focus on resiliency of a single VNF, whereas we consider

the resiliency of the whole SC.
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3

NFV architecture and resiliency guidelines

In the following we introduce the architecture used in this study and we highlight the

role of some of its primary components. Successively, we discuss few of the relevant

resiliency guidelines and illustrate the possible VNF failure models, as per [5].

3.1

NFVI

The NFV architecture, shown in Fig. 3.1, is a combination of both hardware and

software resources which make up the environment in which VNFs are deployed.

The physical resources include COTS hardware, on top of which virtual resources

are abstracted. The abstraction is achieved through the virtualization layer (based on

hypervisor) which decouples the virtual resources from the underlying physical re-

sources. NFV-MANO provides the necessary functionalities to provision VNFs, and

all the related operations such as configuration, orchestration, and life-cycle manage-

ment, etc. Moreover, MANO plays an important role in achieving a resilient NFV

deployment. In the following we discuss standard guidelines for a resilient deploy-

ment of VNFs and show the different failure models that arise, with the virtualization

of NFs.

3.2

General requirements for resiliency

Different Internet services have different requirements in terms of service continu-

ity and maximum tolerated latency. For instance, in case of a Web-Service, outages

lasting seconds are tolerable and the user typically initiates retries, whereas in the

telecom domain (i.e., phone calls) outages must last less than a certain expected lev-

el (i.e., few milliseconds). In the NFV framework, not every network function has

the same requirements for resiliency. Consequently the virtualization of NFs needs

to fulfill multiple design criteria, such as service continuity, automated recovery from

failures, prevent single point of failures in the NFV infrastructure as well in the under-
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Figure 3.1 Simple illustration of NFV architecture

lying infrastructure. Here below we present some important resiliency requirements,

according to ETSI guidelines [5]:

• The virtualized Network Function (VNF) needs to ensure the availability of its part

of the end-to-end service, just as in the case of a non-virtualized NF.

• The whole NFV framework must not contain single point of failure with the po-

tential to endanger service continuity. Thus, mechanisms to recreate any failed

component to its state prior to failure, and to support recovery from total compo-

nent failure must exist.

• The NFVI shall provide the necessary functionality to enable high availability at

the VNF level, such as failure notification and remediation.

Besides the relative availability of a service, the impact of failures is also an impor-

tant aspect for network providers in terms of service continuity. To limit the potential

of failure impacts, the VNF limitations in terms of number of parallel users allowed,

parallel transactions to be handled, etc. must be accurately defined. Our models

include follows such guidelines and analyzes their impact on different network pa-

rameters.

3.3

VNF failure modes

Depending on the type of VNF deployment, the impact of failure will vary, hence

the survivability method differs. In Fig. 3.2 we show the non-virtualized deploy-

ment of NF (option 1). The straightforward approach to virtualize such environment
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Figure 3.2 Deployment options of VNFs along with classical approach

is to take the network function software and run into a VM image and execute it

on virtual resources provided by the hypervisor (option 2). This scenario add new

failure mode to the existing ones since the failure on the supervisor do not exist

in the “box-model". In addition, to achieve high hardware utilization, the physical

resources are sliced into multiple virtual machines. Hence, different VNFs can be

hosted by the same hardware. This design might cause performance degradation

if the VNF1 and VNF2 resources isolation does not work. Finally, a VNF that is

composed by multiple VNFs can be hosted on different VMs running on the same

physical hardware, or on different physical hardware. Again, new failures modes

are introduced due to possible simultaneous failures of multiple VNF components

caused by the failure of the underlying hardware or connectivity failures between

VNF components (i.e., physical node/link failures). In this work we assume that the

VNFs are running on physical machines according to option 2 or option 3. Hence,

the failure of the physical nodes (i.e., hardware or hypervisor failures), would cause

the failure of all the VMs running in that specific node. We also assume that the

VNFI components do not constitute a single point of failure. In sec. 5 we discuss the

possible redundancy modes to protect state-full and state-less VNFs and illustrate

the possible protection designs for each category of VNFs.



Ali Hmaity, Marco Savi, Francesco Musumeci, Massimo Tornatore, Achille Pattavina: Protection strategies For Virtual

Network Functions Placement And Service Chains Provisioning — Chap. 3 — 2017/2/17 — 10:03 — page 12

12



Ali Hmaity, Marco Savi, Francesco Musumeci, Massimo Tornatore, Achille Pattavina: Protection strategies For Virtual

Network Functions Placement And Service Chains Provisioning — Chap. 4 — 2017/2/17 — 10:03 — page 13

13

4

Service chains and network model

4.1

Network model

We model the physical network as a directed graph composed of a set of physical

nodes (which can host VNFs or only act as forwarding nodes) and a set of physical

links representing the set of fiber links. Each physical link is associated with a band-

width capacity. The physical nodes equipped with COTS hardware are referred to as

NFV-nodes and can have different amount of processing capacity in terms of number

of CPU cores that they are equipped with.

4.2

Service chains model

Service chains are composed by sequential concatenation of multiple VNFs. To de-

ploy a SC, an operator needs to find the right placement of VNFs into the NFV-nodes

in the physical network and chain them through a physical path. Different SCs can

share multiple VNFs and different VNFs can be placed into the same physical NFV

node. As shown in Fig. 4.1, two SCs composed of different VNFs have both as

start point the physical node v1 and as end point the physical node v6. In addition,

VNF1 is shared among the two SCs and mapped to physical node v2 which shall be

equipped with enough processing capacity to host such VNF. Finally, we assume that

each VNF is assigned one CPU core into a VM.

4.3

VNF model

Generally, a VNF is an abstracted object that performs operations on input traffic.

Each VNF has a processing capability which corresponds to the number of CPU

Cores that are assigned to the VM that host that VNF. Moreover, we assume that

each service corresponds to one SC modeled through a simple line graph composed
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Figure 4.1 Two service chains, each having different VNFs, embedded in the physical

network.

by a pair of start/end-points, a set of virtual nodes representing the VNFs and a set of

virtual links chaining consecutive VNFs requests within the SC1). In order to simplify

the modeling, the concept of requests are decoupled from the VNFs that compose

the Service chains. In other words, as shown in Fig. 4.1 (phase 1 and 2), a SC is

considered as a chain of VNF requests. In order to deploy SCs in the network, VNF

instances are mapped to NFV-nodes (phase 1) and successively, VNF requests are

mapped to those NFV-nodes that hosts the requested VNFs (phase 2). The same

apply for the mapping of end-points, which we assume have fixed location,known

a priori, and that they cannot host VNFs. Furthermore, we assume the each SC

serves aggregated traffic of a set of users requesting a specific service from a specific

physical location.

1) We use the term virtual node to indicate the start/end point and the VNFs composing the SC and refer

to to the segment used to chain two consecutive VNFs within the same SC as virtual link.
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5

Resilient design protection schemes

In this section we discuss the possible redundancy strategies for a resilient SC pro-

visioning against single-node, single-link and single node/link failures.

5.1

On-Site Redundancy

Critical VNFs supporting critical services and customers require fast switchover to

backup VNFs in order to ensure availability. In order to ensure latency expectation,

backup VNFs need to be instantiated on-site (i.e., Centralized Redundancy). Critical

VNFs may necessitate a 1+1 level of redundancy while less critical function can

tolerate a 1:1 redundancy. The main benefits from a centralized redundancy is to

reduce switchover time, which allow to speed up the recovery process, and reduce

the amount of VNF internal state information that need to be transfered from primary

to backup VNFs. Note that this approach does not provide resiliency against node

failures, since primary and backup VNFs share the same physical location.

5.2

Off-Site Redundancy

An off-site redundancy architecture involves having redundant VNFs placed in (hot

or cold) standby mode in selected remote locations or NFVI nodes in the network

operator’s serving region. The intent is to instantiate them when there are failed

VNFs in many NFVI-Points-of-Presence (NFVI-PoP). Moreover, this approach can

guarantee resiliency against link and node failures since backup VNFs do not share

the same physical locations as primary VNFs. Hence, based on the service criti-

calness and the resiliency guarantees targeted the operator can choose between an

on-site or an off-site redundancy approach [5].



Ali Hmaity, Marco Savi, Francesco Musumeci, Massimo Tornatore, Achille Pattavina: Protection strategies For Virtual

Network Functions Placement And Service Chains Provisioning — Chap. 5 — 2017/2/17 — 10:03 — page 16

16

Start

point
VNF1

End

point
VNF2 VNF3 VNF4

(a) Service chain to be embedded

VNF1
VNF2 VNF3

VNF4

VNF1

VNF2

VNF3

VNF4

Backup VNF

Primary VNF

End
point

Start
point

(b) End-to-end protection

VNF1

VNF2

VNF3

VNF4

Working

path

protection

path

Start
point

End
point

(c) Virtual-link protection

VNF1

VNF2

VNF3

VNF1

VNF2

VNF3
VNF4

VNF4

primary path
and backup 
path might
share the same
physical link

Start
point

End
point

(d) Virtual-node protection

Figure 5.1 Proposed protection schemes.



Ali Hmaity, Marco Savi, Francesco Musumeci, Massimo Tornatore, Achille Pattavina: Protection strategies For Virtual

Network Functions Placement And Service Chains Provisioning — Chap. 5 — 2017/2/17 — 10:03 — page 17

17

In this work we propose three resiliency protection schemes. The first consists

of an end-to-end protection of the entire SC. The idea behind such design is to

have a SC that is resilient against single-link and single-node failures. To achieve

such goal a primary SC is embedded in the physical network to support the related

service in normal conditions and it is protected through a backup SC which has its

VNFs embedded in different physical locations. The physical paths used to chain

primary and backup VNFs must be node disjoint. Fig. 5.1(b) shows an example of

such protection scheme, where a the SC illustrated in Fig. 5.1(a), composed fo four

VNFs, is to embedded into the physical network. This protection scheme can be

considered as an Off-site redundancy strategy since all backup VNFs are instantiated

in different locations from where the primary ones are hosted. In this case, both

redundancy strategies 1+1 and 1:1 are possible, depending on the service latency

requirement and operators’ design objective in terms of resource utilization. Note

that both primary and backup physical paths resulting from the embedding must

meet the latency requirement of the service. We refer to this protection strategy as

End-to-end protection (E2E-P).

The second protection scheme can be considered as an redundancy protection

scheme, with the objective to protect the virtual links used to concatenate the VNFs

of a certain SC. Hence, providing resiliency against physical link failures.

Each virtual link of the SCs is embedded through two physical paths, one primary

path and one backup path, which must not share any physical link, while different

primary/backup virtual links of the same SC can share common physical links. An

example of such scenario is shown in Fig. 5.1(c). We refer to this protection scheme

as Virtual-link protection (Vl-P).

Finally, the last protection scheme provides resiliency against single-node failure.

Each VNF composing the SC is instantiated in two disjoint physical locations, where-

as the physical paths used to concatenate the primary and backup VNFs might share

physical links. This protection scheme suits operators’ need when failures occur in

nodes with higher probability with respect to links. An example of this scenario is

shown in Fig. 5.1(d). We refer to this scenario as Virtual-node protection (Vn-P).
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6

problem statement

In the following, we formally state the problem of resilient SCs provisioning and

show the ILP models used to design each protection design scenario

6.1

Modeling the physical topology

We model the physical network as a directed graph G = (V,E) where V represents

the set of physical nodes v ∈ V , which can host VNFs or act as forwarding nodes,

while E represents the set of physical links (v, v′) ∈ E which model high-capacity

fiber links. Each physical link is associated with a latency contribution due to sig-

nal transmission and propagation, denoted with λ(v, v′) and a bandwidth capacity

β(v, v′) . The physical nodes equipped with COTS hardware are referred as NFV-

nodes and can have different amount of processing capacity in terms of number of

Virtual machine that they can host. Finally, we consider a processing-related latency

ω(v) : v ∈ V , introduced by NFV-nodes. This latency contribution is proportional

to the number of SCs sharing the same VNF, hence, if a VNF is shared among a high

number of SCs, the context switching latency would impact more the total latency.

6.2

VNF and service chains Modeling

Generally, a VNF is an abstracted object that performs operations on input traffic.

Each VNF f ∈ F has a processing capability which corresponds to the number of

CPU Cores that are assigned to the VM that host the VNF f . We assume that a VNF

shared among different SCs must run on a VM with enough capacity in terms of

CPUs.

Moreover, we assume that each service corresponds to one SC modeled through

a simple line graph Sc = (Ec ∪ U cGc) where Ec is the set of end-points of the

SC, U c is the set of VNF requests u, while Gc is the set of virtual links (u, u′)
chaining requests u and u′ ∈ U c. In order to simplify the modeling the concept of
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requests are decoupled from the actual network functions that compose the Service

chains. In other words VNFs are mapped to requests through a mapping parameter

γc
u that specify the network function f ∈ F requested by request u ∈ U c, while

requests are mapped to physical nodes through a decision variable. The same apply

for the mapping of end-points, which we assume are fixed location and known a

priori. Furthermore, we assume the each SC serve a set of users requesting a specific

service from a specific physical location, and that each virtual link composing the

SC is characterized by a bandwidth requirement γ(u, u′) : u, u′ ∈ U c, c ∈ C .

In addition, each SC is associated with a maximum tolerated latency, referred to as

φ(c) : c ∈ C .

Table 6.1 Parameters description for the ILP model

Parameter Domain Description

ηcu c ∈ C, u ∈ Uc
Physical start/end point

where u is mapped for SC c

γc
u c ∈ C Network function requests u for SC c,

u ∈ Gc γc
u ∈ F

βv,v′ (v, v′) ∈ E Bandwidth capacity of physical link (v, v′)

λv,v′ (v, v′) ∈ E Latency of physical link (v, v′)

ωv ∈ E v ∈ V contest switching latency of node v.

τcu ∈ F c ∈ C, u ∈ Uc VNF f requested by request u in the SC c

φc c ∈ C Maximum tolerated latency for SC c

Nreq(f) f ∈ F Maximum number of requests of different

SCs that VNF f can handle

NV M (v) v ∈ V Maximum number of virtual machines that

node v can host

M Big-M parameter

6.3

ILP models

We now formulate the ILP models for resilient placement of VNFs. In Tab. 6.1 and

Tab. 6.2 we summarize the parameters and the variables used. Given a physical

topology, a set of SCs to be deployed in the network, we want to find the optimal

placement of VNFs such that:

• The number of VNF nodes is minimized.

• Latency requirements of SCs are met.

• Resiliency is achieved according to the goals of the above mentioned scenarios

(see Fig. 5.1 of section 5).
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Table 6.2 Variables description for the ILP models

Variable Domain Description

mc
u,v ∈ {0, 1}

c ∈ C, u ∈

Ucv ∈ V

Binary variable equal to 1 iff

the primary VNF request u

of SC c is mapped to physi-

cal node v

nc
u,v ∈ {0, 1}

c ∈ C, u ∈

Ucv ∈ V

Binary variable equal to 1 iff

the backup VNF request u of

SC c is mapped to physical

node v

xc
v,v′,x,y,u,u′

∈ {0, 1}
c ∈ C, (v, v′) ∈

E, x ∈ V, y ∈

V, (u, u′) ∈ Gc

Binary variable equal to 1 iff

the physical link (v, v′) be-

longs to the path between x

and y where primary VNFs

requests u and u′ for SC c

are mapped, otherwise 0

yc
v,v′,x,y,u,u′

∈ {0, 1}
c ∈ C, (v, v′) ∈

E, x ∈ V, y ∈

V, (u, u′) ∈ Gc

Binary variable equal to 1 iff

the physical link (v, v′) be-

longs to the path between x

and y where backup VNFs

requests u and u′ for SC c

are mapped, otherwise 0

if,v ∈ {0, 1}
f ∈ F ,v ∈ V Binary variable equal to 1 iff

VNF f is hosted by physical

node v otherwise 0

av ∈ {0, 1}
v ∈ V Binary variable equal to 1

iff node v hosts at least one

VNF.
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6.3.1

Objective function

Minimize
∑

v∈V

av (6.1)

We consider three types of constraints to solve this problems, namely: Placement

constraint, routing constraints and performance constraints. Due to space limitation

we show only the constraints for the E2E-P protection scenario and give a brief

description of what differs in the other two scenarios, Vl-P and Vn-P.

6.3.2

Placement constraints

Constraints (6.2a) and (6.2b) force each primary/backup VNF to be mapped to one

single node. Equations 6.2c) and (6.2d state that a corresponding VNF f is mapped

to physical node v only if there is a primary/backup VNF request. Constraint (6.2e)

enforces that primary and backup VNF request u cannot be mapped to the same node

(node disjointness).

∑
v∈V mc

u,v = 1 ∀c ∈ C, u ∈ U c (6.2a)
∑

v∈V nc
u,v = 1 ∀c ∈ C, u ∈ U c (6.2b)

if,v ≤
∑

u∈Uc:γc

u
=f

mc
u,v + nc

u,v ∀f ∈ F, v ∈ V (6.2c)

∑

u∈Uc:γc

u
=f

mc
u,v + nc

u,v ≤ M · if,v ∀f ∈ F, v ∈ V (6.2d)

mc
u,v + nc

u,v ≤ 1 ∀u ∈ U c, c ∈ C, v ∈ V : v 6= ηcu (6.2e)

6.3.3

Routing constraints

Constraints (6.3a) [(6.3b)] ensure that a physical link (v, v′) can belong to a path be-

tween two nodes x and y for a virtual link (u, u′) of the SC c only if two consecutive

primary [backup] VNF requests u and u′ are mapped to these nodes, respectively.

Note that equations (6.3a)-(6.4d) contain products of binary variables that we lin-

earize in order to solve the ILP models.

wc
v,v′,x,y,u,u′ ≤ mc

u,x·m
c
u′,y (6.3a)

∀c ∈ C, (v, v′) ∈ E, x, y ∈ V, (u, u′) ∈ Gc

pcv,v′,x,y,u,u′ ≤ nc
u,x·n

c
u′,y (6.3b)

∀c ∈ C, (v, v′) ∈ E, x, y ∈ V, (u, u′) ∈ Gc
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∑
(x,v)∈E:x,y∈V wc

x,v,x,y,u,u′ ·mc
u,x ·mc

u′,y = 1 (6.4a)

∀c ∈ C, (u, u′) ∈ Gc

∑
(v,y)∈E:x,y∈V wc

v,y,x,y,u,u′ ·mc
u,x ·mc

u′,y = 1 (6.4b)

∀c ∈ C, (u, u′) ∈ Gc

∑
(x,v)∈E:x,y∈V pcx,v,x,y,u,u′ ·nc

u,x · nc
u′,y = 1 (6.4c)

∀c ∈ C, (u, u′) ∈ Gc

∑
(v,y)∈E:x,y∈V pcv,y,x,y,u,u′ ·nc

u,x · nc
u′,y = 1 (6.4d)

∀c ∈ C, (u, u′) ∈ Gc

During the mapping of primary/backup VNF requests on a physical path between

x and y incoming links for the node x are not considered, constraint (6.5a), and no

outgoing link for node y is considered (constraint (6.5b)

∑

(v,x)∈E:v∈V

wc
v,x,x,y,u,u′ =

∑

(v,x)∈E:v∈V

pcv,x,x,y,u,u′ = 0 (6.5a)

∀c ∈ C,x ∈ V, y ∈ V : x 6= y, (u, u′) ∈ Gc

∑

(y,v)∈E:v∈V

wc
y,v,x,y,u,u′ =

∑

(y,v)∈E:v∈V

pcy,v,x,y,u,u′ = 0 (6.5b)

∀c ∈ C,x ∈ V, y ∈ V : x 6= y, (u, u′) ∈ Gc

∑

(v,w)∈E:v∈V

wc
v,w,x,y,u,u′ =

∑

(w,v′)∈E:v∈V

wc
w,v′,x,y,u,u′ (6.5c)

∀c ∈ C,w ∈ V, x, y ∈ V : x 6= w, y 6= w, (u, u′) ∈ Gc

∑

(v,w)∈E:v∈V

pcv,w,x,y,u,u′ =
∑

(w,v′)∈E:v∈V

pcw,v′,x,y,u,u′ (6.5d)

∀c ∈ C,w ∈ V, x, y ∈ V : x 6= w, y 6= w, (u, u′) ∈ Gc

∑

(v,w)∈E:v∈V

wc
v,w,x,y,u,u′ ≤ 1 (6.5e)

∀c ∈ C,w ∈ V, x, y ∈ V : x 6= w, y 6= w, (u, u′) ∈ Gc

∑

(v,w)∈E:v∈V

pcv,w,x,y,u,u′ ≤ 1 (6.5f)

∀c ∈ C,w ∈ V, x, y ∈ V : x 6= w, y 6= w, (u, u′) ∈ Gc

∑

(u,u′)∈Gc

wc
v,v′,x,y,u,u′ + pcv,v′,x,y,u,u′ ≤ 1 (6.5g)

∀c ∈ C, x,y, v, v′ ∈ V : (v, v′) ∧ (v′, v) ∈ E

Constraints (6.5c)-(6.5f) are transit constraints for primary/backup VNF requests.

In particular, constraints (6.5c) and (6.5d) ensure that for any intermediate node ω

within the physical path between x and y, if one of the incoming links belong to

the primary/backup physical path, then also one of its outgoing links belong to the
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physical path. While constraints (6.5e) [(6.5f)] avoid the use of multiple incoming

[outgoing] links of the intermediate node. Finally, constraint (6.5g) ensures that a

physical link (v, v′) is whether part of the primary physical path or in the backup

physical path used for the embedding of all VNF request of SC c.

Constraints (6.6a)-(6.6b) select the active NFV-nodes. A node is considered ac-

tive if it hosts at least one single VNF. Constraint (6.6c) ensures that link capacity is

not exceeded, whereas constraints (6.6d) and (6.6e) compute the context switching

latency contribution σc
w and σc

p for primary and backup embedding of SC c, respec-

tively. The maximum latency of primary/backup embedding of SC c are constrained

in (6.6f)-(6.6g). Finally, the maximum number of CPU cores that NFV-node v can

host is bounded by (6.6h), and the number of parallel requests that a given VNF can

serve is constrained in (6.6i).

6.3.4

Latency and capacity constraints

∑

f∈F

if,v ≤ M.av ∀v ∈ V (6.6a)

av ≤
∑

f∈F

if,v ∀v ∈ V (6.6b)

∑

c∈C
(u,u′)∈Gc

x,v∈V

(wc
v,v′,x,y,u,u′ + pcv,v′,x,y,u,u′) · βu,u′ ≤ Cv,v′ (6.6c)

∀(v, v′) ∈ E

σc
w =

∑

v∈V,u∈Uc

mc
u,v · ωv ∀c ∈ C (6.6d)

σc
p =

∑

v∈V,u∈Uc

nc
u,v · ωv ∀c ∈ C (6.6e)

∑

x,v∈V

(u,u′)∈Gc

(v,v′)∈E

(wc
v,v′,x,y,u,u′ · λv,v′) + σc

w ≤ φc ∀c ∈ C (6.6f)

∑

x,v∈V

(u,u′)∈Gc

(v,v′)∈E

(pcv,v′,x,y,u,u′ · λv,v′) + σc
p ≤ φc ∀c ∈ C (6.6g)

∑

f∈F

if,v ≤ NVM (v) ∀v ∈ V (6.6h)

∑

c∈C
u∈Uc:γc

u
=f

mc
u,v + nc

u,v ≤ Nreq(f) ∀v ∈ V, f ∈ F (6.6i)
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6.4

Additional modeling constraints

In the following we illustrate the constraints used to model the Vl-P and Vn-P.

Virtual-link Protection

With respect to the E2E-P, the Vl-P scenario ensures that the primary and backup

physical path used to map a certain virtual link of a SC do not share any physical

link and avoid closed loops. This is ensured using the constraints in eq (6.5g) and eq

(6.7a)-(6.7b). See Tab. 6.3.

wc
v,v′,x,y,u,u′ + wc

v′,v,x,y,u,u′ ≤ 1 (6.7a)

∀c ∈ C(u, u′) ∈ Gcx, y ∈ V : x 6= y, (v, v′) ∈ E

pcv,v′,x,y,u,u′ + pcv′,v,x,y,u,u′ ≤ 1 (6.7b)

∀c ∈ C(u, u′) ∈ Gcx, y ∈ V : x 6= y, (v, v′) ∈ E
∑

x,y

(u,u′)

∑

(v,v′)

(wc
v,v′,x,y,u,u′ + pcv,v′,x,y,u,u′) · λv,v′ + σc

p ≤ φc

∀c ∈ C (6.7c)

Regarding the placement of primary/backup VNFs, since they share the same phys-

ical location, in order to reduce the problem complexity, we use only one placement

variable (mc
u,v) to indicate the placement of both primary and backup VNFs. Howev-

er, we assume that each of these VNFs is placed within a different physical machine.

Regarding the physical paths, the latency constraint should be met independently

from source to destination. An illustrative example is provided in Fig. 6.1. Consider

the embedding of the SCs, shown in 6.1(a). We assume that the embedding process

resulted in the VNF1 placed in one node and VNF2 and VNF3 consolidated in the

second node. According to the Vl-P every pair of nodes from start to end points are

connected using a pair of disjoint paths (i.e., red and blue paths). The embedding

of the virtual links can result in one single physical link carrying the primary and

back up embedding of different virtual links. Hence, different physical paths can be

used to transport the traffic from the start-point to the end-point. In Fig. ?? (case 1)

the failure of a physical link causes the failure of the primary virtual link between

the start-point and VNF1. The backup path (dashed lines) must meet the latency

requirement. Similarly, in Fig. 6.1(a) and Fig. 6.1(b) we assume that the failure of

one physical link causes the failure of the backup path of the first virtual link and the

primary path of the second virtual link. In this case, two possible end-to-end paths

are possible (dashed lines in case 2 and case 3) and both of theses options must satis-

fy latency requirement. Eq (6.7c) ensures that the latency requirements is met in all

three cases. Please note that the paths between the starting point and a VNF node or

between two consecutive VNF nodes are multi-hop paths. Intermediate nodes were

omitted in the figure for the sake of simplicity.
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Virtual-node Protection

For the Vn-P scenario, only the node disjointness constraint apply and no disjointness

constraints between primary/backup physical paths are needed since they can share

physical links. In addition, eq (6.2c), eq (6.2d) and eq (6.6c) are substituted by the

following constraints:

if,v ≤
∑

u∈Uc:γc

u
=f

mc
u,v ∀f ∈ F, v ∈ V (6.8a)

∑

u∈Uc:γc

u
=f

mc
u,v ≤ M · if,v ∀f ∈ F, v ∈ V (6.8b)

∑

c∈C
(u,u′)∈Gc

x,v∈V

wc
v,v′,x,y,u,u′ · βu,u′ ≤ Cv,v′∀(v, v′) ∈ E (6.8c)

Please refer to Tab. 6.3 for a detailed description of the constraints used in each

design scenario.

Start

point
VNF1 VNF2 VNF3

end

point

Traffic with Latency 

requirement 

(a) Service chain with latency requirment

Start
point

End
point

VNF1 VNF2

VNF3

Start
point

End
point

VNF1 VNF2

VNF3

Start
point

End
point

VNF1 VNF2

VNF3

Case 1

Case 2

Case 3

(b) Possible backup paths used in case of the failure of a physical link

Figure 6.1 Possible backup paths in the Vl-P design scenario
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Table 6.3 ILP formulations of the proposed protection scenarios

Unprotected End-to-end protection Vl-protection Vn-protection

Objective
Minimize

∑
v∈V av

function

(6.2a) (6.3a) (6.4b)

(6.4c) (6.5a)-(6.5c)

(6.5e) (6.6a) (6.6b)

(6.6f) (6.8a)-(6.8c)

(6.2a)-(6.2e)

(6.3a)-(6.3b)

(6.4a)-(6.4d)

(6.5a)-(6.5g)

(6.6a)-(6.6i)

(6.2a) (6.3a)-(6.3b)

(6.4a)-(6.4d)

(6.5a)-(6.5g)

(6.6f)-(6.6i)

(6.7a)-(6.7c)

(6.2a)-(6.2e)

(6.3a)-(6.3b)

(6.4a)-(6.4d)

(6.5a)-(6.5f)

(6.6a)-(6.6i)

Constraints

6.5

Problem complexity

In this section we compute the total number of variables and constraints of the each

design scenario. The number of variables of the E2E and the Vn-P is the same, dif-

fers slightly in case of the Vl-P and unprotected as no backup of nodes or nodes/links

is required. The number of constraints is slightly different in each scenario. How-

ever, this difference does not affect the overall complexity, which is the same for all

designs, and is in the order of O(|Gc| · |E′| · |C| · |V |2).1) Below, we compute the

number of variables and constraints, for the proposed design scenarios, based on the

values of the unprotected scenario

Nvars_Unpro = |V | · (|C||̇U c|+ |C||E′||V ||Gc|+ |F |+ 1) (6.9a)

Nconst_Unpro = |C| · (|U c|+ |E′||V |2|Gc|+ 2|Gc| (6.9b)

+ 3 · |V |2|Gc|+ 1) + 2|V | · (2|F |+ 1) + |E′|

Nvars_E2E = Nvars_Unpro + αe2e (6.9c)

Nconst_E2E = Nconst_Unpro + βe2e (6.9d)

Nvars_vl−P = Nvars_Unpro + αvl−p (6.9e)

Nconst_vl−P = Nconst_Unpro + βvl−p (6.9f)

Nvars_vn−P = Nvars_Unpro + αvn−p (6.9g)

Nconst_vn−P = Nconst_Unpro + βvn−p (6.9h)

1) Please note that, for resolution purposes and in order to allow multiple VNFs of the same SCs to be

hosted in the same NFV node, we assumed that each of these nodes has a self-loop link with infinite

bandwidth. such self-loops links were included in the complexity computation by considering that

E′ = E ∪N , as the number of self-loop links is equal to the number of physical nodes.
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where:

αe2e = |V | · (|C||̇U c|+ |C||E′||V ||Gc|) (6.10a)

βe2e = |C| · (|U c|+ |E′||V |2|Gc|+ 2|Gc|+ 3) (6.10b)

+ |V | · (|U c + |V |2|G|2 + |V ||E′|+ |F |+ 1)

αvl−p = αe2e − |C||E′||V |2|Gc| (6.10c)

βvl−p = βe2e + (|V |2 · (|C||Gc|+ 1)) (6.10d)

αvn−p = αe2e (6.10e)

βvn−p = βe2e + 2|V |2|G|2 (6.10f)
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7

Case study and results

In this section we present and discuss the results of the ILP models shown in section 6.

To solve the ILP problems we used CPLEX 12.6.1.0 installed on hardware platform

equipped with 8×2GHz processor and 8 GB of RAM. In order to evaluate the impact

of latency requirements on the protection scenarios we investigated the embedding

of four types of services chains, with different processing requirements and latency

constraints, namely: Web Service (WS), Video-Streaming (VS), VoIP and Online-

Gaming (OG). The maximum end-to-end tolerated latency for these services has been

set to 500 ms for Web-service, 100 ms for both Video Streaming and VoIP and 60

ms for Online-Gaming on the line of [10]. Tab. 7.1 shows the VNFs composing the

SCs, their bandwidth requirements and maximum allowed latency.

Table 7.1 Performance Requirements for the Service Chains

Service Chain Chained VNFs β φc

Web-Service NAT-FW-TM-WOC-IDPS 100 kbit/s 500 ms

Video Streamnig NAT-FW-TM-VOC-IDPS 4Mbit/s 100ms

VoIP NAT-FW-TM-FW-NAT 64kbit/s 100ms

Online-Gaming NAT-FW-VOC-WOC-IDPS 50 kbit/s 60 ms

NAT: Network Address Translator, FW: Firewall, TM:Traffic Monitor, WOC: WAN

Optimization Controller, IDPS: Intrusion Detection Prevention System, VOC:

Video Optimization Controller

We consider heterogeneous and homogeneous traffic scenarios. In the heteroge-

neous scenario, 5 different SCs requests randomly selected from the SCs in Tab.

7.1, are considered. The type of SCs in this case is randomly selected at each ILP

run. In the homogeneous scenario, 5 SCs requests of the same type are considered.

The start/end-points, for both traffic scenarios, are randomly selected for each SC

requests, at each ILP run. Moreover, we assume that all physical nodes can act as

NFV-nodes and that the start/end points of SCs requests cannot host VNFs.

As for the physical topology, we considered the NSFNET network with 14 nodes
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and 22 bidirectional links. Each NFV node is assumed to have the same capacity in

terms of CPU cores. We set the context switching delay to 4 ms per VNF [10][22]
1) and set the link capacity to be equal to 2.5 Gbps. Since the bandwidth require-

ments of the SCs are lower than the available bandwidth on the links, to constrain the

bandwidth resources we assume that each SC aggregates the traffic of 2000 users.

We also set the maximum number of parallel requests that a VNF can serve equal to

1, and assume that the bandwidth requirement of virtual links chaining VNFs varies

according to a compression factor 2) that ranges between 0.5 and 1 [12]. Such value

is randomly selected at each ILP run. The results, shown in Fig. 7.1, were obtained

averaging the results of 10 instances, solved within 5% of the optimal solution, for

each value of NFV-node’s capacity, each protection scenario and considering differ-

ent start/end points pairs, at each ILP run.

Figures from Fig. 7.1(a) to Fig. 7.1(e) show the average number of active NFV-

nodes needed to support of the proposed protection scenarios for different values of

node capacity (number of CPU cores it can host), for the Web-service, VoIP, Video

Streaming, Online-Gaming and heterogeneous traffic scenarios, respectively. In the

following we analyze the effect of latency and node capacity for the different traffic

scenarios.

Impact of latency

Fig. 7.1(a) presents the number of active nodes for the less stringent SC in terms

of latency (WS). We observe that all protection scenarios are possible and that the

Vl-P scenario activates the same amount of Unprotected Scenario. We note that a SC

with low requirements on latency can be protected against single-link failures (Vl-

P) with no additional NFV-nodes with respect to the Unprotected case (baseline).

On the other hand, providing protection against both single-link and single failure

(E2E-P) requires the activation of around twice the amount of NFV-nodes when node

capacity is greater than 6 CPU cores per NFV-node. Finally, increasing the capacity

by a factor of five reduces the number of active NFV-nodes by 33% in case of off-

site redundancy protection (E2E-P, Vn-P) and 80% in case of on-site redundancy

protection (Vl-P). We also observe that the amount of resources required to supply

end-to-end protection (E2E-P) is almost the same with respect to protection against

single-node failures (Vn-P), independently from capacity values, meaning that in

case the operator choses to place backup VNFs off-site, the protection against both

link and node failures comes at the same cost, in terms of NFV-nodes, with respect

to protection against node failures.

Fig. 7.1(b) and Fig. 7.1(c) show the results obtained by solving the VNF placement

of VoIP and Video Streaming (VS) SCs, which have an average latency requirement.

For both SCs, we observe that all scenarios are possible except for the Vl-P scenario,

1) Note that the provisioning of SCs introduces other latency contributes due to the upscaling of the ca-

pacity of VNFs and hypervisor processing of the VNF requests [10].

2) We used random compression factors given that no reference is available for such values.
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which leads to infeasible solution for node capacity values less than 6 CPU cores per

NFV-node. This is mainly due to the fact that Vl-P has a stringent link disjointness

constraint that in case of VNFs distribution among high number of nodes to increase

the latency of physical paths needed to chain the VNFs and consequently violate the

latency constraint.

Fig. 7.1(d) shows the results obtained when the SCs with the most stringent la-

tency requirement (OG) are embedded into the network. We observe that, for node

capacity values greater than 6 CPU cores, all scenarios are possible except for the

Vl-P scenario which is infeasible independently from node capacity. For capacity

values less than 6 CPU cores, we observe that all protection strategies lead to an in-

feasible solution. This means that, for latency stringent SCs, to provide protection

against node/link failures, each NFV-node must be equipped with at least a minimum

number of CPU cores. Moreover, for E2E-P and Vn-P, doubling the capacity lead

to a tiny decrease of active NFV-nodes (around 10%), mainly due to the fact that in-

creasing consolidation causes the context switching latency to increase and leads to

violation of the latency constraint. Finally, since the only feasible protection scean-

rios are E2E-P and Vn-P, the operator is constrained to place backup VNFs “Off-site"

to provide resiliency against only single-link failures, when only latency critical SCs

are deployed (in our case OG).

Finally, for the heterogeneous traffic scenario, shown in Fig. 7.1(e), all protection

scenarios are possible starting from 8 CPU cores per NFV-node and lead to infeasible

solution at 2 CPU cores per NFV-node. With respect to the OG case, we observe

that when SCs with different requirements are deployed, protection against single-

link failures on-site can be provided starting from 8 CPU cores per NFV-node. In

general we observe that the heterogeneous traffic scenario requires more resources

with respect to the homogeneous scenarios, but meets latency requirements while

allowing a better VNF consolidation. This means that deploying SCs with different

latency requirements and can guarantee resiliency with a small number of CPU cores

per NFV-node, and consequently less failure impact within NFV-nodes.

Effect of node capacity

In terms of capacity, we observe that for WS (Fig. 7.1(a)) and heterogeneous de-

ployment of SCs (Fig. 7.1(e)) increasing node capacity, the off-site redundancy pro-

tection strategies decrease the number of active NFV-nodes from 69% up to 96%

for WS and from 52% up to 120% for heterogeneous deployment, with respect to

the unprotected scenario. Wherease, for the on-site redundancy protection scenario

(Vl-P), we observe that increasing the capacity more than 6 and 8 CPU cores, for

WS and heterogeneous traffic scenarios, respectively, does not bring any benefit in

terms of consolidation. This is mainly due to the fact that consolidation of VNFs

is limited by the context switching latency. The same claim is valid for the VoIP

and VS SCs (Fig. 7.1(b), 7.1(c)), where we observe that increasing node capacity

more than 6 CPU cores per node does not effect the amount of active NFV-nodes,

where it leads to a feasible solution. Finally, comparing the outcome obtained for
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Figure 7.1 Comparison of the proposed protection scenarios for different latency

requirements

VoIP and VS SCs, shown in Fig. 7.1(b) and Fig. 7.1(c) we observe that the impact

of the different bandwidth requirements of both SCs is slightly noticeable (around

2%). Later in this section we relax the constraint on the number of parallel requests

that a VNF instance can serve and evaluate the impat of bandwidth requirement on

both SCs, under different values of node capacity and different optimization targets.

In general, for both traffic scenarios, we observe that VNF consolidation is limited

by latency, as consolidating more VNFs into less nodes would increase the impact of

context switching latency.

Impact of node capacity on the average hop count

We analyzed the impact of node capacity on the average length of primary/backup

physical paths of all proposed protection strategies. In Fig.7.1(f) we show the prima-

ry/backup paths lengths when 2 Web Service (WS) SCs are deployed. These results

were obtained by averaging the paths lengths of 5 start/end point pairs randomly se-

lected and tested for all protection scenarios. We observe that at the increasing of

node capacity the length of the primary path does not change significantly, for all

protection strategies. For backup paths, we observe that increasing node capacity
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does not mean reducing backup paths lengths. This is shown by the fact that allow-

ing more than 5 CPU cores per NFV-node does not reduce the average backup path

length, meaning that a trade-off between consolidation of VNFs and the average path

length exist.
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Figure 7.2 result comparison of two objective functions when deploying 2 SCs with same

latency requirement and different bandwidth requirements

Impact of different optimization targets

We consider the VNF placement of two different SCs, with the same latency require-

ments but different bandwidth requirements (VoIP and Video Streaming), when the

optimization target is to consolidate VNFs (CON) and when optimizing with the ob-

jective of balancing the load on physical links (LB). We run the ILP model for E2E-P

for different number of users and different values of node capacity. The objective here

is to analyze the effect of increasing number of users (we consider that the 2 SCs ag-

gregate the traffic all the users at each ILP run) on the average link occupation and on

the number or active NFV-nodes when different objective functions are targeted. In

addition, for this set of experiments, we assume that the data-rate between different

VNFs of the same SC is fixed, and relax the constraint in eq (6.6i), which limits the

maximum number of parallel requests that a VNF instance can serve.

To solve the ILP model with load balancing objective, we use the same formulation

in 6 for the E2E-P, define an integer variable µ ∈ [0, 1] to account for the maximum

load of any edge and substitute the objective function (eq 6.1) and the link capacity
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constraint (eq 6.6c) with the objective function and link capacity constraints in eq

7.1a and eq 7.1b, respectively:

Minimize µ (7.1a)
∑

c∈C
(u,u′)∈Gc

x,v∈V

(wc
v,v′,x,y,u,u′ + pcv,v′,x,y,u,u′) · βu,u′ ≤ Cv,v′ · µ ∀(v, v′) ∈ E

(7.1b)

In Fig. 7.2(a) and Fig. 7.2(c) we show the average link occupation for the VoIP and

VS SCs and compare the average number of active NFV-nodes for both optimization

targets in Fig. 7.2(e), when each NFV-node is equipped with 2 CPU cores. In case

of VoIP, LB shows a decrease in average link utilization from 28% up to 38% at the

expense of triplicating the number of NFV-nodes with respect to results obtained in

CON. Whereas, in case of VS, LB decreases the load on physical link from 27% up

to 37% while doubling the number NFV-nodes with respect to CON. We also observe

that the number of NFV-nodes activated for both VoIP and VS under CON does not

change, independently from the number of users. Generally, we observe that the VoIP

activates 60% less NFV-nodes than VS. Instead when targeting LB, VoIP activates

up to 10% NFV-nodes, which is due to the different bandwidth requirements of VoIP

and VS.

In the second set of experiments we increase the node capacity by factor of three

and show the average link occupation for VoIP and VS in Fig. 7.2(b), and 7.2(d),

respectively. We observe that when deploying VoIP, both objective functions lead to

the same average link utilization, at high number of users, as shown in Fig. 7.2(f).

Whereas, in case of VS, the gain obtained from LB ranges between 12% and 20%,

as shown in Fig. 7.2(b). In terms of NFV-nodes, the increase of node capacity trans-

lates into better consolidation. Both SCs, reduce the amount of active NFV-nodes

under CON by a more than 3 times and activate the minimum amount of NFV-nodes

needed to support E2E-P. This is mainly due to the fact that whenever a VNF in-

stance is activated is can be used by all SCs requesting it. This causes the paths used

to concatenate the VNFs to be longer, which explains also the reason why both SCs

achieve low gain from LB when node capacity is high.

We generally, observe that LB is beneficial for low values of node capacity, while

CON brings more benefit when NFV-nodes are equipped with a higher number of

CPU cores.
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Conclusion

In this work we proposed three different protection strategies to provide resilient SCs

deployment against single-node, single-link, single-node/link failures. We reported

the formulation for all the design scenarios, solved the ILP models considering a

small number of SCs with different latency requirements, and found that a trade-off

between node capacity and latency of the deployed SCs. Moreover, We analyzed the

effect of NFV-nodes capacity on the average primary/backup paths lengths. Finally,

we solved one of the proposed ILP models considering two different SCs with equal

latency constraints and different bandwidth requirements, under two conflicting ob-

jectives to analyze the effects of bandwidth requirements on the distribution of VNFs.

In our small-scale scenario, we found that:

• In order to provide resiliency to SCs against single-link and single-node failures

twice the number of NFV-nodes are needed with respect to the unprotected scenar-

ios and the case where only single-link failures are targeted.

• Increasing node capacity does not cause the reduction of the average path lengths.

• Bandwidth intensive SCs benefit more from consolidation when the node capacity

is high, while load balancing is beneficial at small values of node capacity.

Future steps of this work aim at solving the problem of SCs provisioning under dy-

namic conditions, while targeting the optimization of different cost functions. We

also aim at extending the proposed models with a shared protection scheme.
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