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ABSTRACT

Research and development on network sur-
vivability has largely focused on public switched
telecommunications networks and high-speed
data networks with little attention on the surviv-
ability of wireless access networks supporting
cellular and PCS communications. This article
discusses the effects of failures and survivability
issues in PCS networks with emphasis on the
unique difficulties presented by user mobility
and the wireless channel environment. A simula-
tion model to study a variety of failure scenarios
on a PCS network is described, and the results
show that user mobility significantly worsens net-
work performance after failures, as disconnected
users move among adjacent cells and attempt to
reconnect to the network. Thus, survivability
strategies must be designed to contend with spa-
tial as well as temporal network behavior. A
multilayer framework for the study of PCS net-
work survivability is presented. Metrics for quan-
tifying network survivability are identified at
each layer. Possible survivability strategies and
restoration techniques for each layer in the
framework are also discussed.

INTRODUCTION
Wireless networks have been growing rapidly in
the past years to support increasing demands for
mobile communications. The majority of recent
wireless networks function as wireless access net-
works to provide mobile users with untethered
access to resources that reside primarily in a
wired network. Typical wireless access networks
include analog and digital cellular phone/person-
al communications services (PCS) networks,
wireless local area networks, and mobile wide-
area data services (e.g., General Packet Radio
Service, GPRS). Among those, mobile cellular
and PCS networks currently represent the fastest
growing sector with a current emphasis on

mobile data services. In general, the flexibility
provided by mobility has satisfied users of cur-
rent wireless networks, despite the lower quality
and reduced service offerings as compared to
wired networks. Research is ongoing to extend
the scope of services made available to mobile
users to achieve the “anytime, anyplace, any
form” communications vision. This vision is to
provide voice, data, and multimedia services to
users regardless of location, mobility pattern, or
type of terminal used for access. As societal
dependence on mobile terminals increases, users
will demand the same system functionality, in
terms of reliable service, that is characteristic of
today’s wireline-based telecommunications and
data networks. This implies that failures that
inhibit communications or result in loss of criti-
cal data will not be tolerated.

The critical importance of providing commu-
nication service in the face of failures has been
recognized in the public switched telephone net-
work, and a great deal of attention has been
paid to making these networks survivable and
self-healing. However, little emphasis has been
placed on understanding or improving the sur-
vivability of wireless access networks. The unique
aspects of wireless access networks (e.g., user
mobility, wireless channel, power conservation)
suggests that survivability techniques for wired
networks may not be directly applicable. Surviv-
ability is used to describe the available perfor-
mance of a network after a failure. A
survivability analysis measures the degree of
functionality remaining in a system after a fail-
ure, and consists of evaluating metrics that quan-
tify network performance during failure
scenarios as well as normal operation. A variety
of failure scenarios can be defined, determined
by the network component that fails and its loca-
tion. Examples of failure scenarios in
cellular/PCS networks would include failure of a
base station, loss of a mobile switching center,
and loss of the link between a base station and a
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mobile switching center. Metrics used to assess
the survivability of a network focus on network
performance and traffic restoration efficiency.
For example, call blocking probability and percent
failed demand restored are typically used in cir-
cuit-switched networks. The results of a surviv-
ability analysis are typically used to guide the
network design and protocol development in
order to provide fault tolerance.

Survivable network design refers to the incor-
poration of strategies into a network to mitigate
the impact of failures. Strategies to improve net-
work survivability can be classified into three
categories:
• Prevention
• Network design and capacity allocation
• Traffic management and restoration
Prevention techniques focus primarily on
improving component and system reliability.
Some examples are the use of fault-tolerant
hardware architectures in network switches and
provisioning backup power supplies for network
components (e.g., backup batteries at cell sites).
Network design and capacity allocation tech-
niques try to mitigate system-level failures such
as loss of a network link by placing sufficient
diversity and capacity in the network topology;
for example, designing the topology and deter-
mining the capacity of links in a backbone net-
work so that the network can carry the projected
demand even if any one link is lost due to a fail-
ure. Traffic management and restoration proce-
dures seek to direct the network load such that a
failure has minimum impact when it occurs and
that connections affected by the failure are
restored while maintaining network stability. An
example is the use of dynamic fault recovery
routing algorithms to make use of the spare
capacity remaining after a failure.

The “ideal” survivability goal is to make a
network failure imperceptible to the user by
providing service continuity and minimizing net-
work congestion. Cost is always an issue, and
the challenge is to provide an acceptable level
of service for a set of failure scenarios in a cost-
effective manner. A body of literature exists on
survivability techniques for circuit-switched net-
works, asynchronous transfer mode (ATM) net-
works, and wavelength-division multiplex
(WDM) networks, and there is emerging litera-
ture on the survivability of next-generation
Internet (NGI) networks. However, relatively
little research has been done on survivability for
wireless access networks. Survivable network
architectures and fault recovery protocols must
be developed specifically for wireless access net-
works to support reliable services in this emerg-
ing technology.

Initial papers have mainly focused on
database survivability in mobile cellular networks
[1–3]. This work develops checkpoint algorithms
and database restoration techniques to minimize
the impact of location database failures. In [4,
5], algorithms for the design of a survivable
topology for the landline portion of PCS net-
works are presented. However, the approach
and assumptions used in the article were identi-
cal to techniques used in wired backbone net-
works and did not include any of the unique
aspects of wireless networks (e.g., user mobility).

In [6–8], various survivability issues in wireless
mobile networks were studied, such as types of
component failures and mitigation strategies,
metrics for characterizing outages, and surviv-
ability frameworks for wireless networks.

In this article we present a general overview of
survivability issues in PCS networks, a framework
for the study of wireless access network survivabil-
ity, and results of a sample survivability analysis of
a Global System for Mobile Communications
(GSM) network. The simulation results given here
show that user mobility can significantly degrade
network performance after failures occur and that
one must include the effects of mobile users when
developing survivability mechanisms.

A WIRELESS ACCESS
NETWORK ARCHITECTURE

A generic second-generation wireless access net-
work architecture for supporting mobile com-
munications is illustrated in Fig. 1. The
architecture shown illustrates what is typical of
current cellular/PCS networks. A wireless access
network usually covers a large geographical ser-
vice area partitioned into many small regions
called cells. Each cell is served by a base station
(BS) that serves as a fixed access point for all
mobile terminals (MTs) within the cell. The BS
terminates the wireless communication links (or
channels) to the user on the network side of the
user-to-network interface. The wireless links
between the BS and MTs within a cell are digi-
tal and employ either time-division multiple
access (TDMA) or spread-spectrum code-divi-
sion multiple access (CDMA) techniques. The
network may include base station controllers
(BSCs), which manage a group of BSs and doe

■ Figure 1. Wireless access network architecture.
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radio-level channel management and call hand-
off assist. The BSs and BSCs are connected to
backbone networks via mobile switching centers
(MSCs). The MSC is connected to both the
transmission networks and the signaling net-
work, which uses signaling system 7 (SS7) for
network control. The MSC provides switching
functions, and coordinates location
tracking/updating and call delivery. Associated
with the signaling network and MSCs are
databases to support user and service mobility
(e.g., authentication and roaming). These
databases include a home location register
(HLR), visitor location register (VLR), and nor-
mally an equipment identity register (EIR) and
authentication center (AUC). The HLR con-
tains user profile information such as the types
of services subscribed, billing information, and
location information. The VLR stores informa-
tion about the mobile users visiting an associat-
ed MSC coverage area. The communications
links between the BS, BSC, and MSC are typi-
cally wireline or fixed microwave links.

A SURVIVABILITY FRAMEWORK
The typical wireless access network shown in
Fig. 1 is quite different from the typical wired
telephone network. First it has a root-branch-
leaf topology, with the MSC at the root. For the
network to be survivable, alternate routes must
exist between the network components with
appropriate traffic restoration methods, or intel-
ligent spare components must be provisioned
(e.g., spare link between BS-BSC with automatic
protection switching at endpoints). Note that the
network design and restoration protocols must

take into account the unique aspects of wireless
access networks. Unlike wired networks, surviv-
ability techniques in wireless access networks
must deal with user mobility, power conservation
in mobile terminals, security (encryption and
authentication), the poor quality of radio links
(in comparison to wired equivalents), and chan-
nel capacity that is limited by a regulated fre-
quency spectrum. Survivability issues in wireless
networks must take into account these unique
characteristics, especially user mobility, which
can significantly degrade network performance
after failures occur. Therefore, existing surviv-
ability techniques that have been successfully
developed for wired networks may not be direct-
ly applicable to wireless access networks. In
order to facilitate survivable analysis and design
of wireless access networks we have developed a
survivability framework similar to the approach-
es of [7, 9] for wired backbone networks. Our
survivability framework [6, 10] for wireless access
networks consists of three layers with survivabili-
ty strategies possible at each layer. The three
layers are termed access, transport, and intelli-
gent. Note that the logical layers defined here
are independent of the physical implementation
of the network. Each of the three layers are
characterized by network functions, network
components, and communication links, as illus-
trated in Table 1.

The access layer has two sublayers, the radio
and link levels, in order to distinguish between
the wireless component and the landline por-
tion. The access layer at the radio level defines
the physical interface for communication over
their wireless links within a cell. This includes
the mobile terminal and BS wireless communi-

■ Table 1. Wireless access network survivability layers.

Layer Components Communication links Function

Access radio Mobile units, Digital radio channels with Define physical interface for
level base stations TDMA, FDMA, or CDMA radio communication

Access link level Base stations, Wireline links and/or terrestrial BS cluster management,
BS controllers microwave radio channel management

Transport BS, BSC, MSC, Wireline links and/or terrestrial Call/connection management,
signaling network microwave, SS7 wireline links mobility management

Intelligent MSC, HLR, VLR, EIR, Wireline links and/or terrestrial Service management,
AUC, signaling network microwave, SS7 wireline links mobility management

■ Table 2. Typical failure scenarios and survivability metrics at each layer.

Layer Failure scenario Potential impact Possible metrics

Access Loss of BS Partial/full service loss in cell, Call blocking probability,
increased traffic in cells adjacent forced call termination probability
to failure

Transport Loss of BSC-MSC Partial/full service loss in a cluster Call blocking probability, 
link of cells, forced call termination probability,

increased traffic in cells adjacent call setup delay, call release delay,
to failure paging/location update/registration delays

Intelligent Loss of VLR Loss of roaming service in a MSC Lost user load  (Erlangs),
coverage area database access delay,

information accuracy probability
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cation scheme for multiple access, modulation,
error correction, control channels, and so on.
The access layer at the link level includes the
BSs, BSC, and radio resource management
schemes (e.g., channel allocation and handoff).
The transport layer supports call management
functions (e.g., connection setup/teardown) and
mobility management (e.g., location tracking)
functions using the landline interconnection of
BS, BSC, and MSC, with the MSC as the prima-
ry controller. The MSC at the transport layer
uses the signaling network and services provided
by service data management functions, imple-
mented at the intelligent layer, to support call
and mobility management. The intelligent layer
supports service data management functions to
provide the transport layer access to system
databases (HLR, etc.) using SS7 signaling pro-
tocols. Together the three layers of Table 1 sup-
port network mobility with respect to terminals,
users, and services.

Given the framework above to conduct a sur-
vivability analysis, one must identify perfor-
mance-oriented survivability metrics along with
techniques for evaluating the metrics over vari-
ous modes of operation. The modes of operation
include normal, single-failure, and multiple-fail-
ure modes. Table 2 lists examples of possible
survivability metrics and sample failure condi-
tions at each layer in the framework, along with
some of the potential impacts of a failure in
terms of the area affected and network service
disruption.

At the access layer, a typical failure would be
the loss of a BS, with appropriate survivability
metrics of call blocking probability and forced
call termination probability. The call blocking
probability measures the percentage of call
requests turned down due to lack of resources,
where as the forced call termination probability
measures the percentage of calls that are prema-
turely terminated, including those dropped at
handoff. At the transport layer a typical failure
would be the loss of a BSC-MSC link, resulting
in loss of service to a cluster of cells. Appropri-
ate metrics include call blocking probability and
forced call termination probability, as in the
access layer case. Since a large number of users
are affected by the failure and may attempt to
reconnect, one must also consider metrics such
as the call setup delay, call release delay, and
location update delay among other metrics listed
in Table 2. Such metrics are defined for an entire
MSC/VLR coverage area and have target mean
and .95 percentile values recommended by the
International Telecommunication Union (ITU).
At the intelligent layer a possible failure sce-
nario would be the loss of a VLR database,
resulting in partial or complete loss of roaming
service in a VLR/MSC coverage area. Possible
survivability metrics would include the lost user
load (i.e., user lost Erlangs) and the information
accuracy probability at the HLR. The informa-
tion accuracy probability measures the percent-
age of queries to the HLR that result in accurate
responses (e.g., location information request).

To illustrate the difficulties encountered in
designing survivable wireless access networks
given the framework above, we report some
sample results of a simulation-based survivability

analysis. In the survivability analysis we consid-
ered a variety of failure scenarios at each layer
in the framework above, and measured both the
transient and steady state impact of the failure
on the survivability metrics of Table 2. Note that
in order to see the area affected by a failure one
must consider both the steady state and transient
network performance of the network after a fail-
ure. Transient conditions occur after a failure
due to a combination of delays in detecting a
fault, reporting it, and invoking restoration algo-
rithms; coupled with increased call initiation
requests from disconnected users attempting to
reconnect in circuit-switched networks or
dropped packets needing retransmission in pack-
et networks. The importance of transient condi-
tions after a failure has been documented for
circuit-switched, packet-switched (both connec-
tionless and connection-oriented), and signaling
networks. In wireless access networks, user
mobility only worsens transient conditions as dis-
connected users move among geographical areas
to attempt to reconnect to the network.

A SAMPLE SURVIVABILITY ANALYSIS
We have developed a simulation model to study
the impact of various failure scenarios in the
wireless access network of Fig. 1 as follows. Con-
sider a typical GSM network serving a medium-
sized city; we assume that a mobile network has
100 cells/MSC with 1 VLR, 20 BSCs, and 9 loca-
tion areas (LAs), as shown in Fig. 2. In the fig-
ure the locations of the BSCs are denoted by the

■ Figure 2. The simulation model.
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20 numbers in larger font size, and the cells con-
trolled by the BSC are outlined with a heavy
black line. For example, BSC 5 controls the set
of cells numbered {36, 26, 31, 41, 46}. The loca-
tion areas are marked by the two long horizontal
and vertical lines in Fig. 2. The cell radius for a
BS is 3 km. In North America, the GSM system
has 124 radio channels that are equally divided
into two set of channels for different network
providers in the same service area. Thus, we
assume the system in the simulation model has
62 radio channels, with a frequency reuse cluster
size of 7. Therefore, in a cluster of cells, there
are 6 cells with 9 radio channels/cell, and one
cell with 8 radio channels/cell. A GSM radio
channel has eight time slots, and there is one
control channel/cell. This results in an average of
70 traffic channels/cell.

To represent user mobility, we adopted the
random mobility model. Specifically, the users
are randomly placed in the network, and the dis-
tance from the base station in a cell and direc-
tion of movement are randomly selected. The
speed of a user is constant within a cell and is
uniformly distributed between 0 and 80 km/h.
When a user crosses a cell boundary their direc-
tion of movement is again chosen randomly, and
a new speed is selected randomly as well. In the
simulation model, two types of calls are generat-
ed. They are mobile-originated calls (MOCs)
and mobile-terminated calls (MTCs). The per-
centage of each call type is 70 percent MOC and
30 percent MTC. We assume that calls arrive to
the system according to a Poisson process, and
the calls have an exponentially distributed hold-
ing times with a mean of 120 s. For 2 percent
call blocking with 70 traffic channels, each cell
can support a load of about 59.1 Erlangs. The
total number of subscribers in the system is set

at 100,000. In order to meet the target ITU
benchmark mean delays [11] in processing a call
handling request (1 s) and a location update (2
s), we scale the processing time and set related
parameters in this simulation model as follows:
the post-selection delay is 58.4 ms, the location
id query processing time is 8 ms, and the loca-
tion update processing time is 9 ms.

Using the simulation model, a variety of
failure scenarios have been studied with
detailed results given in [10]. Typical results
for the case of the failure of four disconnected
cells and a BSC-MSC link failure, which results
in the failure of a cluster of seven cells, are
shown in Table 3.  The mean performance
results for the network 10 min post failures are
given in the table. Some of metrics used to
evaluate the effects of failures are the MOC
blocking probability, the MTC blocking proba-
bility, and the mean location update time for
the entire MSC service area. In our simulation
after network failures, both the mobile user
and PSTN user will make one attempt to recon-
nect interrupted calls.

From the mean results in Table 3, it is obvi-
ous that the MOC and MTC blocking rate
increase as the number of failed cells increases
because of the greater number of users affected.
In general, the MTC blocking probability is
higher than the MOC blocking probability
because there are other factors involved (e.g.,
the paging operation failed to reach the called
terminal). For the mean location update delay,
the time in case of failures is greater than that
of no failure. However, the location update
delay for BSC-MSC link failure is less than the
delay in the case of four cells failed. This is
because the number of requests to VLR in the
case of BSC-MSC link failure is less than in the
other. When mobile terminals enter the failed
cells, they do not trigger a location update.
Therefore, the location update delay at VLR
reduces as the number of requests to VLR
decreases. Based on our study of many failure
scenarios, several interesting observations are
identified as follows:

¶The impact of a failure is greater than the
area where coverage is lost. For example, the
mean location update delay of four cell failure
cases increases from 0.25 to 5.23 s for the entire
MSC service area after the failure.

■ Table 3. Mean results for 10 minutes post failure.

Metric No failure Four cells failure BSC-MSC link failure

MOC blocking (%), Po 1.64 9.57 15.5

MTC blocking (%), Pt 7.29 16.3 22.6

Location update delay 0.257 5.23 3.85
(s), LD

■ Table 4. Typical survivability strategies.

Layer Robustness and redundancy Traffic restoration

Access radio level Spare RF components, Load sharing protocols,
overlapping/scalable cells dynamic channel allocation,

adaptive channel quality protocols

Access link level Spare BS-BSC link, Automatic protection switching,
multihoming BS to BSCs, dynamic rerouting protocols,
ring topology for BS-BSC interconnect self-healing rings

Transport Spare BSC-MSC link, Automatic protection switching,
ring topology for BSC-MSC interconnect, self-healing rings,
multihoming BSC to MSCs dynamic rerouting,

call gapping

Intelligent Physical diversity in signal networking links, Dynamic routing,
physical database diversity checkpoint protocols
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¶The transient behavior, which takes place
during a time period immediately following a
failure, is important. During the transient peri-
od, those users whose calls were prematurely
terminated attempt to reestablish the calls at
the same time. This incident will cause network
congestion and increase the call blocking prob-
ability. The performance metrics can exceed the
ITU recommended benchmarks for long peri-
ods of time.

¶The shape of the failed area contributes to
the effects of the failure in the network. We
found that failures of separated cells are worse
than failures in a cluster of adjacent cells. For
example, the failure of seven cells, cells 18, 23,
47, 49, 63, 79, and 82 in Fig. 2, have handoff call
blocking rate Ph = 13 percent and location
update delay LD =4.16 s, while a BSC-MSC link
failure that affects a cluster of seven cells has Ph
= 6.6 percent and LD = 3.85 s.

¶The location of failures also matters. For
example, the failure of nonboundary location
area cells is worse than those of location area
boundary cells. Consider the case of 4 non-
boundary location area cells that fail at cells 47,
49, 53, and 89 in Fig. 2; this results in a MTC
setup time of 7.2 s, while the case of 4 boundary
cells that fail at cells 32, 42, 72, and 74 results in
a MTC setup time of 3.5 s.

¶User movement is very important. For exam-
ple, deterministic movement was found to be
worse than random movement. Deterministic
movement is the case where all users disconnect-
ed by a failure move in a fixed pattern to adja-
cent cells. This is consistent with a highway
movement pattern and can result in longer tran-
sient periods after failures. In addition, the
speed of user movement can significantly worsen
the performance metrics. For example, in the
case of random movement with two cell failures,
the user speed of 0–80 km/h has a MTC block-
ing rate Pt = 11.8 percent, whereas a user speed
of 10–100 km/h results in Pt = 34.8 percent.

¶User behavior matters. In our previous
study, we assumed that each party of the failed
connection attempts to reconnect one time.
However, behavior in real networks indicates
that both parties try two to three times to recon-
nect before giving up.

From the simulation results and observations
described above, several unique characteristics,
especially user mobility, in wireless mobile net-
works play an important role in the event of fail-
ures. Therefore, survivability strategies must be
incorporated into the network to minimize the
effects of failures. In the following section, sur-
vivability strategies and restoration techniques
for each layer of the framework are presented.

SURVIVABILITY STRATEGIES
In general, survivability techniques can be
deployed at each layer of the framework of
Table 1 for specific failure scenarios. Examples
of the types of survivability strategies possible at
each layer are listed in Table 4.

At the access layer radio level the primary
failure to be guarded against is failure of the
wireless link to the user. Due to the constraints
of a regulated frequency spectrum, allocation of

spare radio channels for use in case of failure
decreases the radio channel capacity available
during normal operating modes, and such an
approach is not economically feasible. A possi-
ble approach discussed in detail in [12] is to
design the network with an overlapping cell site
architecture along with frequency reuse parti-
tions, a dynamic channel allocation algorithm,
and adaptive power control to provide dual
homing at the wireless link level. A cell site
architecture with overlapping coverage area for
radio-level survivability is shown in Fig. 3a.
Each hexagon represents a cell with the BS in
the center of cell. Each BS supports two groups
of radio channels, namely short-haul and long-
haul channels. The short-haul channels are used
within the small circle, while the long-haul chan-
nels cover areas of the larger circle. Ideally, the
cell size and coverage areas of both radio chan-
nel groups are selected so that all MTs can
access at least two channel groups. This means
each mobile terminal can access either long-
haul channels from at least two BSs or short-
haul and long-haul channels from the same BS.
Therefore, the greater overlap provides more
access channels to each MT, but it also increas-
es co-channel interference.

At the access layer link level and transport
layer, the primary concern is component/link
failure in the landline portion of the network.
Traditional survivability strategies such as a
mesh-type architecture, automatic protection
switching, and self-healing rings can be applied

■ Figure 3. Survivability strategies for wireless access networks.
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with some modifications to accommodate unique
features such as the mobility of users in wireless
networks. For example, at the access layer link
level all of the BSs in a cluster together with
their associated BSC could be connected with a
self-healing ring. Similarly, at the transport layer,
a mesh-type architecture between BSCs and
MSCs with at least dual homing of every node
could be adopted along with appropriate traffic
restoration protocols. An example of employing
self-healing ring architecture between an MSC
and multiple BSCs in a wireless access network
is illustrated in Fig. 3b.

Lastly, at the intelligent layer the primary
components are system databases such as HLR
and VLR. Survivability strategies such as database
diversity together with checkpoint protocols [1] or
hot standby databases could be deployed to pro-
vide robustness against database failures.

Survivability strategies at each layer of the
framework are generally suitable for different
network structures and failure scenarios. Due to
the complexity of network architecture and
unique characteristics of wireless mobile net-
works, it may not be adequate to utilize a specif-
ic technique by itself to fully guard against
network failures. Multiple survivability strategies
can be jointly used at different layers.

CONCLUSIONS
In this article we present a sample survivability
analysis of a PCS network. Unique characteristics
in wireless mobile networks, especially user mobil-
ity, can significantly worsen network performance
after failures. Unlike wired networks, the impact
of a failure in a wireless network depends on a
variety of factors like the location and shape of
the failed area, user mobility, and user behavior.
A multilayer survivability framework is presented
to facilitate survivable wireless network design.
This framework includes metrics for quantifying
network survivability, possible survivability strate-
gies, and restoration techniques for each layer.
Additional work is needed on survivable network
topology design and specific fault recovery proto-
cols. Note that the survivability framework and
analysis presented here focus on voice service net-
works. With emerging 2.5G and 3G data services
in wireless mobile networks, the survivability
framework will need to be modified to consider
characteristics of mobile data networks. For
example, the rate of packet loss can be used as a
survivability metric for data services instead of
call blocking rate in voice services, and the
retransmission of lost packets must be considered
in sizing spare capacity.
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