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Abstract—Networks of Hybrid Automata are a clean modelling  feasibility of an MSC over a given HA network are based on
framework for complex systems with discrete and continuous specialised bounded model checking techniques, and fatus o
dynamics. Message Sequence Charts (MSCs) are a consolidhte gfficiantly constructing traces of the network that witnéiss

language to describe desired behaviours of a network of intact- . .
ing components. Techniques to analyse the feasibility of aMSC MSC behaviour. Unfortunately, these techniques are urtable

over a given HA network are based on specialised bounded motle deal with the unfeasibility of the MSC, i.e. the case where no
checking techniques, and focus on efficiently constructingraces trace of the network satisfies the MSC.

of the network that witness the MSC behaviour. Unfortunatey, In this paper, we tackle the problem of MSC unfeasibility,
these techniques are unable to deal with the “unfeasibility of along two main directions: first, we propose specialiseti-tec

the MSC, i.e. that no trace of the network satisfies the MSC. . ¢ that MSC th tisfied b ¢
In this paper, we tackle the problem of MSC unfeasibility: niques (o prove that an cannot be salishied by any trace

first, we propose specialised techniques tprove that an MsC ~ Of a given HA network; second, we show how to explain why
can not be satisfied by any trace of a given HA network; second, an MSC is unfeasible.
we show how toexplain why an MSC is unfeasible. In order to prove unfeasibility, we propose a specialised

The approaph is cast in an SMT—baseq verification framework, algorithm, which generalises k-induction to deal direatigh
:Jns'tnh%ar:gfxgqurzeg%gﬂiz’ngzzriLgit';?]zfggliig;:geIf"g?(tjaer the structure of the MS_C. The search is_ structurgd ar_ound the
to prove unfeasibility, we generalise k-induction to deal vth €vents in the MSC, which are used as intermediate “islands”.
the structure of the MSC, so that the simple path condition is In addition to are-simplifying the encoding of the fragmeeat
localised to each fragment of the MSC. The explanations are the MSC between events, we apply the simple path condition
pg‘i’:]’itgeg . fif]efoer\rj‘e“r:?se c;? tthh: '\‘gica:'egnéeggse”;ir?grattgz tl'Jr:lﬁ to each fragment, so that the encoding length of each fragmen
Snsatisfiable core extraction and intérpolation. A% expennental g's no longer increased as soon _as we detect tha_t no new
evaluation demonstrates the effectiveness of the approacm States can be reached. The MSC is deemed unfeasible for the
proving unfeasibility, and the adequacy of the automaticdy network when no fragment can be further extended. To help
generated explanations. convergence of induction, we exploit invariants discodeoy
applying discrete model checking on an abstraction of the
HAs.

Complex embedded systems (e.g. control systems for rail-In order toexplain why an MSC is unfeasible, our approach
ways, avionics, and space) are made of several interac&n generate various information. One is a subset of the MSC
ing components, and feature both discrete and continuahat is itself unfeasible for the network, which helps tousc
variables. Networks of communicating hybrid automata [1€n a subset of the messages, and on the HA in the network that
(HAs) are increasingly used as a formal framework to modate involved. Another one is a set of timing conditions over t
and analyse the behaviour of such systems: local actiwifiesevents in the MSC, which are themselves sufficient to coreclud
each component amount to transitions local to each HA; conmfeasibility. The explanations are provided as formulae i
munications and other events that are shared betweenévisiinear arithmetic, constraining the assignments to théatbes
for various components are modelled as synchronisingitransepresenting (some of) the time points of the events of the
tions of the automata in the network; time elapse is modell®&iSCs. To the best of our knowledge, this is the first work
as implicit shared timed transitions. explaining MSC unfeasibility. We remark that here we are

A fundamental step in the design of these networks is tlying to provide diagnostic information in case offalse
validation of the models performed by checking if they a¢cepxistential property, and thus the traditional diagnostics used in
some desired interactions among the components. The lamdel checking for universal properties (e.g. simulatiaces)
guage of Message Sequence Charts (MSCs) and its extensyfnesides no help.
are often used to express scenarios of such interaction€sMS The technical underpinning of this work is the “local time”
are especially useful for the end users because of theityclasemantics [6] for HAs, which exploits the fact that automata
and graphical content. can be “shallowly synchronised”. The intuition is that each

The ability to check whether a network of HAs may exhibitomaton can proceed based on its individual “local timeescal
behaviours that satisfy a given MSC is an important featutmless they perform a synchronising transition, in whicheca
to support user validation. Efficient techniques to analyee they must realign their absolute time. The framework allows
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to reason locally about the simple path conditions for eache ¢ :@Q — P(X) is the invariant condition,
process, and also to extract more structured explanationss 6 : R — P(X, X’) is the jump condition,

possibly not involving all the processes in the network anghere P represents the set of predicates over the specified

the MSC events.

variables.

We implemented the approach and carried out an extensives | jnear HA (LHA) is an HA where all the conditions

evaluation, over a wide set of networks and benchmark MS

G¥e Boolean combinations of linear inequalities and the flow

The new approach is able to effectively refute MSCs, Sigpnditions contain variables ifX only. We assume also
nificantly outperforming the corresponding approachedasiyat the invariant conditions of a LHA is a conjunction of

on automata construction, and to provide interesting expla
tions.

inequalities.
A network H of HAs is the parallel composition of two

The paper is structured as follows. In Section II, we presegf nore HAs. We consider the local-time semantics, which is

some background on networks of HAs, on SMT, and on k

squivalent to the standard global-time semantics of [1id, b

induction. In Section Il-A, we describe the language we USfisiead of synchronizing the components on a shared timed

to describe the scenarios and the SMT encoding based
their structure. In IV we discuss MSC-direct induction.

&Rnt, it enriches all shared events with time-stampsp4ntr

Iyuces local timed events, and synchronizes the components o

V we discuss method to find explanations of unfeasibilitghareq events forcing the time-stamps to be equal [6], [10].
In Section VI we discuss related work. In Section VIl we |, the following, we consider a network = H||...||H

experimentally evaluate our approach. In Section VIl wavdr
some conclusions.

Il. BACKGROUND
A. Networks of hybrid automata

A Labelled Transition System (LTS) is a tuple(@, A, Qo, R)
where @) is the set of statesd is the set of actions/events
(also called alphabet)p)y C @ is the set of initial states,
R C Q x A x Q@ is the set of labeled transitions.

A trace is a sequence of events = ay,...,a; € A*.
Given A’ C A, the projectiomu) 4. of w on A’ is the sub-
trace ofw obtained by removing all events in that are not
in A’. A path = of S over the tracew = ai,...,ax € A*
is a sequencgy = ¢1 3 ... %5 ¢, such thatg, € Qo and,
(gi—1,a;,¢;) € R for all i such thatl < i < k. We say that
T acceptsw.

The parallel composition S;[|S, of two LTSs S;
<6217 Al, Qol, R1> and Sy = <Q2, Ag, QQQ7 Rg) is the LTS
(Q1 x Q2, A1 U A2, Qo1 X Qoz, R) where:

R ={({q1.42). 0, {d}.45)) [{ar. 0, ;) € Ry, (42,0, 4}) € R}
U{<<Q1, q2>7 a, <q/13 q2>> | <Q17 a, q/1> € Ria ¢ AQ}

U{<<QIaq2>7 a, <q11q/2>> | <q27 a, q/2> € R27 a ¢ Al}
The parallel composition of two or more LTS5|| ... ||Sn

is also called aetwork. If an event is shared by two or more

of HAs with H;, = <Ql, Ai, Qol‘, R;, X;, Wiy iy gi, 91> such that
forall 1 <i<j<nX;,NnX;=0.e. the set of continuous
variables of the hybrid automata are disjoint).

The local-time semantics (or time-stamps semantics) &f
is the network of LTSSV octive (H) = S1| - - - ||Sn with S; =
(Qr, AL, QL R where:

o Qi={(g.7,t) | ¢ € Qi,T € RIXil [t € Ry},

. A; = {(a,t} | a € Ai,t S RZO} @] {T||V|E1'},

o Qo =1{(¢,7,0) | ¢ € Qui,T € 1i(q)},

« B = {{(¢.7,1),(a,1),(¢, T,1)) | (g,a,q) €
R, (T.7') € 0i(q,a,4"),T € &(q), T € &(d)} U
{{q, T, t), TIME;, (q,T',t')) | there existsf satisfying
milq) st f(t) = ZI() = T fe) € &la)e €

[t,t’],t < t'}.
The definition of the local-time semantics is such that the

set of actions of each LTS contains a local timed evame[

and couples containing a discrete action and a time stamp
(i.e. the amount of time elapsed in the automaton). Thug) eac
automaton performs the time transition locally, changityy i
local time stamp. When two automata synchronize(on)

they agree on the actiom and on the time stamp Instead,

in the global-time semantics, all the automata are forced to
synchronize on the time transitioff IME, §), agreeing on the

components, we say that the event is a synchronization evdiine elapsed during the transition yariable).

otherwise, we say that the event is local. We denote wijth
the set of local events of theth component.

Given a network\ and a statey € Q1 x ... x @, the
reachability problem is the problem of checking if there is a
pathgy 5 ¢ 3 ... %5 i of S with ¢, = ¢.

A Hybrid Automaton (HA) [17]
(Q,A,Qo, R, X, ,1,&,0) where:

o () is the set of states,

o A is the set of events,

Qo C Q is the set of initial states,

R C @ x A xQ is the set of discrete transitions,
X is the set of continuous variables,

1:Q— P(X,X) is the flow condition,

t: @ — P(X) is the initial condition,

is a tuple

If ¢ = ((q1,T7,t1), .., (qn,Tn, tn)) is @ state ofV ocTive

we say thaly is synchronized ifft; = ¢; for 1 <i < j < n,

i.e., the local times are equal.

B. SMT encoding of hybrid automata

As described in [17], LHAs can be analyzed with symbolic
techniques. Let us consider a netwotk = Hil|...||Hn
of LHAs whose semantics is given by the network of LTSs
Sill-..||Sn whereS; = (Q;, Ai, Qi0, R;). The states); can
be represented by a sEt of symbolic variables. The events of
A; can be represented by a set of symbolic variablesSets
of states are represented with formulas oVgrwhile sets of
transitions are represented with formulas oVgriv;, andV/,

which are the next values &f;. In particular, it is possible to



define a formulal;(V;) that represents the initial states and &s for predicate abstraction, given a certainBetf predicates
formula T; that represents the transitions Hf. over the variabled/, the equivalence relation is defined as
The details of the encoding we use can be found in [&Qp(V,V) := Apep P(V) < P(V).
Here, we just notice that we use a scalar input variabte Abstract k-induction embeds the definition of the predicate
represent the events df; adding two distinguished values,abstraction in the encoding of the path. In particular, the
namelyT ands, to represent a timed transition and stutteringprmula path, := A; ;. (T(Vai—1, Vi) A EQ,(Vi, Vi) A
respectively. When stuttering, the system does not change &' (Vj._1, V}) is satisfiable iff there exist a path &f steps in
variable. Moreover, when using the local-time semanties, tthe abstract state space. The formsiaple, is defined as
variablet; represents the local time df; and is also used assimple, = A;.,_,; <, "EQ,(Vi,V;). The formulapath, A
time-stamp of the events (thus, to ensure that shared evesitgple,, is satisfiable iff there exists a simple path of length
happen at the same time). in the abstract state space. Finally, the formkitad,,, defined
As standard in Bounded Model Checking, given an integes kind, := I(Vo) A EQ,(Vo, Vo) A path, A simple,, is
k, we can build a formula whose models correspond to ahtisfiable iff there exists an initial simple path of length
paths of lengthk of the represented LTS. The formula  Similarly to the concrete case, if, for all < k, path, A
introducesk+ 1 copies of every variable in the encoding of th&Q,, (Vi, V1) A target® is unsatisfiable ankind,, (k) is unsat-
automata. Given a formula, we denote withy’ the result of isfiable as well, themarget is not reachable in the abstraction
substituting the current and next variablesgofvith theiri-th  (and therefore also in the concrete state space).
and (i + 1)-th copy, respectively. The paths0 6f of Iength{c . MSC FEASIBILITY
can be encoded into the formubath(k) := I° A A\, T .
A typical optimization used in BMC for timed and hybridA. Constrained Message Sequence Charts
systems is to force the alternation of timed and discrete A Message Sequence Chart (MSC) [19] defines a single
transitions [1], [4]. (partial-order) interaction of the components of a netwafk
Most of modern solvers, both for SAT and SMT, have aMSCs have been extended in several ways. We consider here a
incremental interface such that, if a problem is fed to the solveparticular variant, enriched with additional constrajnishich
incrementally, the solver can first tackle smaller partsta t turns out to be very useful and easy to handle with the SMT-
problem and then pass to large parts managing to reuse bfased approach.
lemmas discovered during the previous searches. An MSC m is associated with a set of events,, C
. ) Apr, subset of the events of the network. We assume that
C. K-induction A,, contains all and only the shared events of the network
K-induction [29] is a technique that proves that if a set qf4,, = U1<i<j<n A;NAj). In particular, in the case of hybrid
states is not reachable insteps, then it is not reachable at allautomata the timed events are not part4f.
On the lines of the induction principle, it consists of a base The MSC defines a sequence of events for every component
step, which solves the bounded reachability problem with @ 0f the network, called instance &. An instances for the
given boundk of steps, and an inductive step, which concludas's S is a sequences;...;a; € (A4, N Ag)* of events of
that k£ is sufficient to solve the (unbounded) reachabilitys. S accepts the instances (= o) iff there exists a tracev
problem. The idea of the inductive step is to check eitheiccepted bys such that the sub-sequence of eventsijp is
if the initial states cannot reach new (non-visited) states equal too (w)4,, = o). In other words,S accepts the instance
k + 1 steps, or the target set of states cannot be reachedffnhere exists a pathr of S over a trace compatible with the
k+1 steps (hereafter, we will consider only the first condition)nstances. In such cases, we say that= o.
These checks can be solved by means of satisfiability. We denote thg-th eventa; of the instancer; with o;[;], the
The formulasimple(k) := Ag<; i<~ Avev v* = v/ can numberl of events ing; with |o;], the local segment between
be used to strengthen the path encoding to represent otlg evento;[j] ando;[j + 1] of o; with Isg(o;[j]), where the
simple (loop-free) paths. If the formulkind(k) := I(Vo) A first local segment from the initial state &g is Isg(o;[0]) and
m(k+1)Asimple(k+1) is unsatisfiable, then there is no initialthe final local segment after,, is 1sg(c;[|o;|]).
simple path with more thag states. Thus, if, for alf < k, . ™ T
path(k) A target® is unsatisfiable an#tind(k) is unsatisfiable It = T': o must :_J[Ieal;” the fOVTrT‘qo T T
as well, thertarget is not reachable. Qhit1 = oo = Qa0 Ghipn e = by, Where
If the target is not reachable in a finite-state LTS, there isx € @ and 7 are local events of5. We denote the sub-
k for which the above conditions are unsatisfiable. In hybrigfduences of the pathin which it is split by as follows:
systems, it is very common that the LTSs contain infinite path « pre;(m) = gn;, it is the source state of the transition

typically with monotonically increasing variables (suchtae labeled witho 5] in .

local time) and, therefore, it is difficult to apply k-indimn. e postj(m) = gn,;+1, it is the destination state of the
In [30], k-induction has been integrated with predicate transition labeled withr[j] in 7.

abstraction [16] to deal with infinite-state systems. Talic o loc;(m) = gn,+1;---:qn,,, Where we denoted with hq.

an abstraction defines an equivalence relai@) among the ~ An MSC is the parallel compositios || .. .||c, whereo;

the concrete states that are not distinguished by the alistta is an instance of;. The networkN of LTSs accepts the MSC



m (N | m) iff there exists a tracev accepted byV such th segment of the-th instance have been unrolled upkd;]
that, for everyS;, the sub-sequence of eventsAnp, N Ag, is times (note that the “up to” is due to the ability of stuttein
equal too; (wKAmﬁAS y = 04). In other words,\/" accepts the _

instance iff there exists a path df over a trace compatible ~ €¢(m. k) = /\ enc(ai, ki) A

with every instance of the MSC. If{ is a network of HAs, Isisn

then we say thatt! = m iff N octive (H) = m. /\ sync(aj,0;) A (tZL‘Zf‘) kjlv] _ tZL";(‘) ki[’U])
We define a Constrained MSC (CMSC) as a pait, ¢) 1<j<i<n ' / !

wherem is an MSCa]|...||o, and¢ is a formula over the 0 1 A

variablesy;[j] with 1 <i <n and1 < j < |o;|, wherew;[j] enc(opk) = LA N\ TiA

represents the value of the variahleof the i-th component lsjsk?

at the time of thej-th evento;[j] of o;. N' = (m,¢) iff /\ (Tl_"d:i_b] A Tll‘d;lmﬁ)

there exists a path = || ... ||m, such thatr; = ¢; and the <<l 1<h<k:[j]

assignments opre; (7r_i) to v;[j] satisfy ¢. _ o i /59 ()] o (2)]
The model checking problem for a CMS@n, ¢) is the sync(oj,0i) 1= /\ & =1

problem of checking if a network satisfies a CMSC. The 1<z<]0) 4 1=lo) 4 |

classical approach is based on the construction of a moni
(or a network of monitors) that, composed with, forcesA
to follow only paths that satisfy the MSC.

An MSC o1||...||o, is consistent iff for every pair of
instancesr; ando; the projection on the common alphabet i
the same, i.e., ifA = A; N A, 04 = ;4. Henceforth, we
assume that the MSCs are consistent. The check of congistefiet according to its instance and guarantees that theehte

is trivial and can be done syntactically on the graphicét'lnm"ings have the same time for every occurrence of a share
representation of the MSC. event and the same final time.

In order to encode the paths that satisfy a CMSC we have
B. Scenario-driven encoding just to conjoin the additional constraints:

The drawbacks of the traditional SMT-based encoding is N idx; [5] .
that it cannot exploit the sequence of messages prescriped b enc({m, ¢),k) = enc(m. k) A ¢lo;™ Juilj]]
the MSC in order to simplify the search because of the uncer-Theorem 1: If enc((m, ¢),k) is satisfiable thenH |=
tainty on the number of local steps between two events. We, ¢). Vice versa, ifH = (m, ¢), then there exists integers
encode the path of each automaton independently, exgoitit such thatenc((m, ¢), k) is satisfiable.
the local time semantics, and then we add constraints that
force shared events to happen at the same time, gsaltow IV. SCENARIO-DRIVEN INDUCTION
synchronization [8]. Moreover, we fix the steps corresponding In this section, we describe how the structure of the MSC
to the shared events and we parametrize the encoding of tam be exploited to tailor k-induction to prove the unfedisjb
local steps with a maximum number of transitions. of the scenario. For the base case, we use the encoding

We extend the encoding presented in [10] with differerdf [10]. For the inductive step, we apply the simple path
numbers of steps for different local segments of the MSC. condition to each segment of the scenario and prove that

Let us consider a networkl = H,||...||H, of LHAs and such partitioned simple-path condition is equivalent te th
the encodindV;, W;, I, T;) representing the LHAZ,, for1 < path condition applied to composition of the network and
i < n, in the local-time semantics. We denote wiit), the the scenario monitor. The use of different local bounds
transition condition restricted to the conditign i.e., T;, = as presented in Section 1I-B allows k-induction to stop the
T; N\ ¢. We abbreviatel; ., with T;, and T;\.c,,ugsy With unrolling of the local path at different depths accordingtte
Ty~ (notice thatr;, the set of local actions, contains also thécal structure of the component at the considered segment.
timed eventr). . . -

We associate a bourid|[j] to the j-th segmentsg(o;[j]) of A. Partitioned simple-path condition
thei-th instancek;j] is used to limit the number of transitions Our goal is to find an inductive conditiobind((m, ¢), k)
in the local pathloc;(w) of a path7 satisfying the instance such that, in the finite-state cas¥, [~ (m, ¢) if and only if

. We usek; to denote(k;[0],...,k;[h;]) andk to denote there existk such thatenc((m, ), k) and kind({(m, ¢), k)
</€1,,,,,/4 ). are unsatisfiable. In the hybrid case, we would like that

Note that the even;[j] is preceded byy /! k;[v] + j — the “if” condition still holds, while the “only if” conditim
1 transitions consisting of local transmong(i ki[v]) and should hold when the corresponding inductive condition for
shared eventsj(— 1). idx;[;] defmes the index used to encodéhe composition of the network with the MSC monitor holds
the events; [j] asidx;[j] := Zv o kilv] + 4 — 1. (relatively complete). The difficulties are that:

The following encoding represents all paths of the network « the projection of a simple path on a component may be
compatible with the MSC where the local transitions of jhe not a simple path;

{MereA = 4, N A; and the functionf maps thex-th event
a. shared between; ando; to the index ofa, in o;. More,
specifically, ifo;|, = 0y, = a1;... a, thenf?, f/ :N—N
are such that, = al(f”(z)) = aj(fj”( 2)), for1 < 2 <.
Intuitively, enc(m, k) encodes the unrolling of each compo-



. if a simple path is the concatenation or the parallel 2) Enabling a partitioned abstraction: The structure of
composition of two paths, these may be not the longdstal transitions between two shared events is often simpte
simple paths of their segments. without loops. In these cases, the alternation withoutestinig

The CMSC (m,$) defines a partial order,, among the allows k-induction to prove the unfeasibility of scenarios

segments ofn defined as the reflexive and transitive closurlf instead there are loops in the local structure, they may
of the smallest relation such that: correspond to infinite loop-free paths. In order to prove the

. O o ) feasibility of scenarios also in these cases, we combine k
o 1s9(a5[5]) <m Is9(0:[5]) if 0 < j < j' < hy; unteasibiity . . { '
. Isggoiu) <. Isggcri/[[jl])) if there existdsg(os~[;”]) such induction with predicate abstraction as in [30].
that there is a synchronisation betweefyj] and o [;] We can associate to different segments of the MSC different
andlsg(oi [j"]) <m Isg(os [1']). ’ abstractions of the local transition relation. This way, e

: . obtain a fined-grained abstraction which abstract away the
Given a CMSC(m, ¢) and the local patfisg(c;[j]) we continuous comgponents only where necessary /
define the partial CMSGm;[j], ¢,[j]) where: ’

« mlj] = @if[...[[on such that for alll < v < n, V. UNFEASIBILITY EXPLANATION
[7y] < |ou] and for alll < z < |7,] Tuz] = 0u[2]
andlsg(a,[z]) <m 1s9(o:[j]) or Isg(7,[2]) = Isa(os[4]), We identify the following types of explanations to under-

ilJ
while for all [7,| < z < |0 | 1s9(04[2]) £m I10(0;[7]).  stand the reasons of the unfeasibility of the CM&&, ¢): 1)
« ¢,[j] contains only the constraints @f which are over which parts of the CMSC cannot be executed by the network;
variables inm;[j]. 2) why the paths of the network consistent withh cannot

We define the local simple path condition as follows:  satisfy ¢; 3) why the paths of a component consistent with
the corresponding instance of are inconsistent with the rest

kind;[j] = enc((mi[j], ¢;5]), k) A simple;[j] of the CMSC.
simple;[j] = /\ sdlllth o Jaalil+= We answer these questions by exploiting both unsat cores
1<h.2<kili and interpolation. The unsatisfiable core for an unsatikfiab
UZERS 1,[.7]

o _ ~ formula¢ is a formulay iff ¢ is unsatisfiable ang = ¥ A ¢,

Theorem 2 If there existk s.t.enc((m, ¢), k) is unsatisfi- for a (possibly empty) formula’. Given two formulas4 and
able and, for alli, j, kind;[j] is unsatisfiable, theA/ [~ m. B with AAB = L, the Craig interpolant ol A B is a formula
In order to check if k-induction holds incrementally, wey sych that= 4 — I, BA I |= L, and which contains only
visit the MSC m according to the partial orde«,,. We yariables common tol and B. Intuitively, the interpolant is

incrementally apply the partitioned simple path condition an over-approximation oft “guided” by B.
the local segments of.. The incremental checks exploit the |y particular, after reaching the maximum bound in ev-

standard Push/Pop/Assert incremental interface of theesol ery local segment of the CMSC, we can build the proof

of unsatisfiability of the BMC problem with such bounds.

) _ _ . The unsat core extracted from the proof contains a subset
1) Alternation of timed and discrete transitions: The al-  of the unrolling of the components along the MSC and a

ternation of timed and discrete transitions has been peIPOgossibly empty) subset of the CMSC constraints which are

in different works to optimise the search of BMC for “meqncompatible. Since the local paths, events, and conssraie

and hybrid systems [1], [4]. With k-induction, the alterioat a5serted in different conjuncts of the encoding, the unsat ¢
is fundamental to allow a concrete search to close. In fa?érfind—grained enough to distinguish them.

without forcing the alternation, the system will likely v g, haritioning the encoding into the constraints obtaibgd
infinite loop-free paths where timed transitions change &0Myn|jing the network ) and the constraints of the CMSC
continuous variables infinitely often. _ (B), we can compute an interpolant of their unsatisfiability.
_ Inorder to enhance k-induction with alternation, the faHo s \way, we obtain a formula over the variables at the time
ing points must be taken into account: of the events implied by the network executing the MSC and
« since consecutive discrete transitions are possible, fi€onsistent with the constraints of the CMSC. Note that if
timed transition must be permit the elapsed time to ke interpolant is false, we can deduce that the constranets
zero; therefore, the loop-free condition of k-inductiomot responsible of the unfeasibility and that the unrollisfg
must be relaxed in order to allow self loops with a timeghe network is inconsistent by itself.
transition with no elapsed time; Finally, by partitioning the encoding into the unrolling
« the scenario-based encoding of the bounded model chegk-one component along its instance and the rest (other
ing problem exploits stutter transitions in order to encodéomponents and constraints), the interpolation produces a
path with up tok steps (instead of exactly steps); formula over the variables at the time of the events implied
the stuttering makes the alternation ineffective becaugg component executing the instance and inconsistent tth t
it allows infinite loop-free paths alternating timed antther components or with the constraints of the CMSC. Note
stutter transitions; therefore, it is fundamental to avoighat if the interpolant is true, it means that the component
stuttering when considering the simple path condition. does not play a role in the unfeasibility. On the contrary, if

B. K-induction for hybrid systems



the interpolant is false, the component does not have a p#tpically subsets of the conjuncts forming the unsatiséabl
compatible with the instance. formula. However, other forms are possible, especially in
Note that, when the abstraction is used to prove the unfdhe context of temporal unsatisfiability [28]. Interpotati
sibility of the scenario, the explanations based on unse cdor temporal properties is proposed in [27] as a theoretical
and interpolation are still valid. framework for analysing vacuity for discrete systems; the
practical implications are not addressed in depth. In [28],
is suggested that k-induction can be used to find for
MSCs [19] are a basic building block to describe the intewhich the BMC encoding of a temporal formula yields its
actions among components. Several works, such as High-Leygsatisfiability and that the unsat core contains the rakeva
Message Sequence Charts [23] and Live Sequence Chausts of the formula that cause the unsatisfiability. Howeve
(LSC) [12], extend the language of the MSCs increasing theitapping the BMC unsat core back to the original problem is
expressive power. We consider a basic version of MSCs whiabt always easy. We achieve this by exploiting the scenario-
describes a single (partial-order) composition of seqasndased encoding that respects the structure of the scenario.
of events, augmented with additional constraints [2], |6
consider a trace-based semantics for the MSC, where the MSC
predicates over the observable events of a system [21].enhil The techniques discussed in the previous sections were
several works use MSCs to describe the entire system [#]iplemented in NuSMV3, a model checker based on
[25], we instead use the MSC as a specification language.NUSMV [9], and that is able to deal with networks of HAs,
A common approach to deal with the verification of Msdormalised in the N DI language [11]. NuSMV3 features an
specifications consists in translating the scenario intoraata SMT-based approach to the verification of hybrid systems,
or temporal logic formulas. LSCs are translated into time@d is tightly integrated with MathSAT [7], a state-of-the;
automata in the BPAAL model checker [22], while in [20] full-fledged Satisfiability-Modulo-Theory (SMT). MathSAT
the authors propose a translation from charts with timingfovides the functionalities of incremental reasoningsatn
constraints and synchronous events to Timed Biichi Autamalfiable core extraction, and interpolation, which are ufed
These works deal with expressive specification languages Bgunded model checking, inductive reasoning, and exptzmat
they do not exploit the structure of the scenario. MoreovegXtraction. _ _ _
in case of unfeasibility, these techniques do not provide!n the experimental evaluation, we used the following
explanations that narrows the events of the scenario or ti@hchmarks: th@istributed Controller [18], the Audio Pro-
gives meaningful information about a specific component. tocol proposed in [18], theNuclear Reactor [31], a hybrid
The approach which translates the MSC into an automat$@ision of the Fischer mutual exclusion protocol, and the
reduces the feasibility problem of the MSC to a reachabfr €ctronic Height Control System (EHC) described in [24]. All
ity problem. Thus, the works on Bounded Model Checkinﬁ"e test_cases, the executable and the results of the a@ealuat
(BMC) for hybrid systems [1], [4], [8], [14], [15] can be useddre available abttp://es.fbk.eu/people/mover/tests/FMCAD11/
to solve the feasibility problem. However, BMC is unable t@. Scenario-driven Induction vs K-Induction
prove _the unfeasibility of the MSC. _\/\/_hen we encode the First, we compared the scenario-based induction with k-
MSC mtq an automaton the unfeas_|b|I|ty prf’b'em can k%ﬂduction applied to the monolithic encoding of the network
§o|ved_ using unbpunde_d m_odel checking te_c_hnlques, such aﬁlkHAs and the automata translated from the MSC.
induction [29]. K-induction is complete for finite state s, We first compared Scenario-Driven Induction with K-

but it was applied also to infinite state systems in [13], [26],4,ction applied to the composition of the monolithic etico
[30]. In [13] the authors use k-induction to verify timed ang,y of the network with the automata obtained from the MSC
hybrid automata and they generalise the simple path comditisoe 1107 for details on the automata construction). In prde
o S'mUI"_"t'On rela_tlons. K-induction is combined W!th PIGE 1, (ot the scalability of both approaches, we considered a
abstraction [16] in [30]. These works are not tailored to thg,; ¢ nfeasible MSCs of different length, and parametelriz
problem of deciding the unfeasibility of a scenario and db NGhe number of HAs in the network. We set a time out of
provide explanations in the case of unsatisfiability. /300 seconds and a memory out 2fGB. The scatter plot in
In [10] we propose a Bounded Model Checking encodingigyre 1 shows the execution time for both methods on all
tailored to check the feasibility of a scenario in a netwofk Qy,a instances. Scenario-based induction is clearly sopoi
hybrid automata. This approach turns out to be very effidient o ithic k-induction. This is due to the exploitation diet
dealing with complex scenarios, since it exploit the lomale g\ ,ctyre of the scenario: this results in localized sim¢h
semantics [6] in order to partition the encoding with resPeEonditions, that are both simpler, and more effective, s th

to the MSC structure. However, the approach is unable {psasisfiability is detected with a much shorter unrolling.
prove the unfeasibility of the scenario. We extend that work

in order to prove the unfeasibility of a scenario and to pdevi B- Unfeasibility Explanation

meaningful explanations of unfeasibility. Then, we analysed the unfeasibility explanations on the
Unsat cores and interpolation are often used to expldimree benchmarks with non-trivial scenarios, showing rthei

and generalise the source of unsatisfiability. Unsat cores aisefulness in identifying the causes of unfeasibility.

V1. RELATED WORK

VIl. EXPERIMENTAL EVALUATION
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1) Distributed Controller [18]: the benchmark models the Fig. 2. The MSC for the distributed controller

interactions of two sensors (sensoand sens@) with a and the rest of the network and the scenario (théormula).

controller of a robot. The two sensors interact with a sch&du The interpolant i$5 <= timeconsor — timel @+ timeZd .

to access a shared processor. The time needed for computagigycey i s 6, from the initial condition and invariants

by the two sensors is bounded but it is non-deterministid, ags sensof, we can infer that the scenario and the other pro-
is tracked in the scheduler with two stopwatches &ndx2).  cesses in the network do not alldirme @ < — #imeSnd

Also the controller sets a time-out (variabie= 0) after the \ynich is a necessary condition for Séﬁlsmgfr sensor?
receipt of the first message. If the time-out expires<(10) ) Audio Control Protocol [18]: this protocol transmits
the controller discards all the received data. an arbitrary-length bit sequence from a sender to a receiver

The MSC shown in Figure 2 models the interaction wheligased on the timing-based Manchester encoding. The pilotoco
sensof requests the processor; the scheduler grants it fofrg@lies on division of the elapsed time in slots. Every slot
total duration ofz, time; sensay, which has a higher priority, corresponds to a bit. The sender transmits a sigpain the
requests and receives grant to the processor; when sens@éts corresponding to bits with valuie(thus, a slot without
finishes its computation (evergad,), sensoy finishes to read sjgnals correspond to bi). The protocol is robust to bounded
data while, in parallel, senspsends its data to the controller;errors in the timers used by the sender and receiver.
finally, the sensarand the controller synchronize send, and  The considered scenarios consist of unfeasible timed se-
acki. The time spent to process the data of sens®mgiven quences ofup. For example, the sequendep, 4), (up,8),
by the stopwatchr,. In Figure 2z, is the sum of the intervals (v, 12), (up, 16), (up, 19), (up, 23) does not respect the pro-
=} andz. Moreover, we add two additional conditions on thgpcol, since the 4-th and 5-th events must be separatetl by
duration ofz; and z, in the scheduleraf = 1.5 andxz; = seconds.

1.1), and we fix the maximum time spent by the controller Scenario-based induction proves that the scenario is unfea
before receiving the data from sensdr: < 1). The MSC sible in41.16. The explanation extracted from the unsat core
augmented with these constraints is unfeasible. identifies the 4-th and 5-th events as the cause of unfeigsibil

We prove the unfeasibility of the scenario directly on thénterpolation “explains” that the inconsistency arisesédiese
concrete systems, since all the automata cannot loop perfothe sender requires the 5-th event to happen after at Je@st
ing only local transitions. The analysis takes 3 seconds agglconds; it also shows that the receiver does not play asy rol
the longest simple path is 2 in the controller automaton, aflthe inconsistency.

1 in the other automata. In the Figure 2 we outline in gray 3) Electronic Height Control System [24]: this benchmark

the elements of the scenario, events and constraints, whislesents a case where the concrete k-induction is not able to
contribute to the unfeasibility. In particular, we find titae prove the unfeasibility. We therefore rely on abstraction a
unfeasibility depends on all the events of the MSC apart frome show that, despite the over-approximation, the expianat
the eventsAck; andAck,. Moreover, we discover that all thejs effective in pinpointing the cause of unfeasibility.

additional constraints of the scenarig, = 1.5, z; = 1.1 and  This industrial case study models a system that controls the
z < 1, contribute to the unfeasibility. height of a car’s chassis. A timer tells the controller when t

We exploit the interpolation techniques to get the constsai read the height from a filter, while disturbances which cteeng
z >= x1. In fact, z counts the time elapsed in the controllethe height of the vehicle are modelled by the environment.
between the sendevent and the sendevent. This means The structure of the controller is depicted in Figure 3. The
that the controller cannot receive the semdessage before;, MSC describes a scenario where the height of the chassis
seconds, which is the time spent to process data from sensdalls outside the allowed thresholds, first below and thewvab
If we fix z >= 1.1 then the scenario is feasible. We find dhe permitted height intervals. The sequence of eventsen th
similar result if we look at the interpolant obtained paotiing scenario is highlighted by the dashed line.
the encoding in the constraints from sensfthe A formula) The scenario is not feasible due to the timing constraints
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Fig. 3. The automaton structure of the EHC controller witline khat traces 4
the scenario sequence of events. (4]

imposed by the timer on each event and to the dynamics gf]
the environment which requires an incompatible time to pass]
from the initial level of the chassis to a value read outstue t
allowed threshold. More precisely, the timer forces evemra [
to happen every second, while the filter chassis lgvebad [g]
by the sensors evolve according to the differential equatio
f = 2L, where h represents the current level. This is g
approximated by the linear-phase portrait partitioningiakih
linearizes the differential equation into flow conditiorfstioe
form f € [a,b]. The constants fixed by the authors of [24] ar
sufficient to prove the inconsistency. [11]
K-induction proves that the controller and the timer dg
not have a simple path longer thdnalternating timed and
discrete transitions (since there is no local transitiafhile, [13]
on the concrete state space of the environment, the portraiﬁ
partitioning creates discrete loops that correspond tanitefi
simple paths. Therefore we rely on abstraction. We use & se{13]
predicates in the forme [i,i+1], h € [at, bt] and f € [at, bt]
wherei is an integer while: andb are the constants used in the, ¢
partitioning. We localise the abstraction by using [¢,i+ 1]
only in thei-th event and considering the partition consistert’]
with the initial values. [18
With this setting, the tool proves the unfeasibility of the
scenario int.4 seconds reaching a depth of the longest abstratll
simple path equal t6 for the local path before the first evem[zo]
and9 as for the local path before the second event. The tdei]
correctly reports an unsat core which identifies the first twg
- X : .[22]
events as the cause of unfeasibility. The |nterpolat|orhW|{
regards to components reports that while the timer requires
that the second event must happen in no more theeconds, [23]
the environment requires the same event to happen at qugqt
after 3.3 seconds.

go

VIIl. CONCLUSIONS ANDFUTURE WORK [25]

In this paper we have proposed a new approach to provipg]
that a network of hybrid automata has no trace that satisfies
a given MSCs. We have also proposed the first aIgorith%7
to explain the unfeasibility of a scenario. The approagbs)
is made practical by the use of segments of the MSC to
guide the search, and on the localisation of simple patﬁ%?
The experiments show that the proposed method significangy]
outperforms techniques based on the reduction to readtyabil
and is able to construct interesting explanations.

In the future, we will address the issue of non-linear hybrid
systems, the use of hierarchical information that is often

[31]

Se”_ finup fotl available in the network, and an automation of the abstiaeti
refinement loop.
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