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combine its meaning properly with their prior opinions and with the diagnos
tic meaning of other data when revising their estimates. 

Intuitions about sampling variability. There is a different type of 
probabilistic inference in which decision makers turn out to be very non
conservative. This work is described by Tversky and Kahneman [65] who anal
yzed the decisions psychologists made when planning their scientific e,xperi- '.

_1 

ments. Despite formal training in statistics, psychologists usually rely upon 
their educated intuitions when they decide how large a sample of data to 
collect or whether they should repeat an experiment to make sure their results 
are reliable. Tversky and Kahneman distributed a questionnaire to psychol
ogists in the audience at the meetings of several professional societies .. 
Typical of the questions was the ,following; 

"Suppose you have run an experiment on 20 subjects, and have obtained 
a significant result which confirms your theory Cz=2. 23, p<. 0 5, two-tailed). / 
You now have cause _to run an additional group of ·10 subjects. What do you 
think the probability is that the results will be significant, by a one-
tailed test, separately for this group [p. 105] ?"

From the answers to this and,a variety of other questions, Tversky and 
Kahneman concluded that people have strong intuitions about random sampling; 
that these intuiti�ris are wrong in .ftiridament�1 ways; that they are shared 
by naive persons and sophisticated scientists alike; and that they are 
applied with unfortunate consequences in the course of scientific inquiry. 
They found that the typical scientist gambles his research hypotheses on 
small samples without realizing that the odds against his obtaining accurate 
results ar,e unreasonably high; has undue confidence in early trends from 
the first few data points and in the stability of observed patterns; has 
unreasonably high expectations about the replicability of significant re-
sults; and rarely attributes a deviation of results from expectations to sampling 
variability because he finds a causal explanation for any discrepancy. 
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Tversky and Kahneman summarized these results by asserting that people's 

intuitions seemed to satisfy a "law of small numbers" which means that the 

"law of large numbers" applies to small samples as well as to large ones. 

The "law of large numbers" says that very large samples will be highly rep

resentative of the population from which they are drawn. Thus, small samples 

were also expected to be highly representative of the population. Since 

acquaintance with logic or probability theory did not make the scientist any 

less susceptible to these cognitive biases, Tversky and Kahneman concluded 

that the only effective precaution is the use of formal statistical procedures, 

rather than intuition, to.design experiments and evaluate data . 
.. 

In a related study,of�college· undergraduates� Kahneman-and.T.v�r.sky [3p] -- .. �- - � - - . --

found that many of these individuals did not understand the fundamental 

principal of sampling, i.e., the notion that the error in a sample becomes 

smaller as the sample size gets larger ... Kahneman and Tversky concluded: "For 
., • - ---

anyone who would.:wish t0:�vJew man as a reasonable. intuitive statistician,. 

such results are discouraging [p. ] . " 

Biases in Judgments of Probability, Variability, and Covariation 

What can be done to hel� the decision maker interpret and combine in

formation appropriately? Bootstrapping is one answer to this question. Most 

of the other answers involve some version' of the decomposition principle: 

"The spirit of decision analysis is divide and conquer: Decompose a 
complex problem into simpler problems, get your thinking straight in these 
simpler problems, paste these analyses together with a logical glue, and 
come out with a program for action for the complex problem. Experts are 
not asked complicated, fuzzy questions, but crystal clear, unambiguous, 
elemental, hypothetical questions [52; p. 271]." 

There seems to be general agreement that we cannot do away with the 

human element in judgment, so the decomposition approach attempts to obtain 
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relatively simple juggments that can be integrated by some optimal combina
tion model. In this way, it relieves the judge from having to integrate his 

basic opinions and expectations. For example, certain information-processing 

systems require men to estimate the probability that each of various items 

of data would be observed, given a certain state of the world. These esti

mates are then processed mechanically via Bayes' theorem to produce an 

estimate of the probability of that state, given that this data was observed 

[22, 23]. In the realm of finance, portfolio selection models require that 

analysts estimate expected returns, variances, covariances, etc., which are 

then combined via an optimal model [l, 46]. Similarly, models of common 

stock valuation require an analyst to make estimates of future balance-sheet 

and income data, which can be combined by an empirically-derived or 

theoretically-based model [l, 68]. The use of decision trees to analyze 

complex investment problems is another example of decomposition [45, 52]. 

Decomposition is certainly a reassmable appr0ach�--�_fth·;-�gh it" is still 
.• 1 _  ··-- � - --� • • • - � 

.�00, early to know how successful it will be. Critics claim.that the decision

maker may be able to make good judgments and choices without being able to 

introspect accurately about the values. and expectations that underlie his 

actions. A decision maker who has developed an expertise. in a particular 
area may find it extremely difficult and unnatural to respond to .elemental 
questions about which he has never thought and with which he has had no 
direct experience. In addition, there are a number of biases·that distort 
even the simplest kinds of judgments of probability, variance, or correlation, 

as the remainder of this section will illustrate. 

Biased judgments of probability. Some of the inadequacies of probab

ilistic judgment -have already been discussed. In addition to conservatism 

and .the belief in the law of small numbers , ·there is yet another source of 
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distortion, "availability bias," that affects simple probability .estimates. 

According to Tversky and Kahneman [66], the essence of this bias is that 

judgments of an event's probability are determined by th.e number of instances 

of that event that are remembered and the ease with which they come to mind. 

The availability of instances is affected by such f�ctors as recency, salience, 

and imaginability, all of which may or may not be related to the correct 

probability 1, For exampl.e, the letter k is three times as likely to appear 

as the third letter of an English word as the first letter, yet most persons 

judge it as more likely to be a first letter. Tversky and Kahneman hypothe

size that, wh�n subjects make this judgment, they try to think of words either 

beginning with k or having k as a third letter. It is easier to think of 

words .that begin with k, and if we use that fact as a cue on which to base 

our intuitive probability estilT)ates, these words will be perceived as more 

probable than words with k in the third position. In general, the harder it 

is to recall or imagine i:pstances of an event, the lower the judged probab

ility of that event. 

The effects of availability bias are not likely to be limited to the 

psychological laboratory. An analyst who. attempts to evaluate the likeli

hood of a reces::.ion may do so by recalling' economic condi ti9ns similar to 

those of the present or by recalling recessions. The latter are easier to 

retrieve because they are more sharply �efined, whereas states of the 

economy are more difficult to characterize and, therefore, harder to remem

ber. The resulting probability .- ·estimate is likely to be greatly dependent 

upon which of these two mental sets the analyst adopts .. Even the form of 

the question may be important. Consider the following questions; 








































