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Thedistributionofeffect sizesmayoffer insights about the research
done and reported in a scientific field. We have evaluated 12 412
manually collected correlation effect sizes (Sample 1) and 31157
computer-extracted correlation effect sizes (Sample 2) published
in journals focused on social or developmental psychology.
Sample 1 consisted of 243 studies from six journals published in
2010 and 2019. Sample 2 consisted of 5012 papers published in
10 journals between 2010 and 2019. The 25th, 50th and 75th
effect size percentiles were 0.08, 0.17 and 0.33, and 0.17, 0.31 and
0.52 in Samples 1 and 2, respectively. Sample 2 percentiles were
probably larger because Sample 2 only included effect sizes from
the text but not from tables. In text authors may have
emphasized larger correlations. Large sample sizes were
associated with smaller reported correlations. In Sample 1 about
70% of studies specified a directional hypothesis. In 2010 no
papers had power calculations, while in 2019 14% of papers had
power calculations. These data offer empirical insights into
the distribution of reported correlations and may inform
the interpretation of effect sizes. They also demonstrate the
importance of computation of statistical power and highlight
potential reporting bias.

1. Introduction
Calculating effect sizes allows researchers to characterize the
magnitude and practical importance of their findings (i.e.
substantive significance), to compare findings across studies and
determine statistical power and required sample sizes. However,
interpreting effect sizes is not necessarily straightforward. Cohen
[1] proposed conventional benchmarks, according to which an
effect size can be considered small, medium or large. While this
approach is widely used, it lacks context: what can be considered
small or large effect size may differ between different research
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fields. Hence, using universal effect size benchmarks across different fields and research areas may lead to

the overestimation or underestimation of effect size magnitudes in specific fields [2,3]. Due to this problem,
researchers proposed that a particular effect size should be compared with the specific distribution of
published effect sizes [2–4]. Nevertheless, field-specific published effect size distributions may also
misrepresent true effect sizes because published effect sizes may be highly exaggerated [5,6]. To compare
the above approaches, here, we explored the distribution of published statistically significant and non-
significant effect sizes and compared them with Cohen’s [1] effect size benchmarks in the fields of social
and developmental psychology. While some previous studies on the topic have included non-significant
effect sizes, to the best of our knowledge none have compared statistically significant and non-significant
effect sizes in their analyses. However, this is important as statistically non-significant effect sizes may be
less exposed to effect size exaggeration. When compiling effect size distributions, we have also
considered the interplay of degrees of freedom (in the case of correlation degrees of freedom= sample
size minus 2) and published effect sizes as studies with larger degrees of freedom tend to publish
smaller statistically significant effect sizes [6,7].

Table 1 shows results from studies in the psychological science and related areas evaluating effect size
distributions in specific fields [2–4,8,9,11,12]. Apart from Hemphill [8] and Hartgerink et al. [10], all of
these studies used the 25th, 50th and 75th percentiles as proxies for small, medium and large effect
sizes. While Cohen did not suggest using these percentiles as benchmarks, their use is motivated by
the definition of effect sizes put forward by Cohen [13]. He defined a medium effect ‘likely to be visible
to naked eye of a careful observer (It has since been noted in effect size surveys that it approximates the average
size of observed effects in various fields)’ [14, p. 156]. Small effect size was defined as noticeably smaller
than medium effect size but non-trivial. Large effect size was defined as different from the medium
effect size by the same degree but in the opposite direction [13].

The percentile values from the above studies can be used as an empirical comparison against Cohen’s
benchmarks. For example, a recent analysis of 708 correlation coefficients collected from meta-analyses
focusing on individual differences studies estimated the 25th, 50th and 75th percentiles of the effect size
distribution at r = 0.11, r = 0.19 and r = 0.29, respectively [4]. These effect sizes are much lower than
effects generally considered small, medium and large, respectively. Conversely, Quintana [3] looked at
effect size estimates from meta-analyses of heart rate variability case control studies and found that
Cohen’s benchmarks slightly underestimate the effect size magnitudes in that area of research.
Certainly, it should be acknowledged that the observed effect sizes may represent a combination of true
effects and bias. Bias typically (but not necessarily always) will tend to make them bigger.

1.1. Limitations of studies on effect size distributions
To date,most studies focusing on the estimation of effect size distributions in different fields have used data
from meta-analyses. This approach has the advantage of accessing effect sizes from a specific field or
related to a specific question, but it is subject to limitations. First, meta-analyses are at risk of relying on
exaggerated published effect sizes. Second, the decision to exclude or include certain papers represents
a secondary source of researcher degrees of freedom in addition to the one present in the primary
literature. Third, only a few relevant papers to date have incorporated statistically non-significant effect
sizes in its sample [3,10]. However, including these effect sizes in analyses is important because non-
significant results are probably less exposed to effect size inflation bias than statistically significant
results. Fourth, while a few relevant studies commented on the relationship of sample sizes and
statistical significance [2,3,12], to the best of our knowledge no studies focused on the interpretation of
effect sizes have examined how effect size distribution will be affected by sample size distribution.

1.2. The current study
Here, we address four limitations of the literature. First, we collected a large amount of data from the
primary literature including correlations, sample sizes and p-values. Second, considering sample sizes
in analyses allowed us to determine how effect size distributions vary as a function of sample size.
Third, we collected both statistically significant and non-significant effect sizes that allowed us to gain
a more balanced impression about expected effect sizes. Fourth, to gain an impression of potentially
changing research practices we also determined the temporal change in effect size and sample size
distributions during the last decade.

We collected two samples of correlation coefficients from the social and developmental psychology
literature. In Sample 1 we have manually extracted 12 412 records of statistical information including
correlation coefficients (r), sample size (N ) and p-values from 178 papers including 243 studies
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published in 2010 and 2019 in six major journals in social and developmental psychology. By records, we

mean each individual occurrence of correlation coefficients fulfilling the inclusion criteria within the
study. In Sample 2 we have used a computer algorithm to extract 31157 statistical records: r values,
degrees of freedom (d.f.) and p-values from all papers published in 10 social and developmental
psychology journals (six of which have been used for Sample 1 data collection as well) between the
years 2010 and 2019. The data enabled us to assess the distribution of published sample sizes and
correlation effect sizes, compare them between two subfields of psychology and to understand how
correlation distributions have changed during the past decade.
 .org/journal/rsos

R.Soc.Open
Sci.9:220311
2. Methods
The study has been preregistered on the Open Science Framework at https://osf.io/u96yn/.

2.1. Sample 1
Sample 1 consisted of 12 412 correlation coefficients and related statistical information which were
extracted from 243 studies published in 2019 and 2010. For the year 2019, we collected 6895
correlations from 127 studies. For the year 2010, we collected 5517 correlations from 116 studies. All
records collected were included in the analysis.

In our preregistration, we had set out the aim to collect records from half a year’s worth of issues for
each journal in each year. This turned out to be unmanageable due to the number of potential records.

We manually extracted statistical information from social and developmental psychology papers
published as pdf files in 2010 and 2019. Information on journals, papers and studies is shown in
table 2. We sampled papers from three journals focused more on social psychology and three journals
focused more on developmental psychology. The specialization of the journals was determined using
the subject categories on SCImago Journal and Country Rank website [14]. We specifically chose those
journals that focus primarily on empirical articles and have issues available for both the year 2019 and
2010. Additionally, the three journals for each subfield were selected so that their impact factors span
different levels to keep the sample as representative of the field as possible.

Issues from each journal were selected at random without previously reading any papers. Once we
realized that collecting half a year worth of issues was unrealistic, we tried to balance the choice of issues
over the whole year, but this was not always possible due to some data being already collected at this
point. Data for year 2019 were collected prior to data for year 2010. Data from all eligible studies
within these selected issues were extracted. If there were multiple studies reported within a paper, the
data for each study were recorded separately.

Studies were included in the data if they reported correlation coefficients in their Results section or in
the electronic supplementary material. The method for data extraction was developed on a sample of 58
studies from 33 papers (2923 records) published in the 2019 issues from all six journals in table 2. These
papers were part of the final sample as well.

The pdf files were downloaded from the online platforms of each journal. The extracted data
included: all correlation coefficients reported in Results sections or electronic supplementary material,
in tables and text; reported significance levels or p-values corresponding to these correlation
coefficients; the type of correlation coefficient used; whether the correlation was computed between
two different constructs or between the same construct measured at two time points; whether
correlation coefficients were reported in the Results sections or in electronic supplementary material
and whether correlation coefficients were reported in correlation tables or in the text.

Additionally, we also extracted the following information for each study: journal name; first author of
study; topic of the paper; overall sample size; use of power calculation to estimate sample size; whether
alternative hypotheses predicted a directional effect, an effect in either direction, or a threshold value at
which the effect would be considered large enough to provide evidence for the hypothesis; any
comments on the null hypothesis or the null hypothesis set other than specifying the null hypothesis
as r = 0 correlation. For the 2019 papers, we also recorded whether each study was preregistered
(preregistration was not yet typically used in psychology in 2010).

When examining reported alternative hypotheses, we found that it was not possible to distinguish
between hypotheses set a priori and post hoc. This caveat also applies to preregistered studies as it is
possible that only certain correlations were included in the preregistration. When study preregistration
was available, the hypotheses reported in the published studies and in the preregistrations were compared.

https://osf.io/u96yn/


Table 2. Data collected in Sample 1. Note. The table shows the names, 5-year impact factors and issues of journals used for
Sample 1 data collection. In the papers/studies column, we see the number of papers (before slash) and the number of studies
(after slash) collected from a given journal in either 2010 or 2019. Data were collected from all eligible papers contained in the
mentioned issues. 5-year IF = 5-year impact factor; papers = number of collected separate scientific reports published as a pdf
file; studies = number of experiments with separately defined sample, methods and results reported within the papers;
records = number of statistical records collected from each journal (1 record = 1 correlation with associated data).

journal 5-year IF

2010 2019

volume/issue papers/studies records volume/issue papers/studies records

developmental psychology:

Child Development 6.151 81/2, 81/4 N = 16/18 N = 881 90/1, 90/5 N = 38/41 N = 2679

Journal of Child

Psychology and

Psychiatry

7.597 51/6, 51/8, 51/10 N = 17 N = 863 60/1, 60/3, 60/5 N = 8 N = 486

Developmental

Psychology

4.798 46/2, 46/4 N = 23/25 N = 2082 55/1 N = 11/12 N = 1019

social psychology:

Social Psychological

and Personality

Science

3.438 1/2, 1/3, 1/4 N = 15/20 N = 268 10/2 N = 11/21 N = 684

Journal of Personality

and Social

Psychology

7.293 98/3, 99/5 N = 11/27 N = 660 116/1, 116/2 N = 12/23 N = 977

European Journal of

Personality

4.620 24/2, 24/4, 24/6 N = 9 N = 763 33/1 N = 7/22 N = 1050

total N N = 91/116 N = 5517 N = 87/127 N = 6895

royalsocietypublishing.org/journal/rsos
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The median number of correlations extracted per study was 18 for the year 2010 and 34 for 2019. This
increase in the median of the number of correlations published per study was mostly due to the Social
Psychological and Personality Science journal (SPPS; increase by 200%), the Journal of Personality and
Social Psychology (JPSP; increase by 150%) and the Journal of Child Psychology and Psychiatry (JCPP;
increase by 94%). For the Developmental Psychology journal (DevPsy) the median number of correlations
per study increased by 42% and for the Child Development journal (ChildDev) by 32%. For the European
Journal of Personality (EJP) the number of correlations published in 2019was 30% lower than the one for 2010.

2.2. Sample 2
In total 31 157 records were extracted for Sample 2. Of these records, 579 came from papers also included
in Sample 1 (see details below).

Sample 2 was collected by an automated text mining algorithm adapted from Szűcs & Ioannidis [6]. We
collected data from journal pdf files published in the same six journals as used in Sample 1 and the following
four additional journals: Journal of Applied Developmental Psychology (5-year impact factor: 2.905),
Journal of Experimental Child Psychology (5-year impact factor: 3.366), Journal of Experimental Social
Psychology (5-year impact factor: 3.666) and Journal of Research in Personality (5-year impact factor:
3.365). All issues published between 2010 and 2019 were scanned for data. Table 3 summarizes the
number of papers and the number of correlation records per paper by year, subfield and journal.

2.2.1. Computerized extraction for Sample 2

The computer algorithm searched for specific word and symbol combinations for reporting r values,
degrees of freedom and p-values. The algorithm searched the text of papers but not the tables for data
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records. In psychology, r values are often reported as ‘r(d.f.) = x.xx, p = y.yy’. The algorithm thus first

identified whether pdf files included the symbol combination ‘r =’ or ‘r(d.f.)=’ neglecting spaces
between the characters ‘r’, ‘(‘, ‘)’, ‘=’ and the string ‘d.f.’. If such combination was identified, the
algorithm then extracted 56 characters starting with the ‘r =’.

Numerical values right after ‘r =’ and in the range of −1 to 1 were detected as r values. Values
included in parentheses after ‘r’ (e.g. r(d.f.) =) were detected as degrees of freedom. Values reported
after correlation values and preceded by ‘p =’, ‘p<’ or ‘p>’ were detected as p-values (irrespective of
intervening spaces). The algorithm collected r values even in the case when degrees of freedom or
p-values were not reported. The algorithm script is available at doi:10.5061/dryad.bg79cnpdw [15].
/journal/rsos
R.Soc.Open

Sci.9:220311
2.2.2. Validation of the extraction procedure

Throughout the algorithm development phase, the efficiency of the text mining algorithm was validated
by about a dozen separate checks on text mining outcomes. When errors were found, the text mining
algorithm was perfected further to avoid the detected errors.

Error checks revealed that the algorithm has misidentified some negative correlations as positive. This
happened due to very difficult-to-predict idiosyncratic changes in the character coding of pdf files. In
order to avoid any sign errors we have only used absolute values in the analysis of Sample 2.

After the above initial checks to further validate the extraction algorithm the second phase of
validation included drawing a sample of 20 random papers from the final data sample and manually
verifying the accuracy of data extraction. The algorithm performed well. The randomly selected
papers for validation included 392 data records in the text of papers. The algorithm has successfully
identified 93% of them. The algorithm has missed 7% of r values and did not commit any false
positive errors. The most common causes of missing records were line breaks within a correlation
report and the use of subscript characters after the r value (e.g. ‘rextraversion =’). The list of studies used
for validation can be found in the electronic supplementary material.

Additionally, during the data analysis we have found that the algorithm has not detected any data in
some journals for some years. Upon checking these journals, we found this was due to character
encoding issues within the pdf versions of the article. These issues do not allow for the possibility to
even search for the symbol combination ‘r =’ using the search bar. However, we are interested in
whole subfields rather than specific journals and this problem has not created an imbalance in the
amount of data for each subfield.
2.3. Overlap between Sample 1 and Sample 2
In Sample 1 there were 752 correlation values from 100 papers which were detected in text and could
therefore theoretically be detected by the computerized extraction for Sample 2. Out of those, 28
papers with 173 values were not detected by the computerized extraction (e.g. because of special
symbols used or because of verbal description of correlations, such as ‘correlation was 0.38’ instead of
‘r = 0.38’). This means that in total there was 72 papers and 579 correlation values which were
included in both samples. The computerized extraction detected additional 90 correlation values in
those shared papers. Considering that during validation the computer algorithm did not falsely detect
any non-existent correlations, Sample 2 probably included the 90 additional records because Sample 1
records were collected only from the Results sections of the papers whereas the computerized
extraction method collected all r values from all sections of papers. The distribution of correlation
values from the overlapping studies is shown in figure 1.

Figure 1 shows overall high level of correspondence between the two samples. The 25th, 50th and
75th percentiles of r values in overlapping studies were 0.18, 0.29 and 0.47 for Sample 1 data and
0.19, 0.30 and 0.50 for Sample 2 data. This suggests that the additional correlations detected by the
computerized extraction (N = 90) tended towards larger effect sizes (also consistent with the peak in
density distribution between 0.75 and 1.00 for Sample 2 data in figure 1).
2.4. General data analysis
All analysis steps were performed in R programming software [16]. The code used for computation,
analysis and visualizations can be found at https://osf.io/x45mj/. All analyses were done on
absolute (unsigned) r values.

https://osf.io/x45mj/
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3. Results
3.1. Sample 1

3.1.1. Distributions of r values and sample sizes

The number of r values reported in one study ranged between 1 and 441, with a median of 26 r values.
Ninety-four per cent of the collected r values were reported in correlation tables. Studies with larger
sample size reported more correlations in tables: studies with sample size less than 100 reported 1080
correlation values and 85% of these were presented in tables. By contrast, studies with sample size
greater than or equal to 100 reported 10 606 records and 95.6% of these were presented in tables. This
could have important implications for studies using computerized methods to extract statistical
information. Our data suggest that computerized methods extracting only data from text will not detect
the majority of correlational effect sizes presented within the papers.

To better understand the interaction between sample size and r value magnitude we have mapped the
cumulative 25th, 50th and 75th percentiles of correlation values by the maximum degrees of freedom
associated with correlation values. Figure 2a shows that the magnitude of the percentiles decreased with
including larger and larger degrees of freedom. As the percentiles for the larger degrees of freedom also
include all r values with smaller degrees of freedom this suggests that with increasing degrees of
freedom, overall sample r values are becoming smaller. Note that the percentile values were not
weighted by sample size. That is, even without giving larger weight to larger studies as typically done in
meta-analyses there is a substantial decrease in r values due to larger studies reporting much smaller
effect sizes than smaller studies. Figure 2b confirms this trend also for data from Sample 2.

We were interested in seeing how the distribution of reportedly significant and non-significant r values
comparedwith the significance boundary. To this end, figure 3a,b shows the bivariate distribution of sample
sizes and r values, for records reported as statistically significant and non-significant, respectively. The 25th,
50th and 75th percentile for all (statistically significant and non-significant) 12 412 correlationswas 0.08, 0.17
and 0.33. Themedian sample sizewas 230, the 25th and 75th percentiles were 140 and 564 respectively. The
density of statistically significant r values was highest near the significance boundary. There is also high
concentration of non-significant r values with r < 0.1 between 100 <N < 300.

Figure 3a,b also indicates that some reportedly significant and non-significant r values cross the
significance boundary. There are only few reported correlations which are too small to be statistically
significant (figure 3a), and this may represent misreporting of significance status or statistical
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information. There are more reported correlations which are too large to be non-significant (figure 3b); in
these cases, misreporting could also be at play, but it is also possible that some adjustment for
multiplicity has been performed by the authors.

A total of 7163 (58%) correlations were reported as statistically significant, and 4825 (39%) correlations
were reported as non-significant. The remaining 3% (424 correlations) were reported without specified
significance. A total of 144 correlations were reported as r = 0.

Figure 4a shows the probability density of sample sizes for statistically significant and non-significant
r values. Figure 4b,c shows the probability density and cumulative density of correlation values,
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respectively. As expected, with increasing sample size, the proportion of significant r values increases.
This is because with larger sample size, smaller effect size will be detected as significant. For
significant correlations, the 25th, 50th and 75th r value percentiles were 0.18, 0.29 and 0.44. For non-
significant correlations, these percentiles were 0.03, 0.06 and 0.11, respectively.

InSample1, 752 recordswere collected fromtext (6%).Outof those119 recordshadnospecified significance
status.Wewere interested inwhether authors do report significant correlationsmore in text rather than tables.
Our results would indicate that this is correct, as about 83% of correlations in the text were statistically
significant, whereas only 59% of correlations in tables were statistically significant. However, the overall
percentage of in-text correlations is very low in Sample 1, which makes this result tentative.

The 25th, 50th and 75th percentiles of r values were 0.16, 0.28 and 0.46 for those reported in text and
0.07, 0.17 and 0.32 for those reported in tables. Table 4 shows the 25th, 50th and 75th percentiles for those
correlations reported as significant and non-significant in text and tables.

We also wanted to compare the distribution of r values and sample sizes across different years and
subfields of psychology. Table 5 shows r value quartiles for different years and for different research



Table 4. The proportions and 25th, 50th and 75th percentiles for correlations reported in text and in tables depending on the
reported significance.

reported in: number of correlations

percentiles

25th 50th 75th

text significant 511 0.22 0.33 0.51

text non-significant 122 0.03 0.09 0.17

tables significant 6652 0.18 0.28 0.43

tables non-significant 4703 0.03 0.06 0.11

Table 5. The 25th, 50th, and 75th percentiles of r values for subsets of data for the years 2010 and 2019 and for journals
falling under social and developmental psychology. Note. r-value quartiles are shown separately for correlations reported as
significant and non-significant. In developmental psychology 4558 (57%) records were reported as statistically significant, 3110
(39%) records were reported as non-significant, and 342 (4%) records were reported with no p-value. In social psychology 2605
(59%) records were reported as significant, 1715 (39%) as non-significant and 82 (2%) with no p-value.

2010
N = 5517

2019
N = 6895

developmental
N = 8010

social
N = 4402

sample size 111;147;330 195;267;913 119;230;527 145;213;560

all r values

N = 12 412

0.08;0.18;0.33 0.07;0.17;0.34 0.07;0.17;0.33 0.08;0.18;0.33

r values reported as significant

N = 7163

0.19;0.29;0.45 0.18;0.28;0.44 0.18;0.29;0.45 0.18;0.28;0.43

r values reported as non-

significant

N = 4825

0.034;0.07;0.12 0.03;0.06;0.10 0.03;0.07;0.11 0.03;0.06;0.10

developmental r values 0.08;0.18;0.34 0.07;0.16;0.32

sample size 85;147;330 178;267;913

social r values 0.08;0.17;0.30 0.08;0.18;0.35

sample size 139;145;454 199;300;735

royalsocietypublishing.org/journal/rsos
R.Soc.Open

Sci.9:220311
12
areas. We calculated the exact p-values for those r values which were reported without a p-value or α
(N = 424) and found that 384 r values were significant at α = 0.05 assuming a two-sided test. 396 r
values were significant at α = 0.05 assuming a one-sided test. Note that assuming a one-sided test
increases power, therefore smaller effect sizes will be detected as statistically significant.

Figure 5 shows the expected and measured values of non-significant correlations. The disparity
between the observed and expected values of non-significant effect sizes could be caused by the fact
that non-significant results are a mixture of some results that arise from studies that target nil-null
effects and some other studies that target non-null effects but end up being non-significant, or by the
tendency to preferentially report ‘just non-significant’ values within the studies’ results.

3.1.2. Differences between years

In total there were 5517 r values for the year 2010 and 6895 for the year 2019. Table 5 summarizes the
25th, 50th and 75th percentiles of r values and sample sizes. There is a notable increase in the median
sample size from 2010 to 2019. Conversely, r values remain remarkably similar. This is curious, as
with increasing sample size, the effect size which will be detected as significant decreases.

3.1.3. Differences between subfields

Table 5 also summarizes the 25th, 50th and 75th percentiles for r values and sample sizes for the subfields
of social and developmental psychology. Sample sizes increased for both developmental (median: 147 to
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267) and social psychology (median: 145 to 300) from 2010 to 2019. Conversely, r values were similar
between the two fields, and they also did not change over time.
3.1.4. Specification of study hypotheses

Studies were coded as having a directional hypothesis if at least one hypothesis specified the sign of an
effect. Out of the 243 studies, 176 (72%) contained at least one hypothesis where the sign of the effect was
specified; 67 of the studies (28%) had hypotheses which did not specify the expected sign of the effects. In
2010 there were 79 studies (68%) specifying the sign of an expected effect and 37 (32%) without
specifying the sign. In 2019, there were 97 studies (76%) with directional hypothesis and 30 (24%)
without a directional hypothesis. When using nil-null hypothesis and assuming high enough sample
size, directional hypotheses have 50% chance of being found significant and non-directional
hypothesis literally 100% chance. We have, however, not collected data on how the given hypotheses
were actually tested.

Out of the 127 studies published in 2019, 18 (14%) included a power analysis. The expected effect size
was reported in 13 of those. The rest did not specify the effect size, or the power calculation was done
a posteriori on the detected effect. No power calculations were reported in studies published in 2010.
3.1.5. Preregistrations

Seven studies in Sample 1 (4%) contained a link to a preregistration document. These studies included
329 correlations and came from five papers (three studies were part of one paper). The studies were
published in the European Journal of Personality (five studies) and Social Psychological and
Personality Science (two studies). Studies were preregistered on the Open Science Framework1 (six
studies) or the AsPredicted platform2 (one study).

In two cases there was an extra hypothesis in the preregistration not stated in the published paper. In
one case no hypotheses were mentioned in the preregistration. In one case the preregistered hypotheses
were more precise (directional as opposed to explorative) than those stated in the study. In the four
remaining studies, hypotheses were the same in both the preregistration and in the published paper.
1https://osf.io/
2https://aspredicted.org/

https://osf.io/
https://aspredicted.org/
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The 25th, 50th and 75th percentiles for correlations collected from preregistered studies were r = 0.07, 0.18
and 0.35 and N = 157, 213 and 264.
3.2. Sample 2

3.2.1. Distributions of r values and degrees of freedom

A total of 31157 correlations were extracted for the years 2010–2019. The 25th, 50th and 75th percentiles
for all r values were 0.17, 0.31 and 0.52. Figure 6 shows the distribution of r values in each
year. Figure 7a shows the median r values with bootstrapped 95% confidence intervals. The median r
value decreased from 0.35 in 2010 to 0.26 in 2019. Note that this is in contrast with the results in Sample
1 where the correlation values remained similar between the years. Figure 7b,c shows the 25th, 50th and
75th percentiles for r values and degrees of freedom across the years for different subfields. Degrees of
freedom were reported with 3292 r values (11%). The 25th, 50th and 75th percentiles for the degrees of
freedom were 37, 72 and 144. Degrees of freedom increased from a median of 53 in 2010 to a median of
114.5 in 2019 which was also true in Sample 1. As an exception from this trend, there was a decrease in
degree of freedom from the year 2018 (median = 184) to 2019 (median = 114.5).

Table 6 shows the number of records with degrees of freedom for each year and the correlation
between degrees of freedom and r value magnitude. In early years there was a negative correlation
between the degrees of freedom and r value magnitude, but this correlation gradually disappeared
by 2019.
3.2.2. Differences between subfields

The comparison of subfields of psychology in Sample 2 yielded the following results. The 25th, 50th and
75th percentiles for all r values collected from journals focused on developmental psychology were 0.20,
0.35 and 0.56 (N = 13 514). In the case of journals focused on social psychology the respective r values
were 0.15, 0.28 and 0.49 (N = 17 643). The overall percentiles of degrees of freedom were 20, 53 and 97
(N = 1813) for developmental psychology and 51, 103 and 237 (N = 1479) for social psychology. The
sample sizes of degree of freedom values are smaller than the sample sizes of correlation values
because degrees of freedom could be extracted only for a subset of the r values in Sample 2.
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The 25th, 50th and 75th percentiles of r values and degrees of freedom for the two subfields across the
years are shown in table 7. The magnitudes of degrees of freedom have increased across the years while r
value magnitudes have decreased for both fields.
4. Discussion
In this study, we have determined the distribution of correlation coefficients in five developmental and
five social psychology journals. We used two samples. Sample 1 included correlations from both text and
tables. Sample 2 included correlations only from the text. Sample 2 correlations were larger than those of
Sample 1, probably because the correlations chosen to be presented in the text were a biased subsample
of all correlations calculated. Hence, larger correlations may have been reported in the text than in tables.
In Sample 2 the magnitude of correlations decreased over the decade we examined, whereas they
remained stable in Sample 1.

4.1. Implications for power calculations
In Sample 1 the 25th, 50th and 75th percentiles of all correlation effect sizes were r = 0.08, 0.17 and 0.33,
much smaller than Cohen’s estimates for small, medium and large effect sizes (r = 0.1, 0.3 and 0.5,
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Table 7. The 25th, 50th and 75th percentiles for each year divided into r values and degrees of freedom published in journals
specializing in developmental psychology and journals specializing in social psychology. Note. r = r values; d.f. = degrees of
freedom. For both subfields the median r value for 2019 is slightly lower than the median r value for 2010. For both subfields
the median d.f. for 2019 is higher than the median d.f. for 2010. There is no clear decreasing pattern across years for either
subfield. The number of records collected for each group is shown.

subfield year

developmental psychology social psychology

r d.f. r d.f.

2010 0.25; 0.39; 0.52

(N = 1124)

29; 64; 119

(N = 125)

0.17; 0.32; 0.51

(N = 1295)

33; 49; 87

(N = 122)

2011 0.20; 0.34; 0.57

(N = 1234)

37; 59; 129

(N = 132)

0.17; 0.32; 0.51

(N = 1638)

39; 49; 68

(N = 165)

2012 0.24; 0.38; 0.57

(N = 1154)

30; 46; 89

(N = 237)

0.15; 0.29; 0.49

(N = 1764)

45; 91; 258

(N = 168)

2013 0.22; 0.37; 0.56

(N = 1333)

29; 44; 86

(N = 288)

0.151; 0.300; 0.510

(N = 1642)

48; 91; 131

(N = 111)

2014 0.22; 0.37; 0.59

(N = 1621)

28; 40; 72

(N = 305)

0.17; 0.32; 0.55

(N = 1457)

45; 78; 152

(N = 136)

2015 0.20; 0.34; 0.53

(N = 1190)

24; 43; 79

(N = 136)

0.15; 0.29; 0.47

(N = 1809)

49; 109; 236

(N = 184)

2016 0.19; 0.34; 0.54

(N = 1349)

37; 51; 115

(N = 180)

0.14; 0.28; 0.51

(N = 1631)

102; 188; 498

(N = 109)

2017 0.18; 0.33; 0.55

(N = 1373)

42; 74; 110

(N = 173)

0.14; 0.27; 0.49

(N = 1640)

91; 156; 237

(N = 126)

2018 0.17; 0.31; 0.52

(N = 1567)

38; 73; 117

(N = 91)

0.13; 0.26; 0.47

(N = 2215)

90; 270; 577

(N = 240)

2019 0.17; 0.31; 0.51

(N = 1569)

37; 67; 116

(N = 146)

0.12; 0.23; 0.43

(N = 2552)

124; 189; 328

(N = 118)
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respectively). Considering only correlations clearly reported as statistically significant the 25th, 50th and
75th percentiles were 0.18, 0.29 and 0.44, reasonably close to Cohen’s [1] estimates. However, considering
only correlations reported as statistically non-significant, the respective percentiles were very small (0.03,
0.06 and 0.11). This is to be expected as larger magnitudes of effect sizes would by definition be detected
as statistically significant.

If we consider the effect sizes from both statistically significant and non-significant reports to be the
best overall effect size estimates, the implications for power calculations are clearly profound: the
relationship between power and effect size is not linear, even a seemingly small decrease in effect size
may translate to a considerable change in sample size. For example, relying on Cohen’s benchmarks
would suggest that a sample size of 84 is required to detect a ‘medium-sized’ effect of r = 0.3. By
contrast, our data suggest that a 219% larger sample size of 268 would be necessary (r = 0.17, power =
0.8, α = 0.05, two-sided test).

It is a question whether field-wide estimates of effect size distribution such as those presented here are
the right basis for power calculation, or whether one should focus on the distribution of effect sizes from
previous studies looking at similar problems. The latter approach would probably be more precise as
long as studies looking at the specific question of interest are well-powered and unbiased. One has to
question in each case whether the available results are less biased in the studies targeting similar
questions or in the larger discipline. Discipline-wide effect size distributions can also be interesting in
order to determine the overall distribution of effects one can expect within a wider field. Here we have
focused on psychological sciences, but similar considerations may apply also to other scientific fields, e.g.
empirical distributions of effect sizes have been studied also in medical disciplines [18–20].
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4.2. Differences between samples

There was a pronounced difference in the percentiles of the two samples we collected. In Sample 2 the
25th, 50th and 75th percentiles were 0.1–0.2 larger than in Sample 1: 0.17, 0.31 and 0.52. This difference
can be attributed to the fact that the automatic extraction algorithm used to collect Sample 2 was able to
extract only correlations reported in the text. By contrast, in Sample 1 only 6% of all records were
collected from text. Indeed, considering only Sample 1, we found that correlation effect sizes were
about 0.1–0.2 larger in the text than in tables. This disparity may arise because correlation tables often
include correlations between all observed variables whereas correlations mentioned in the text are
more likely to be interpreted by the narrative of papers, so they are more likely to be related to
variables in the focus of the study, or how the study had been written up. Text bodies may also
contain larger correlations, because they draw more attention and are considered worth mentioning in
the text, regardless of whether they reflect primary analyses or secondary, exploratory ones.
Alternatively, the disparity could also be caused by the mean degrees of freedom being smaller in
Sample 2 than in Sample 1. Given that in Sample 1 we can see higher proportion of significant
correlations in text, the former explanation seems to play at least a partial role. In any case, this points
to an important problem for researchers deciding between manual and computerized collection of
correlational effect sizes to study their distribution, as computerized extraction methods usually
sample only information from text.

4.3. Temporal developments in effect size and sample size distributions
The recent awareness of a high number of false positive findings in published literature [21,22] has led to
calls to increase sample sizes in various research areas [6,23–25]. In our manually collected Sample 1 data,
we found a median sample size increase in both developmental (from 147 to 267) and social psychology
(145 to 300). Effect sizes remained stable in both subfields (0.17–0.18 and 0.18–0.16 in developmental and
social psychology respectively). By contrast, in our Sample 2 data we found that median degrees of
freedom increased in both fields but more modestly so, especially in developmental psychology.
Between 2010–2012 and 2017–2019 effect sizes declined in both fields: 0.36 to 0.30 in developmental,
and 0.29 to 0.23 in social psychology (Sample 2).

The correlation effect sizes in Sample 2 were negatively correlated with associated sample size in the
earliest publication years we studied. However, this negative correlation gradually disappeared by 2019.
This may be explained by less selective reporting of correlations in text in recent years.

4.4. Correlation distributions differ between subfields of psychology
Multiple authors pointed out that using universal effect size benchmarks may lead to the
underestimation or overestimation of the effect sizes in research subfields [2–4]. Here, we found that
the 25th, 50th and 75th r value percentiles were very similar in developmental and social psychology
studies in Sample 1 (0.07, 0.17, 0.33, and 0.08, 0.18, 0.33, respectively). In Sample 2 there was more
pronounced difference in r value percentiles between the two fields (0.20, 0.35 and 0.56, and 0.15, 0.28
and 0.49 for developmental and social psychology respectively). If Sample 2 picked up correlations
more likely to be the foci of the studies (reported in the text), this would suggest that while the
distribution of reported correlations in the two fields is very similar, the focus of the two fields is on
correlations of different magnitudes. Alternatively, researchers in developmental psychology may
prefer to highlight larger correlations.

The between-field comparison of r values and degrees of freedom was hindered by the fact that
degrees of freedom could be extracted only for a subset of values in Sample 2, as most often they
were not reported with each r value.

4.5. Sample size and effect sizes
When relying on null-hypothesis significance testing, having larger sample sizes allows one to detect
smaller effect sizes as statistically significant. In fields where low sample sizes are typical this will
lead to exaggeration of effect sizes in the published literature because studies with low sample sizes
can only produce statistically significant results if effects are relatively large [26]. However, due to
sampling variability large effects sizes will be detected from time to time even if the true effects tested
are small or null [6]. This argument is supported by findings from large-scale replication efforts. The
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Open Science Collaboration [27] study conducted replication of 100 psychology studies and found that

the mean effect size of the replications (r = 0.197) was roughly half the magnitude of the mean effect
size published in the original studies (r = 0.403). Furthermore, a recent report focused on emotion
research showed that effect sizes reported in highly cited observational and experimental studies are
on average about twice larger compared with the largest sample studies on the same topic [7].

Hence, published field-specific effect size distributions probably depend on study sample sizes. Our
data showed clear evidence of this expectation: We found that as records with larger and larger sample
sizes were considered, smaller and smaller median r values were found.

Schäfer & Schwarz [2] have suggested an alternative explanation for the above potential regularity
arguing that the negative relationship between sample size and effect size may also arise because in
research fields with large effects researchers have learned that small sample size is sufficient while in
fields with small effects researchers would aim for larger sample sizes. However, this suggestion cannot
explain the pattern of our data: here, we observed a strong decline in the magnitude of cumulative
percentiles of r values with increasing sample sizes even within the same research field and even while
the decrease in r value magnitudes across years was relatively small. Hence, it is likely that published
correlation magnitudes are driven by study sample sizes simply because larger studies can publish more
statistically significant small effects. This suggests that researchers cannot simply determine ‘true’
expected effect sizes by looking at some published papers. Rather, the decline of effect sizes with
increasing study sample size must be considered when trying to determine expected effect sizes.

4.6. Power calculations
Only 14% of the Sample 1 studies published in 2019 included a statistical power calculation (there were
no statistical power calculations in studies published in 2010). This is more than twice the number
reported by Szűcs and Ioannidis [24] for studies published in neuroimaging journals in 2017 (6.9% out
of 130 studies) and 2018 (6.4% out of 140 studies). This may indicate either increased focus on
statistical power calculations with time or may indicate that power calculations are more frequent in
social and developmental psychology than in neuroimaging papers.

4.7. Preregistrations
Only seven studies in Sample 1 (4%) contained a link to a preregistration document (these studies
included a total of 329 correlations). Schäfer & Schwarz [2] found that the median r value for
preregistered studies was 55% lower than the median value for non-preregistered studies. However, in
our sample, the 50th, and 75th r value percentiles for preregistered studies were slightly higher than
those for all Sample 1, and the 25th percentile was slightly smaller. However, as our sample only
included very few preregistered studies, our findings may not adequately represent effect and sample
size differences between preregistered versus non preregistered studies.

It is noteworthy that very few studies in the sample were preregistered and that they have come from
only two journals. This suggests that preregistration in 2019 was not yet widespread practice in many
impactful journals in social and developmental psychology. Those studies that were preregistered
have mainly used the Open Science Framework3

4.8. Hypothesis precision
Multiple authors pointed out that most hypotheses in psychological science tend to be directional at best
[28–31]. Our data suggest that the situation has remained unchanged since the 1960s. No studies
specified the looked-for effect size. Twenty-eight per cent of Sample 1 studies only specified hypotheses
predicting an association but not the direction of the association; 72% of Sample 1 studies contained at
least one hypothesis which specified a predicted direction of an effect; 8% more studies had directional
hypotheses in 2019 than in 2010.

Specifying only the sign (direction) of an effect has been shown to lead to many false positives [32]. In
studies with very high statistical power there is 50% probability of rejecting the null hypotheses. When not
even the direction of an effect is specified, such studies can reject the null hypotheses with near certainty
[28,30]. If the study hypotheses were specified after the results were known (HARKing; [33]), all studies
3https://osf.io/

https://osf.io/
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of any sample size would be almost certain to detect a significant effect. It is also noteworthy that if studies

do not specify an effect size sought then principled statistical power calculation becomes impossible.

4.9. Ambient correlational noise
Most psychological variables tend to correlate with each other simply because they are affected by the
interactions of many background factors [30]. Hence, any randomly selected variables are likely to be
at least remotely connected through a background network of interacting variables [31,34], leading to
shared variance. Consequently, a randomly chosen pair of variables is likely to have non-zero absolute
correlation [30,35,36]. This phenomenon is termed the ‘ambient correlational noise’ [30] or the ‘crud
factor’ [37]. In our data the middle 95% of the overall correlation distribution ranged between 0 and
0.64 for Sample 1. The middle 95% of the distribution of non-significant correlations was between 0
and 0.21. That is, most absolute correlation values clearly departed from zero. It is also of note that
the means of observed statistically non-significant correlations were larger than the means expected if
the nil-null hypothesis was true. This could be because the nil-null hypothesis is correct only in a
subset of the studies and therefore nearly all studies would measure larger than zero effect sizes.
Nevertheless, this could also reflect the ambient correlational noise within the data.

These points are very important to consider when ‘real’ (not ‘statistical’) significance of results is
evaluated: published studies often interpret statistically significant effect sizes in the 0.1≤ r≤ 0.2
range. If the sample size is large enough, departure from zero will also be detected as statistically
significant (and confidence intervals will exclude zero). However, since many correlations are likely to
be small, correlation effect sizes of this magnitude may just reflect ambient correlational noise.

Given the problem of unspecified effect size magnitudes in hypotheses, there is a chance that many
statistically significant results may arise due to the ambient correlational noise rather than due to the
hypothesized associations. While sample size increase is usually viewed as an increase in the quality
of the study, it is important to keep in mind that it should be accompanied by corresponding changes
to the design of the study and optimally by a principled argument about the expected effect size and
most recently, by preregistration. Otherwise, increased sample size may just lead to an increased
number of false positive results [30].

5. Limitations
The automatic extraction algorithm used for Sample 2 could extract only correlations from the text but
not from tables. The manually extracted data allowed us to determine that correlations reported in
text were much less common than correlations reported in tables. However, we could not determine
the ratio of correlations reported in tables to those reported in the text in Sample 2. Further, for
analyses involving degrees of freedom and p-values in Sample 2, only a subset of the data could be
used because these values were not reported with most r values.

While the validation procedure for Sample 2 has offered satisfactory results, it focused on checking
papers from which there was at least one correlation successfully extracted. Therefore, there is a
possibility that some papers containing correlations may not have been included in the sample if they
only presented correlations in tables. However, when we compared the density distribution of
correlation values from studies which were part of both samples, we found excellent correspondence.

Since we have collected all r values within the Results section (Sample 1) or within the text of the paper
(Sample 2), some of these r values probably targeted the same or similar questions and are calculated on the
same or similar sample, meaning that many or all of the r values collected within one paper are likely to be
inherently correlated. Additionally, the researcher biaseswithin themethods and analysis are likely to be the
same for r values collected from the same papers. Given that we have shown that larger studies report
smaller r values, this could skew the overall distribution of r values if either smaller studies or larger
studies consistently reported larger number of r values. However, there was only weak correlation
between the overall study sample size and number of r values reported (r = 0.13).

Finally, for the purpose of this study the two subfields presented have been defined by overall
specialization of the journals considered in sampling.

6. Conclusion
As expected, we found that effect size distributions strongly depended on sample sizes: the larger the
maximum sample size the smaller the corresponding effect size distribution quartiles. This suggests
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that effect sizes cannot be considered to be fixed and independent from sample sizes. Rather, larger

studies will measure smaller effect size distributions than smaller studies. This observation has major
implications for power calculations: many small and probably underpowered studies will report larger
effect size quartiles than larger, well-powered studies. If power calculations are then based on effect
sizes from small studies, future studies will also be small and underpowered and will also report
relatively large effect sizes. Our observation also suggests that without considering how sample size
affects effect size distributions, it cannot be determined whether large effects arise due to effect size
inflation in small studies or whether they can really be expected in a field. Similarly, non-significant
effect sizes should also be considered in effect size distributions because they may represent effects
that are too small to be detected by underpowered studies.
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