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~ Abstract—This paper proposes a quality-of-service (QoS)-adap- media, objects to be cached may not be equivalently important
tive proxy-caching scheme for multimedia streaming over and some objects may depend on others. Secondly, the current

the Internet. Considering the heterogeneous network condi- |ntaret only provides best-effort service and does not provide
tions and media characteristics, we present an end-to-end

caching architecture for multimedia streaming. First, a media- qual|ty.of service (QoS) gugrantee. Network COI’?_dItIOI’]S such as
characteristic-weighted replacement policy is proposed to im- bandwidth, packet-loss ratio, delay, and delay jitter vary from
prove the cache hit ratio of mixed media including continuous time to time. Thus, real-time characteristic of streaming media
and noncontinuous media. Secondly, a network-condition- and requires new functionalities such as scheduling and resource
media-quality-adaptive resource-management mechanism is yanagement to be incorporated into the proxy caching. Thirdly,
introduced to dynamically re-allocate cache resource for different . L
types of media according to their request patterns. Thirdly, a the bandwidth of access networks vary greatly, the cllent_s
pre-fetching scheme is described based on the estimated networkaccess model, the access pattern, and the network bandwidth
bandwidth, and a miss strategy to decide what to request from the for a given link vary greatly from time to time. Therefore, the

server in case of cache miss based on real-time network conditionsheterogeneities in clients and networks need to be considered
is presented. Lastly, request and send-back scheduling algorithms, when designing the proxy.

integrating with unequal loss protection (ULP), are proposed to ST .
dynamically allocate network resource among different types Replacement policy is one of the key components in the

of media. Simulation results demonstrate effectiveness of our Proxy design. The existing caching replacement policies for
proposed schemes. web data can be roughly categorized as recency-based and

Index Terms—Bandwidth estimation, multimedia streaming, frequency-based. Recefncy—based.algorithms, e.g.,!east recently
prefetching, proxy server, QoS-adaptation, rate control, replace- uUsed (LRU) [9], exploit the locality of reference inherently
ment policy, resource allocation, web caching. in the programs. Frequency-based algorithms, e.g., least fre-
quently used (LFU) [10], are suited for skewed access patterns
in which a large fraction of the accesses go to a dispropor-
tionately small set of hot objects. To balance frequency- and

ITH the popularity of the World Wide Web (WWW), recency-based algorithms, several improved algorithms named
web proxy caching has become a useful approach heRU-k and LRFU are proposed in [11] and [12].

cause it can alleviate network congestion and reduce latencyor most of the data accessed on the web today, which con-
through distributing network load [1], [2]. Traditional proxytain text and static images, the above algorithms seem adequate.
servers were designed to serve web requests for noncontwever, as streaming of continuous media data becomes pop-
uous media, such as textual and image objects [3], [4]. Withar, different media characteristics and access patterns need to
the increasing advent of video and audio streaming applidse considered. To the best of our knowledge, fewer works to date
tions, continuous-media caching has been studied in [S]-[Rkave clearly addressed how to efficiently cache mixed media, es-
Most recently, there is interest in caching both continuous apdcially for multimedia streaming applications. In [8], a cache
noncontinuous media [8]. However, efficiently caching botreplacement algorithm for mixed media according to media’s
continuous and noncontinuous media faces many challengesndwidth and space requirement is proposed. However, the
First, different types of media have different characteristickandwidth resource considered therein is the fixed bandwidth of
Specifically, real-time media such as video or audio is delaye disk, rather than the varying network bandwidth from client
sensitive but capable of tolerating moderate packet-loss everdsproxy and from proxy to server.
while nonreal-time media such as Web data is less delay sensiPrefetching between proxy and client has been proven to
tive but requires reliable transmission. Consequently, differeipé very effective if the proxy can accurately predict the users’
types of media may have different quality impairments undeccess patterns [13], [14]. Since continuous media has a strong
the same network condition. Furthermore, within each type @fndency to be accessed sequentially, ®eral. proposed

a proxy prefix caching scheme for multimedia streams [5].

The prefix of a multimedia stream is stored in the proxy

Manuscript received Febru_ary 22,_2001; revised‘March 21, 2002. This paps’ advance. Upon receiving a request for the stream, the
was recommended by Associate Editor H. Gharavi. . . Lo S . .

F. Yu was with Microsoft Research Asia, Beijing, China, and Fudan UniveRIOXY 'mmed|ately initiates transmission to the client while
sity, Shanghai, China. She is now with the Department of Computer Sciensémultaneously requesting the remaining portion from the server.
University of California, Berkeley, CA 94720 USA. In this way, the latency between server and proxy can be hidden.

Q._Zhang,_W. Zh_L_J, and V.-Q. Zhang are _Wlth Mlcroso_ft Research Asuil_,' .

Haidian District, Beijing 100080, China (e-mail: wwzhu@microsft.com). owever, several issues, such as how much should be prefetched

Digital Object Identifier 10.1109/TCSVT.2003.809829 under different network conditions and how to schedule the

I. INTRODUCTION

1051-8215/03%$17.00 © 2003 IEEE



258 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 13, NO. 3, MARCH 2003

pre-fetch and miss requests, are not addressed. Rejaié P— -
proposed a quality-adaptive proxy caching mechanism f Lg ; : s
multimedia streaming [15], which took network bandwidtf ctient 1 ext Server 1
into consideration. This work was performed specifically fo P Tmage
. . . . i % = 5 Sy BW u, é."‘:'
layered video, rather than mixed media with continuous au 22 T S wide L
noncontinuous ones. Client 2 ) local | |5 5 BE| [, orea Server 2
0 o= = networ
To address the above issues, this paper first propose networ = 2 .
media-characteristic-weighted replacement algorithm th . Video :
takes the network bandwidth into account and adapts to 1 BW g '
. s e , BW 1y j
media characteristics as well as users’ request patterns. The E Physical Cache I
network-condition- and media-quality-adaptive resource- ma —. Server j

agement mechanism is presented to dynamically allocate cache

resource among different types of media according to tR&. 1. End-to-end architecture of our caching scheme for mixed media
client’s request-model and network conditions. Moreover, vi&€aming.

propose an efficient prefetching scheme and a QoS-adaptive

miss strategy by taking available network bandwidth and usetRe local access network to the client without interacting with
access patterns into account. Note that, here, QoS-adaptivgdestination server. However, ifitis not available in the cache,
miss strategy denotes media-characteristic and network-con@-, in the case of a cache miss, the proxy forward the request
tion based policy handling cache miss. In addition, weighteg the appropriate original server if necessary. Upon receiving
request-scheduling and send-back scheduling schemes s¥fgh a request, the original server streams the requested media
introduced, which utilize the network resource efﬁcienﬂbbjectto the proxy server. The proxy relays the requested stream
according to media characteristics. to the requesting client and meanwhile caches the media object

The rest of this paper is organized as follows. In Section | its local storage. If the local storage at the proxy server is full,
we present an end-to-end architecture for QoS-adapti¥r: proxy decides which media object needs to be removed from
caching of mixed media streaming over the Internet. ke cache to make room for the new object. If the replacement
Section Ill, a replacement policy adapting to the charactefigorithm fails to free up enough space for the new object, the
istics of different types of media and a network-adaptivgbject is streamed from the original server directly to the client.
cache-resource-management scheme are proposed. Section ffhere are two important issues that have not been considered
introduces network-bandwidth-adaptive scheduling algorithif the above caching procedure. One is the characteristics and
with network status estimation, and network resource allogg&quest patterns of different types of media, and the other is the
tion for requesting miss objects and prefetching from proxyarying network conditions of client-proxy and proxy-server.
to server. In addition, network resource allocation for clientaking these two issues into account, we proposed a QoS-adap-
send-back is also discussed. Section V gives the simulatigfe caching scheme for mixed media. Fig. 2 illustrates the de-
results. Finally, conclusions are made in Section VI. tailed block diagram of this scheme.

Taking the different characteristics of continuous media
and noncontinuous media into consideration, different page
management and replacement policies are adopted for different
types of media. Theesource managememhodule periodi-

Proxies are emerging as an important way to reducally re-allocates the current resource according to the media
user-perceived latency and network resource requirementlaracteristics, the access frequencies of different types of
the Internet. A proxy server in general is located near edgedia, and the varying network conditions of client-proxy and
router or gateway in the Internet. It is connected to clients vpoxy-server.

a local access network while connected to servers via a wideConsidering the request patterns of continuous mem,
area network. The local access network could be LAN, xDSktchingpolicy is employed for the hit request. Future portion of
access network, cable access network, or wireless access tietcontinuous media is requested from proxy to the server when
work. Generally, the network status between client-proxy arlde proxy streams the requested media objects to the client.
proxy-server are quite different. Fig. 1 shows the end-to-etser-perceived latency can be reduced and overall quality of
architecture of our proposed caching scheme for multimedtze requesting media can be improved by pre-fetching.
streaming. Multimedia here refers to mixed media, such asAs mentioned above, twmetwork bandwidth-monitoring
audio, video, images, WWW data, etc. To adapt caching to thedules are used to dynamically estimate the available band-
varying network conditions of client-proxy and proxy-servemvidth between client and proxy as well as between proxy and
two bandwidth monitor modules are explicitly introduced iserver. Note that in general there exists a bandwidth mismatch
this architecture. between client-proxy and proxy-server, threqquest scheduler

In this architecture, the proxy server works as follows. Whesmd send-back schedulenodules are introduced. Thiequest
a proxy cache receives a request for a particular media objesttheduleallocates the bandwidth between proxy and server for
it checks whether the corresponding media object is cached hoiss and prefetch requests. Téend-back scheduledlocates
cally or not. If the requested object is in the cache, i.e., in thiee bandwidth between client and proxy for different types of
case of a cache hit, the object is streamed from the proxy oveedia.

Il. AN END-TO-END ARCHITECTURE FORQOS-ADAPTIVE
MIXED MEDIA CACHING
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Fig. 2. Block diagram of our proposed QoS-adaptive caching scheme for mixed media.
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Fig. 3. Multiple-level page size management scheme.

In summary, the cache and network resources are allocasizk. It, however, may not be suited for mixed media caching.
based on the media characteristics and network conditidhshe page size is large, it is not good for caching text object
in our proposed QoS-adaptive caching scheme to achieimce the resource is wasted. On the other hand, if the page size
good quality for mixed media. The overall scheme consisitssmall, video object may have a large index. Considering the
of: 1) client-proxy and proxy-server bandwidth monitorsyariable bit rate (VBR) nature of the continuous media, one
2) a media-characteristic-weighted replacement policy; 3)naay naturally consider assigning unequal page sizes to each
network-condition- and media-quality-adaptive cache relifferent frame/layer. However, it may be complex and difficult
source-management mechanism; 4) a QoS-adaptive miisserms of the cache management.
strategy and pre-fetching algorithm; and 5) client send-backConsidering both the complexity and efficiency of page man-

scheduler and server request scheduler. agement, we propose a multiple-level page-size management
scheme, which adopts different page sizes for different types
lIl. CACHE RESOURCEMANAGEMENT of media. To be specific, for the same type of media, the page

size is fixed. For instance, we may have the following page size

In this section, we address several cache resource-mana}g‘aa—tion_S1 < Sy < Ss < 8, < Ss < Sg, whereS; stands for

ment issues such as page size management, cache replace tng2 for image, S for audio, S, for video B frame, S5 for
policy, and cache resource re-allocation by considering t %' ’ ’ o

- L " eo P frame, andSg for video I frame. In the cache, we store
media characteristics and network conditions. the objects of the same level together, as shown in Fig. 3. Our
proposed scheme works as follows. We first divide the phys-
ical cache into several parts. Each part stores a specified type of

It is known that different types of media have differeniedia and the page size in this part is equal. However, different
sizes. For example, text objects may have the smallest spaats have different page sizes. Specifically, the two adjacent
(0.208 kbytes, on average, for 1998 World Cup traces obtaingalrts have different page sizes, and the latter one is multiple of
from http://ita.ee.lbl.gov/html/contrib/WorldCup.html), imagehe former one. Here, we design the page size for each type of
object may have medium size (1.68 kbytes, on average)edia, on one hand, based on the statistics result obtain from the
audio object may have medium high size (about 4.6 kbyteagpical traces, and on the other, in order for the efficient resource
on average), and video object may have the largest siseallocation management, which will descried in detail in Sec-
(1.407 Mbytes, on average). For video objects, each frarien IlI-C. The space each type of media occupies is variable
(e.g., I, B, and P) also have different sizes. In the case o&nd adaptively changes according to the hit/miss ratio. After the
multilayered scalable video, the base layer has the smallest sgqgecific period of time, we enlarge the space of the media with
and the sizes of the enhancement layers are increased graduaiifh hit-ratio and decrease the one with high miss-ratio. The de-
As we know, the traditional proxy server supports fixed pagails will be discussed later.

A. Multiple-Level Page-Size Management Scheme
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B. Media-Characteristic-Weighted Cache Replacement Poliggceiving a request of the video or audio object in the proxy,
In general, a proxy server has a fixed amount of storagIQ.e weights of objects within the pre—deter_mined wi_ndow are

When the new request comes in while storage is full, the progphanced according to the Welght_calculatlon function. Therg

must evict one or more media objects based on a certain cacHifg SEVeral approaches for calculating the Tendency of a certain

replacement policy. The goal of the replacement policy is {Bedla._ One_ way is to use a mathematical distribution such as

make the best use of available resources, including disk/mem&tgussian distribution to represent Tendency.

space as well as network bandwidth. To achieve this goal, the/& can use the method proposed in [15] to calculate Fre-

cache replacement policy should be able to accurately predif€Ncy. which is described as follows:

future popularity of objects and determine how to use its lim- Frequency= 1/MTTR (2)

ited space in the most advantageous way. ) )
Media characteristics could significantly affect the perforVhére mean time-to-re-access (MTTR) is measured as the

mance of the caching replacement algorithm. First, differe€ighted sum of the inter-arrival times between the previous
types of media have different request patterns. For contfccesses. Denote the access times of therastcesses as
uous media, it has the tendency to be sequentially accesdedin-1: -- - to, wheretills the time of the lasith access. Let
meanwhile, there exist certain reference relations amoHtf Weighting functionu(i) satisfy
media objects (e.g., th? and B frames in a video sequence ;)= a xw(i—1), o<1 and w(0)=1-a. (3)
highly depends on thé frame). However, for noncontinuous
media objects, they are usually randomly and independenfifjen, we have
accessed. Secondly, different types of media have different MTTR = Z (ti — tiz1) x w(i). 4
quality impacts, e.g., audio objects may have a higher quality >0
impact than that of video objects. Thirdly, different types o
media have different sizes. Taking network bandwidth, stora
space, and media characteristic into consideration, we prop
a media-characteristic-weighted replacement policy (MCW- . .
for mixed-media caching. In summary, our pr_oposed cacr_nn_g replacement policy
In our scheme, each object in the cache has a weight a%CW-n) has the fOHOW'r_]g ch_aracte_nstlcs._ )
measure for replacement. When a new object comes in, if there® |t can store the media objects hierarchically based on their
is no free space in the cache, the proxy flushes out the object Priorities. For example, the enhancement layer alone is not
with the lowest weight. As discussed above, the value of the ~USefulif the base layer or the lower layers are missed. Our
caching gain not only depends on the estimation of the time-to-  algorithms ensure that we drive out the higher layers (less
reaccess (TTR) or the access probability of the object, but also  Important layers) first through setting their priorities low.
depends on the importance of the object. Therefore, the weight® Since tendency, frequency and priority are used to de-

us, for a given timey, MTTR(¢o) = (1 — a)(to — t1) + a X
TR(t1). Note that the averaging factarcan be tuned to a
as for or against recency.

function is defined as follows: termine the weight of each object, we can increase the
hit ratio for continuous media and noncontinuous media
W = Priority x (3 x Tendency+ (1 — ) x Frequency (1) simultaneously.

* It supports VCR functions of video. Specifically, tHe
where Priority represents the importance of an object. The frame has higher priority and thus has higher weight.
proxy can assign different priorities to different types of objects. ~ When a VCR function (e.qg., forward) is triggered, even if
The priority assignment may depend on different applications.  the media of that part is not fully in the cache, we can still
Tendency indicates the impact of the current request on the send back some relatedframe. In the case of scalable
following requests according to the continual characteristic of ~ video, the lower layer has higher priority, and thus it has
the media. Frequency represents the popularity of the object to a lower probability of being driven out.
be accesseds is the control parameter balancing the impact o ) ) ]
between Tendency and Frequency, which can be selected basedl€twork-Condition- and Media-Quality-Adaptive Resource
on the network condition. More details will be given in thét€-Allocation Scheme
simulation stage in Section V-A. In summary, by using this As discussed above, we adopted the multiple-level page size
weight function, several characteristics for mixed media acceszanagement approach for mixed media caching. Based on
such as the traditional object’s access probability Frequenayedia characteristics, different types of media need to occupy
the sequential tendency or dependency of continuous meditierent cache resource. That is, larger resource is usually
Tendency, and the importance of the object priority have bealtiocated to continuous media, such as video and audio, than
considered. noncontinuous media such as text and image. Note that in

Tendency shows the probability of the following requests’ hibur scheme, cache is not divided based on a fixed proportion.
ness. For text and images, we may use the data mining ruldricaddition, with the varying network conditions and media
calculate probability of the following requests’ hitness. As forequest patterns in mind, we periodically re-allocate the cache
the continuous media such as audio and video, Tendency rsource to dynamically match the present condition.
sentially represents continuity of the continuous media in theTo efficiently re-allocate the cache resource, several issues are
time scale. Because the continuous media is usually highly caddressed in our scheme. First, we take the priorities of different
related, one can infer future events from the past ones. Upmedia into account. For example, text’s priority is usually very
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high. As a result, text will be replaced lastly. In the case of sc¢ - Cmifn ::Fet :Zomem @5 Weieht Enhanced
able media such as video, the priority of the base layer shouu )

be set higher than that of enhancement layers so that relativigly s. pre-fetching for scalable continuous media.
more objects in the base layer can be kept in the cache [24]. Sec-

ondly, the size that each media currently occupies is considered.

Thirdly, the miss ratio, which shows how often the cache cannot , L . . .
meet client requests, is considered. streaming application, most retrieving objects need to be deliv-

Ideally, the optimal solution can be achieved by establishir?%ed from the remote servers. Thus, the network resource be-

the relation between the miss-ratio gain and the cache resolffd1es @ bottleneck. Several network-related issues, including

requirement for each type of media. For the sake of Simpliciclgénamical bandwidth allocation and weighted scheduling, are

we present here a simple criterion for resource re-allocatigtfidressed in our caching scheme.

Let S; represent the size that the medizurrently occupies?; ‘As mer_ltioned preyiously, there are tyvo network—mon'itoring
denote the priority of the media and MR represent the miss modules in our architecture. To cope with packet dropping and

ratio for theith media. Then, the re-allocation demaR for bandwidth fluctuation in the current Internet, we use our pro-
theith media can be (.:alcula’ted as posed multimedia streaming TCP-friendly protocol (MSTFP)

[16] for available bandwidth estimation.

A. Network Resource Allocation for Miss and Pre-Fetch

The re-allocation demand for each type of mediais cal- Requests

culated and sorted a®] < D5--- < D, . The threshold o _ _
value § is introduced to determine whether it is necessary to If @ request is missed in the cache, the corresponding data
re-allocate cache resource among different types of mediaSftould be requested from the server if necessary. On the other
D! — D} < ¢, then all the media are in a similar condition andand, if arequest for continuous media is hitin the cache, certain

no cache resource should be moved. This can reduce the pd@dwing segments of data may need to be pre-fetched from the
bility of thrashing. server. Consequently, the traffic between the proxy and server

Even if the pages that are required to move are not adjacé;qps!sts of data for miss and pre—fetch. requests. Efficiently al-
the proxy can move page pointer, as illustrated in Fig. 4, usitRfFating the network resource among different types of requests

the scheme described as follows. can improve the performance. _
If D!, — D} > k x & for k > 1, Then, re-allocate some 1) Miss Strategy:If a request is missed in the cache, we
m - 1 1 . . .
resource from media: to media 1. More specifically use the miss strategy to decide whether to request it from the

server or not. In our miss strategy, different policies for different
\/PageSize,, x PageSize, il o MaXpagesize 6 Wpes of media are assigned according to the media character-

Maxpagesize PageSize,, istics. Specifically, considering real-time media is delay sensi-
tive, round-trip time (RTT) is used to decide whether the request
for real-time media can be obtained within the delay bound. If
not, this request is simply rejected. Otherwise, it is added to an
appropriate queue. We maintain separate queue for each media
. . . . based on the delay requirements. Therefore, we provide dif-
erage page size from m‘?d’a“’ me_dla 1. In addition, we Shopldferentiated servicegforqdifferent media according tcf)the media
movek times the predefined moving page number if the d'ﬁeréharacteristics.

! ! -t - -
ence ofN,, — N is k timesé. Furthermore, we want to re-allo 2) Pre-Fetch StrategyThere is a strong tendency for con-

cate the cache resource as a multiple of the largest page Sizﬁn' al requests for continuous media. So when a video or audio
the cachélaxpagesize, SO that it is easy to re-allocate the cach bi

Gbject is requested, we enhance the weight of following objects
resource and no fragment in the cache occurs. Note that bec % 9 : 9 g onj

the t dia h diff i . d th ¢ fie range of a sliding window, which starts from the hitting
€ two media have difierent page sizes and e curren Onppbant to a pre-set value. We may pre-fetch the requested object

a multiple of the previous one, page movement can be achie\fﬁ t is not in the cache.

by just moving t’he p_omter of the previous oneisdand that of Considering the latency from server to proxy, the objects that

the current one’segin immediately after the current hit will not be pre-fetched. Instead,

we start pre-fetching from the RTT (from proxy to cache) dis-

tance away of the current hit place (see Fig. 5). As shown in
The traditional caching scheme assumes that system is lifg. 5, while pre-fetching scalable media object in the window,

ited by disk performance. However, considering the multimedabjects in the cache have bandwidth,,, and the current es-

pages are moved from mediato media 1.
Repeat the above procedure urf], _; — D}, < 6.

Since the page size of media may differ greatly from that
of media 1,,/PageSize,, x PageSize, is calculated as the av-

IV. NETWORK BANDWIDTH-ADAPTIVE SCHEDULING
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Fig. 6. Scheduling scheme for pre-fetch and miss requests.

timated bandwidth from proxy to server i5 The actual pre- packet-loss ratio requirement. The probability of correcting
fetching bandwidthy; ,,, is determined according to the cur-error packets im packetsP(n, t), is calculated as
rent estimated bandwidth and other client requests.

t t n—t

We useSV, to represent the satisfaction ratio of client re- P(n, t) = <n> X legr X (1= lewr)" ™" @)
quest for video during time period It is represented asV, = ] ] ] o
ol /B. There are two basic assumptions. First, each clief® acth'evtithfe I(Ijes!red pacl:etl—lct).ss ratio, a suitatiseneeded
should be given approximately the same satisfaction ratio. S& satisfy the following constraint:
ondly, the satisfaction ratio of each client should not vary greatly n—k
from time to time. The satisfaction ratio of audiol ., is defined Z P, t) > (1 = lges)" (8)
in a similar way. t=0

.3) Unequal Loss Protectpn for Mult|p!e Medla'l_'he band-_ Then the required resource for the given media SO, ce
width of the current Internet is generally time-varying, resultm%
) calculated as
in bursty pattern of packet-loss occurrence. Therefore, error-
control techniques such as forward error correction (FEC) and Rrequired = 1/ (1 — ) X Reource 9)
automatic repeat request (ARQ) are necessary to ensure high
quality video transmission. Because of the strict delay constrayiiich can be further represented as
for real-time video transmission, it is often considered more
beneficial to apply FEC than to use ARQ. Rrequirea = Rlleur; laes) X Rsource- (10)

Different types of media, such as text, image, audio, and4) Delay-Constrained Weighted Scheduling for Pre-Fetch
video, have different tolerances to packet loss in med@énd Miss RequestHaving the above strategies, it is essential
streaming. For example, it is known that the aural sensetisschedule different types of requests based on the network
more sensitive to disturbances than the visual one. Thereforegahdition and media characteristic. To date, there are some
is appropriate to give audio stronger protection than video. Wworks [19]-[21] on scheduling of the queue. In this paper, we
other words, we use error-control code with various strengthsopose a delay-constrained weighted scheduling algorithm to
to protect the source data unequally. That is, important dathocate network resources among different types of requests.
are protected by stronger codes while less important data arés shown in Fig. 6, if a cache-miss occurs, the miss policy
protected by weaker codes [17]. would decide whether to request it from the server or not. There

Reed-Solomon (RS) codes [18] are used for error controlane several queues in the scheduling scheme, each with different
our scheme. RS codes are a well-known class of block codesight. The larger weight a queue has, the higher probability it
with good error-correction properties, especially for channelill be served. Then the necessary requests are classified and
burst errors. An RS code is represente®®&$n, k), wherek is  put into the appropriate queues. To be specific, noncontinuous
the length of source symbols and- & is the length of protection media request is sealed with the time-stamp and put into the
symbols. It is known that an RS code can guarantee to corrtsdst weighted queue. If the request has not been served within
up tot = (n — k) errors with the knowledge of error position.the nextMaxe1ay time, it will be moved to the highest weighted
Suppose the desired packet-loss ratig,{ for audio is 16%, queue. ThéMaxqe1.y can be different among different types
and the current network packet-loss ratig,() is 102, then, of noncontinuous media. For the sake of simplicity, the same
protection needs to be added for audio to achieve the desiMddxq.1.y iS adopted in the following section.
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Fig. 7. Scheduling scheme for mixed media sending back.

The following algorithm is used to schedule the requests so ¢ Allocate the remaining bandwidtBW sy among each
as to efficiently utilize the available bandwidth while avoiding media according to its priority. Given each media priority,
network congestion as much as possible. It is composed of the  Pjudio, Prideo OF Prext&rimage, WE have
following steps.

. . RBWau io X Pau io

Step 1) Generate requests for text and image, which have not  BW,uqio = dRBW- dP-
been served withidaxdelay - i Ea%n:e dia( i x Pi)

X BWieg (14)

Step 2) Generate requests for those in the miss queues with RBW.ideo X Poideo
the average satisfaction ratio 84, _; andSV;,_1, which are BWyideo = S (RBW, x P,) X BWig  (15)
used while pre-fetching audio and video in the time interval icallmedia ¢ !
1. Note that higher priority media (e.qg., audio) is served first and RBWiext&image X Prext&image
lower priority media (e.g., video) is served afterwards. BWiextgimage = > (RBW,; x P,) X BWiet.
Step 3) If there is still some bandwidtBW .¢; left, generate icallmedia
the pre-fetching requests. It includes the following steps: (16)

 Calculate the bandwidth needed for each type of media’s

¢ CalculateS A, and sV, for audio and video, which are,
requeStsRBWaudioa RBindeoy andRBWtext&imagey as

respectively, given by

follows:

n BWaudio + Z Q4 audio
1%vaaudio = Z §}:'\»<lcur,p87 ldes,audio) X RBWZ, audio (11) SAT = - 1=0 (17)

=0 Z ﬂi,audio

wheren is the number of pre-fetching requests for audio =0 .

that should be served during this time periBBW; .udio BW.ideo + > @i video

is the bandwidth needed for tlith audio request,,; ps SV, = i=0 ‘ (18)

is the current estimated packet-loss ratio between proxy f: B vid

and server, and. .udio IS the desired packet-loss ratio =

for audio. Similarly « Calculate the pre-fetching bandwidth for each request, i.e.,

m

/ _ . ) _ A .
RBindeo = Z §R(l(‘,lll‘,ps7 ldes, video) X RBW'i,video (12) aq',,audio —ﬂz,audlo % SAT @i, audio (19)
/
i=0 X video = Bi, video X SV — @i video- (20)
wherem is the number of pre-fetching requests for video « Generate requests for the firsBW ext&image/
that should be served during this time periBBW; video RRBW extgimage equests for text and image. If
is the bandwidth needed for théh video request, and there are some requests for text or image that have not
laes, video 1S the desired packet-loss ratio for video. For  served but are going to reach théaxgeiay, move them
noncontinuous media, we have to the highest priority queue.
RBW extimage = k X RRBW extiimage (13) Notice that in our scheduling scheme, the two satisfaction ratios

SA andSV can be adapted to the varying network condition.

where k is the number of requests for text and image. . )

Note that reliable transmission is required for norB: Network Resource Allocation for Client Send-Back
continuous media, so a predefined reserved bandwidthConsidering the bandwidth difference between client-proxy
RRBW:iexteimage 1S Used for text and image in ourand proxy-server as well as different media’s quality impact, it
scheme. is important to adopt a scheduling scheme to allocate available
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resource among different types of media so as to achieve the TABLE |
optimal overall quality. Fig. 7 illustrates a weighted scheduling BREAKDOWN OF DOCUMENT TYPES AND SIZES FOR ALL DATA SETS
scheme to control data send-back from proxy to client. Web Server HTML | Images | Sound | Video | Dynamic | Formatted | Other

As shown in Fig. 7, during the time interval, the data Waeroo 387 | 501|001 |0006 |03 37 7.18
send-back to the client is determined by the estimated bai.Sagary 4711503 0.1 03 0.04 L0 1.16

Saskatchewan | 55.6 36.5 0.1 0.004 6.7 0.02 1.08
width from client to proxyBW;, -. Since the client may have Nasa 307 1635 02 1.0 26 0.01 1.99
multiple requests at the same time, we need to schedule w g'if;k:‘et ;?‘; ZS? 8% 8'?07 (1)(2)1 88(1)6 (0)32
to be sent back so as to maximally use the bandwidth resouice — ’ ‘ ' ' : :
while avoiding network congestion based BW ., . 100 )

Similar to the resource allocation for pre-fetch and miss _ —#— Text ;"x .
requests, we first allocate enough resources to nonreal-time§0§ 80 + “"""Image RN § 1_6.‘% S
media, which has been delayed bax,.1.,. Then we allo- ) - - Continous Med"’“ e é"g
cate the rest of network bandwidth among continuous media & & 8 g
and noncontinuous media according to their priorities. Our a}‘j = E 3
algorithm consists of the following steps. 8 «}: ] §

Step 1) Allocate network bandwidth for text and image, E‘é‘i %LS)
which have not been served withiiax deiay - 0 . 0 ~

Step 2) Allocate remaining network resourcBW s,
among different types of media as follows: hoe s ;4 i ,‘6dt; ® 19 10

 Calculate the bandwidth needed for each type of media, me Period (T)

RBW audios RBWyideo, BNdRBW eyt grimage. That is Fig. 8. Variation of requests from different types of media.
n
1{vaaudio = Z §R(lcur, cps ldcs,audio) X RBWz audio (21) V. SIMULATION RESULTS

=0 The simulations in this section are to demonstrate effective-

wheren is the number of requests for audio that shouldess of our proposed QoS-adaptive proxy-caching scheme for
be served during this time periofl,.., ., is the current mixed media.

estimated packet-loss ratio between client and proxy,

and RBW, audio @nd lges, audio are defined as in (11). A. Simulation Setup

Similarly 1) Client Request Modelin our experiment, client requests
follow Zipf distribution [22] with oN/OFF behavior [23]. As
RBWyideo = Z R(lcur, cp» ldes, video) X RBW; video (22)  shown in [23], we use the following Pareto probability distri-
i=0 bution function to modebN/OFFbehavior:

wherem is the number of requests for video that should
be served during the time period, aBRBW,; yiqeo and
ldes, video are defined as in (12). For text and image, wevherea = 0.328 andb = 1.47.
have Table | depicts the distribution patterns of client requests
among different types of media shown in [23]. We use the
RBWiexigimage = b X RRBW textimage (23) distribution of those data to generate requests in our simulation.
wherek is the number of requests for text and image. 2) Media Distribution: We analyze the behavior of cache re-
Allocate the remaining bandwidttBBW,; among Source management. The generated requests under different dis-
each media according to its priority. Given each medf&ibutions for different types of media are shown in Fig. 8. Note
priority, Paudios Prideos OF Proxt&image, We calculate thatsince the number of requests for continuous media is rather
BW.udior BWyideo, aNdBW iexigimage @S in (14)—(16), small compared to that of other media, we use an enlarged scale

Ty(ty) =1—¢ (te/®)’ (26)

respectively. on the right side for continuous media. In fact, even a very small
« CalculateS A, andSV; for audio and video, respectively, variation in continuous-media requests will affect the caching
ie., performance greatly because a huge amount of data needs to be
BW.,.4 transferred for one request.
SA, = — (24) We use a layered scalable codec, PFGS [24], as video object.
I}}vafva“‘“" PFGS source coder encodes input video into two layers: one is
SV, = ﬁ (25) the base layer (BL) that carries the most important information,

and the other is the enhancement layer (EL) that carries less

« Send back audio object with bandwidBW ,.q4;, and important information. Different priorities are assigned for BL
video object WithBW y;qco- and EL.

+ Send back the firsBWcxt&image/ RRBW textgimage r€- 3) Network Condition: A two-state Markov model is used to
quests for text and image. If there are some requests famulate the network condition (see Fig. 9) [25]. Loss process
text orimage that have not been servediyxq.1ay, they denotes the series that results from measuring the packet status
will be moved to the highest priority queue. continuously, which can be modeled as a discrete-time Markov
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Fig. 10. Comparison of MCW-2 and LRU-2 for all types of media. R \ I—._
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chain with two states. Note that here, “1” denotes correctly re-
ceives a packet and “0” denotes a packet loss. The current stage12. Performance of cache resource re-allocation scheme.
x; of the stochastic process depends only on the previous value
Ti—1-

To demonstrate the effectiveness of our caching scheme,
conducted simulations under two different kinds of netwo

o\ilteratio of continuous media, especially for the base layer of the
IJipedia, is significantly higher than the one obtained by LRU-2.

conditions. In the high-bandwidth case, the bit rate varies fromINeXt’_ Wteh analyzEt_the fcacrtw_e peI;formance u_ndoer diffefent
920 to 1080 kbits/s. In the low-bandwidth case, the bit rafg u€s In the weighting tunction. parametgris 0, we use

varies from 100 to 160 kbits/s. We choose these two casest § tendency as the only criterion for weight. If the parameter

: : set to 1, the frequency is used as the only criterion for
imul ical Ethernet and DSL . We h I o N .
simulate typical Ethernet and DSL access. We had also tes’?eeqsght. Fig. 11 shows the performance of hit ratio in the weight

in the medium-bandwidth case, which has a bit rate Whi%’H

varies from 360 to 480 kbits/s; similar results were achieved. unction ”r_‘d_er different situations. It can be seen from Fig. 11
4) Video Quality MeasurementVe use peak signal-to- that combining the frequency and tendency together can out-

noise ratio (PSNR) as a metric to measure objective quaIity:())‘f“rfotrrr]n e|thertone alon.e.l Moiﬁ Sﬁ.e (;]'f'c?l#/t‘ |fche bandwﬁth
video. For an 8-bit image with intensity values between 0 a (P the proxy fo server is fow, the highest hitratio occurs when

255, the PSNR is defined #SNR — 20log,,(255/RMSE), - 15 e1aUVely large. This is because under such a low-band-
where RMSE stands for root-mean-squared error. Given condttion, the probability of successiul pre-fetching 1S

a _ _ ; ;
original N x M image f and the compressed or degradeﬁe Iattl_vely Iovvl,dlncreas[{rlgr;] the Tendgncy |mtpa<ittor;)we|ghtt gal-t
image f', the RMSE can be calculated as culation would prevent the successive content to be evicted ou

of cache. Therefore, choosing a largemwould yield a better
N—1M—1 hit ratio, and vice-versa in the high-bandwidth case. That is to
Z Z [f(x, y) — f'(z, y)]2. (27) say, differentsituations (e.g., bandwidth) will yield different op-
=0 y=0 timal 8 values. So, in (1), th@ value is not fixed and left the
system (proxy) administrator to set it up based on the real net-
work configuration.

2) Performance of Dynamic Cache Resource Re-Alloca-
1) Performance of Replacement Policyhis simulation tion: This simulation is to show the performance of our
is to demonstrate effectiveness of our media-charactelynamic cache resource re-allocation scheme. Note that in this
istic-weighted replacement policy, MCW-2. The MCW-Zexperiment, to reduce the influence of pre-fetch and to show
algorithm is compared with the recency-based replacemené effectiveness of dynamic resource re-allocation alone, the
policy using LRU-2. The total caching size varies from 3 tait ratio of continues media we studied here is the one without

21 Mbytes). using pre-fetching. In this simulation, the total number of

Fig. 10 shows comparison results of the hit ratio for mixecequests been send out is 100 000. We assign different impor-
media using MCW-2 and LRU-2. It can be seen that MCW-nce levels for different types of media. More specifically, the
outperforms LRU-2 for all types of media. Having consideregriorities of text, image, audio, and video are set as 30, 50, 40,
the tendency and priority of continuous media in MCW-2, thand 60, respectively.

1
N x M

RMSE =

B. Simulation Results
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Fig. 13. Send-back scheduling for clients. (a) Low-bandwidth case.
(b) High-bandwidth case. Fig. 14. PSNR of the PFGS video send-back by proxy. (a) Low-bandwidth
case. (b) High-bandwidth case.
TABLE 1

PSNR @MPARISONRESULTS FORCLIENT SCHEDULING SCHEME with the client send-back scheduling scheme under different

Scheme Low bandwidth | High bandwidth bandwidth.
With client scheduler | 19.97 35.55 Fig. 14 illustrates the PSNR comparison results of the video
Without scheduler 14.15 30.15 send-back scheduling using the two algorithms. It can be seen

that the video send-back by proxy with scheduler usually has
higher PSNR than that without a scheduler. Notice that in the

Fig. 12 shows the hit-ratio comparisons with and withouew-bandwidth case, there is a sharp drop in the PSNR at frames
cache resource re-allocation scheme. As shown in Fig. 12, w&h and 26 in our scheme. This is because there is a packet loss in
the dynamic resource re-allocation, better performance cantbe base layer. In the scheme without a scheduler, packet losses
achieved. We obtain higher hit ratios for those four types @fcur more frequently and many packet losses occur in the base
media since we take the request patterns into account. Note {B3€r, since no scheduling or error protection are used.
the hit-ratio’s increment of important media is higher than those Fig. 15 shows reconstructed frames of sequefm@man
of unimportant ones. In real applications, these priorities can Wéh and without send-back scheduler under different network
set by users or the cache manager. conditions. From Figs. 14 and 15 and Table Il, it can be seen

3) Performance of Network Resource Management: that the proxy with our proposed client send-back scheduling

a) Performance of Client Send-Back Scheduliig Obtains better results than the one without scheduling scheme
demonstrate effectiveness of client send-back scheduler, simpacket-loss networks both subjectively and objectively.
ulations are applied to two kinds of clients. The first type of  b) Performance of Server Request Schedulifigis
clients has low bandwidth with an average value of 144 kbitsgimulation is to demonstrate that our proposed server-request
The second one has high bandwidth with an average valuesgheduling scheme can adapt to the available network band-
1 Mbits/s. We assume infinite bandwidth on the link from proxyidth. The performance of server-request scheduling scheme
to server in this simulation so as to study the client send-bafsk miss and pre-fetch requests is illustrated in Fig. 16. It can be
scheduling only. The finite-bandwidth case would be analysi¢en that the request-scheduling scheme can generate request
in simulation D. adapting to the available network bandwidth.

Fig. 13 shows the performance of client send-back sched- c¢) Performance of Integrating Two  Scheduling
uling. It can be seen from Fig. 13 that the proposed send-bag&hemes:The request and send-back scheduling schemes
scheduling works well in both cases. It can adapt to the cute combined in the following simulation. The bandwidth from
rent network condition and can efficiently utilize the bandwidtRroxy to server was set to an average of 2 Mbits/s.
resource. Fig. 17 shows the PSNR comparison results in four cases

Table Il shows the comparison results of average PSNR fevith or without server-request and send-back scheduler). It
the test sequenderemanwith and without send-back sched-can be seen that better video quality can be achieved using
uling. It can be seen that better video quality can be achievedmbination of request and send-back schedulers. Notice thatin
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Fig. 15. Subjective quality comparisons of the send-back scheme -
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Fig. 18. Subjective quality comparisons of the two scheduling schemes
for Foreman (a) With send-back and server-request scheduling scheme.
(b) With send-back and without server-request scheduling scheme. (c) With
server-request and without send-back scheduling scheme. (d) Without

Fig. 17, there is sharp drop in the scheme without sever-requidPack and server-request scheduling scheme.
scheduler. That is caused by base-layer packet loss. In the

Fig. 16. Server request scheduling scheme.

180

high-bandwidth case, most of the cached objects can be sent - 4
back, therefore, the curve without client send-back is very %140-
close to that with both schedulers. The results of client with £ }(2)8:
low bandwidth have not been shown in this paper. This is 3z ¢ |
because in that case, the result of send-back without scheduler 8 o -
is too poor to be decoded at all. s 40
Fig. 18 shows reconstructed frames of sequermeman 2 201 . . . .
with and without client /server scheduler in the high-bandwidth 0 200 400 600 800 1000

case. Preset Max Delay Time (ms)

From Figs. 17 and 18, it can be seen that our proposed
approach obtains better results than the other schemes uriefd- Nonreal-ime media delay analysis.
packet-loss networks, both subjectively and objectively.

4) Analysis of Nonreal-Time Media Scheduling Delakhis  set the delay bound high enough, most of the requests will have
simulation is performed to analyze the scheduling delay for nonigh possibility to be well served before this delay bound. This
real-time media. As shown in Fig. 19, if we set the delay bouridhplies that the actual delay will not be very long, even if we set
to 0 ms, there will still be a 22-ms delay because of the systeamarge delay bound. Notice that in all the previous simulations,
overhead. If we setitlarger, the actual delay will increase rapidiye set our max delay bound to 200 ms and the average actual
at the beginning, but will slow down soon. This is because if wéelay is 114 ms.
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In summary, our simulation results presented in this
section conclusively demonstrate that: 1) our media-char-[1
acteristic-weighted caching replacement algorithm is very
effective to cache both continuous media and noncontinuous?
media; 2) our cache resource re-allocation approach can
adapt to the current request patterns and achieve good result8!
3) client send-back scheduling can adaptively allocate re-
source among different types of media under varying network(4]
conditions, ensure real-time delivery of continuous media,
and provide protection for base layer; 4) server-requests
scheduling can schedule miss and pre-fetch requests based
on the estimated bandwidth from proxy to server; and 5) thel®!
scheduling latency of nonreal-time media generated by our
scheme is moderate. [7]

VI. CONCLUSIONS [8]

This paper addresses how to cache mixed media in a proxyq
server for multimedia streaming over the Internet. The main
contributions of this paper are summarized as follows. First, it
presents the client-proxy and proxy-server bandwidth monitorg1 ol
that can dynamically estimate the available network bandwidth.
Then, a replacement policy considering the characteristicg!
of different types of media and different request patterns are
introduced, which can improve the hit ratio for multiple types[12]
of media. A cache resource re-allocation scheme is presented
to improve the cache utilization by adapting to network con-
ditions and media characteristics. Moreover, a QoS-adaptivié3]
miss strategy and pre-fetching algorithm that fully consider
the continuous- and noncontinuous-media characteristics are4]
also described. Lastly, a weighted request scheduling scheme
that efficiently allocates the network resource between proxy;s;
and server among different type of requests together with
a send-back scheduling scheme that efficiently utilizes th?lﬁ]
network resource between client and proxy based on media
characteristics are proposed and analyzed.

Simulation results show that (from Fig. 10) our proposed relt7]
placement algorithm can achieve high hit ratio for each media
and also the overall quality. Simulations using mixed media witH8]
multiple priorities and different request patterns demonstrateg 4
that our proposed caching scheme adapts fairly well to network
bandwidth variations and achieves good quality under different
network conditions (as in Figs. 13-18). [20]

ACKNOWLEDGMENT 1

The authors would like to thank Prof. A. Zhou from Fudan[22]
University for the support of F. Yu on this work. The authors
also respectively thank Prof. Y. H. Hu and B. Schwarz frompyz)
University of Wisconsin at Madison, and Prof. L. Gao from the
University of Massachusetts for discussions and critiques. Th %1
thank Prof. S.-H. G. Chan from Hong Kong University of Sci-
ence and Technology for reading this manuscript. Dr. S. Li and
Dr. F. Wu from Microsoft Research China for providing PFGs®
codec for the simulations are acknowledged.

REFERENCES

C. Aggarwal, J. L. Wolf, and P. S. Yu, “Caching on the world wide web,”
IEEE Trans. Knowledge Data Engol. 11, pp. 94-107, Jan./Feb. 1999.
G. Barish and K. Obraczka, “World Wide Web caching: Trends and tech-
niques,”|IEEE Commun. Mag., Internet Technol. Seripp. 178-184,
May 2000.

A. Chankhunthod, P. Danzig, C. Neerdaels, M. Schwartz, and K. Wor-
rell, “A hierarchical internet object cache,”Rroc. USENIX Tech. Conf.
Jan. 1996, pp. 153-163.

A. Ortega, F. Carignano, S. Ayer, and M. Vetterli, “Soft caching: Web
cache management techniques for imag&SEE Multimedia Signal
Processingpp. 475-480, June 1997.

S. Sen, J. Rexford, and D. Towsely, “Proxy prefix caching for multi-
media streams,” ilEEE INFOCOM Mar. 1999, pp. 1310-1319.

A. San and D. Sitaram, “Buffer management policy for an on-demand
video server,” inIBM Research Report RC 19347NY: T.J. Watson
Research Center, Jan. 1993.

E. Bommaiah, K. Guo, M. Hofmann, and S. Paul, “Design and imple-
mentation of a caching system for streaming media over the Internet,” in
IEEE Real-Time Technology and Applications Symp. (RTAS'20M0)
2000, pp. 111-121.

R. Tewari, H. M. Vin, A. Dan, and D. Sitaram, “Resource-based caching
for web servers,” ifProc. SPIE/ACM Conf. Multimedia Computing and
Networking (MMCN) Oct. 1998, pp. 191-204.

] A.Dan and D. Towsley, “An approximate analysis of the LRU and FIFO

buffer replacement schemes,” ACM SIGMETRICSMay 1990, pp.
143-152.

H. Chou and D. DeWitt, “An evaluation of buffer management strategies
for relational database systems,"Rnoc. 11th VLDB ConfAug. 1985,

pp. 127-141.

E. J. O'Neil, P. E. O'Neil, and G. Weikum, “The LRU-k page replace-
ment algorithm for database disk buffering,” froc. Int. Conf. Man-
agement of DataMay 1993, pp. 297-306.

T. P. Kelly, Y. M. Chan, S. Jamin, and J. K. MacKie-Mason, “Biased re-
placement policies for Web caches: Differential Quality-of-Service and
aggregate user value,” #th Int. Web Caching WorkshpfSan Diego,
CA, Mar. 1999.

E. Cohen and H. Kaplan, “Prefetching the means for document
transfer: A new approach for reducing Web latency,”Aroc. |IEEE
INFOCOM'200Q Mar. 2000, pp. 854-863.

L. Fan, Q. Jacobson, P. Cao, and W. Lin, “Web prefetching between
low-bandwidth clients and proxies: Potential and performancé>tac.
SIGMETRICS '99June 1999, pp. 178-187.

R. Rejaie, M. Handley, H. Yu, and D. Estrin, “Proxy caching mecha-
nism for playback streams in the internet,'Rroc. 4th Int. Web Caching
Workshop San Diego, CA, Mar. 1999.

Q. Zhang, W. Zhu, and Y.-Q. Zhang, “Resource Allocation for multi-
media streaming over the Internelf?EE Trans. Multimediavol. 3, pp.
339-355, Sept. 2001.

W. Zhu, Q. Zhang, and Y.-Q. Zhang, “Network-adaptive rate control
with unequal loss protection for scalable video over InternetProc.
ISCAS 2001vol. 5, May 2001, pp. 109-112.

R. E. Blahut,Digital Transmission of Information Reading Reading,
MA: Addison-Wesley, 1990.

J. R. Moorman and J. W. Lockwood, “Multiclass priority fair queuing for
hybrid wired/wireless Quality of Service support,” iIBEE Int. Work-
shop of Mobile Multimedia Communications (MOMUCAug. 1999,

pp. 43-50.

T.-G. Kwon, S.-H. Lee, and J.-K. Rho, “Scheduling algorithm for
real-time burst traffic using dynamic weighted round robin,"Hroc.
IEEE Int. Symp. Circuits and Systemsl. 6, June 1998, pp. 506-509.
M. Katevenis, E. Markatos, and |. Mavroidis. Weighted round-robin
scheduler using per-class urgency counters’ (ICS-FOURTH). [Online].
Available: http://archvlsi.ics.forth.gr/mugpro/classSch.html.

L. Breslau, P. Cao, L. Fan, G. Phillips, and S. Shenker, “Web caching
and Zipf-like distributions: Evidence and implications,”ftoc. IEEE
INFOCOM, Mar. 1999, pp. 126-134.

M. F. Arlitt and C. L. Williamson, “Web server workload characteriza-
tion: The search for invariants,” IACM/SIGMETRICSMay 1996, pp.
126-137.

S. P. Li, . Wu, and Y.-Q. Zhang, “Study of a new approach to
improve FGS video coding efficiency,” ISO/IEC JTC1/SC29/WG11,
MPEG99/m5583, Dec. 1999.

M. Yajnik, S. Moon, J. Kurose, and D. Towsley, “Measurement and mod-
eling of the temporal dependence in packet loss,Pinc. IEEE IN-
FOCOM, Mar. 1999, pp. 345-352.



YU et al: QOS-ADAPTIVE PROXY CACHING FOR MULTIMEDIA STREAMING OVER THE INTERNET 269

Fang Yu received the B.S. degree in computer science from Fudan Universi¥a-Qin Zhang (S'87-M'90-SM’'93-F'98) received the B.S. and M.S. degrees
Shanghai, China, and the M.S. degree in computer science from the Universgityelectrical engineering from the University of Science and Technology of
of California at Berkeley, where she is currently working toward the Ph.D. d&hina (USTC), Hefei, Anhui, China, in 1983 and 1985, and the Ph.D. degree in

gree in the Electrical Engineering and Computer Science Department. electrical engineering from George Washington University, Washington, DC, in
Her research interests include streaming applications, network protocols, 4989.
optical networks. He is currently the Managing Director of Microsoft Research Asia, Beijing,

China, in 1999. Previously, he was the Director of the Multimedia Technology
Laboratory, Sarnoff Corporation, Princeton, NJ (formerly David Sarnoff Re-

. , . search Center and RCA Laboratories). Prior to that, he was with GTE Labora-
Qian Zhang (M'00) received the B.S., M.S., and Ph.D. degrees from Wuhafyies nc., Waltham, MA, from 1989 to 1994. He has been engaged in research
University, Wuhan, China, in 1994, 1996, and 1999, respectively, all in computgty commercialization of MPEG2/DTV, MPEG4/VLBR, and multimedia in-
science. formation technologies. He has authored and co-authored over 200 refereed pa-

She joined Microsoft Research Asia, Beijing, China, in July 1999, as an AE rs in leading international conferences and journals, and has been granted
sociate Researcher in the Internet Media Group and is now a Researcher oj{h& 40 U s. patents in digital video, Internet, multimedia, wireless, and satel-
Wireless and Networking Group. She has published over 40 refereed papergin.ommunications. Many of the technologies he and his team developed have
international leading journals and key conferences in the areas of wirelessflazome the basis for start-up ventures, commercial products, and international
ternet multimedia networking, wireless communications and networking, agghnqards. He serves on the Board of Directors of five high-tech IT companies

overlay networking. She has been granted more than a dozen pending patehf-nas been a key contributor to the ISO/MPEG and ITU standardization ef-
Her current research interest includes multimedia delivery over wireless, s in digital video and multimedia.

ternet, next-generation wireless networks, P2P network/ad hoc network. Curp, Zhang served as the Editor-In-Chief for the IEEEARSACTIONS ON

rently, she is participating in TCP/IP header compressionin ROHC WG in IETE gy rs aND SySTEMS FORVIDEO TECHNOLOGY from July 1997 to July 1999.

She is the principal contributor of the IETF ROHC-TCP WG draft. He was the Chairman of the Visual Signal Processing and Communications
Technical Committee of the IEEE Circuits and Systems (CAS) Society. He
serves on the editorial boards of seven other professional journals and over a

Wenwu Zhu (S'92-M'97-SM'01) received the B.E. and M.E. degrees from thgoze_n conference _committ_ees. He has received numerous awards, including sev-
National University of Science and Technology, Hefei, China, in 1985 and 19ggf@! industry technical achievement awards and IEEE awards, such as the CAS
respectively, the M.S. degree from lllinois Institute of Technology, Chicago, anybilee Golden Medal. He was n_amed Research 'En“glneer of_the Year”in 1998
the Ph.D. degree from Polytechnic University, Brooklyn, N, in 1993 and 1998y the Central Jersey Engineering Council for his “leadership and invention
respectively, all in electrical engineering. in communications technolo_gy, Whlch has enabled dramatlc ad_vances_ln_ digital
From August 1988 to December 1990, he was with the Graduate Schd6fj,e° compression and manipulation for bro_adcast and interactive television and
University of Science and Technology of China (USTC), and the Chineggtworkm_g applications.” He recently received The Outstanding Young Elec-
Academy of Sciences (the Institute of Electronics), Beijing, China. H&cal Engineer of 1998 award.
joined Microsoft Research Asia, Beijing, China, in 1999 as a Researcher
in the Internet Media Group. He is currently a Research Manager of the
Wireless and Networking Group. Previously, he was with Bell Labs, Lucent
Technologies, Whippany, NJ, Holmdel, NJ, and Murray Hill, NJ, as a
Member of Technical Staff during 1996-1999. While with Bell Labs, he
performed research and development in the areas of Internet video, video
conferencing, and video streaming over IP networks. He has published over
100 refereed papers in international leading journals and key conferences
in the areas of wireless/Internet video delivery, wireless/Internet multimedia
communications and networking, and has contributed to the IETF ROHC
WG draft on robust TCP/IP header compression over wireless links. He is
the inventor of more than a dozen pending patents. His current research
interest is in the area of wireless/Internet multimedia delivery and multimedia
networking.
Dr. Zhu has served as Guest Editor for Special Issues on Streaming Video and
Wireless Video in IEEE RANSACTIONS ONCIRCUITS AND SYSTEMS FORVIDEO
TECHNOLOGY (T-CSVT). He also serves a Guest Editor for the Special Issue on
Advanced Mobility Management and QoS Protocols for Wireless Internet in
the IEEE HURNAL OF SELECTED AREAS IN COMMUNICATION. He received the
Best Paper Award in IEEE T-CSVT in 2001. He is a member of Eta Kappa Nu,
the Visual Signal Processing and Communication Technical Committee, and the
Multimedia System and Application Technical Committee of the IEEE Circuits
and Systems Society. He is also a member of the Multimedia Communication
Technical Committee of the IEEE Communications Society.



