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Abstract 
In this paper, we present a method of QoS mapping between user's preference 
on video quality and a required bandwidth to transport the video across the 
network. We first investigate the mapping method from QoS parameters to 
the required bandwidth on the network. For this purpose, we assume that the 
underlying network supports some bandwidth allocation mechanism, such as 
DBR service class in ATM, RSVP, IPv6 and so on. Then, for given QoS param­
eters in terms of spatial, SNR, and timely resolutions, the required bandwidth 
to support the MPEG-2 video transmission is determined by analyzing the 
traced MPEG-2 streams. We next consider the mapping method between QoS 
parameters and the user's perceived video quality, which is quantified by MOS 
(Mean Opinion Score) evaluation. Based on the above results, we discuss a 
systematic method to estimate the required bandwidth to guarantee user's 
preference on video quality. 
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1 INTRODUCTION 

A distributed multimedia system requires the QoS (Quality of Service) guar­
antee to achieve its effective presentation (Campbell et al. 1996). QoS guar­
antee is performed in each of entities within the multimedia communication 
system. As an example, in the Video on Demand (VoD) application, the video 
server is responsible for providing a multi-client real-time access to stored 
video libraries, continuous data emission, and an interaction mechanism with 
clients. The client provides users with the continuous and high quality video 
presentation and a means of QoS control to reflect user's preference on the 
perceived video quality. Further, the underlying transport network requires 
some mechanism for the distributed multimedia application to guarantee QoS 
requested by the users. 

The distributed multimedia system should take account of user's preference. 
Some users may prefer slower, but detailed video appearance while other users 
may choose more coarse but faster video presentation. Those preferences on 
the video quality have to be mapped onto QoS parameters that each entity can 
understand (Figure 1), and all of them cooperate with each other to provide 
the required QoS on perceived video quality. 

Video data coded by any coding algorithm {e.g. MPEG {ISO jlEC DIS 
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Figure 1 From users' preference to bandwidth 

11172 1991)) are transferred over the transport network. The network is re­
quired to provide some bandwidth control mechanism to guarantee the re­
quired QoS for each connection. One example is the ATM (Asynchronous 
Thansfer Mode) network, which is now a well-known transport network for 
an effective multimedia data transfer (The ATM Forum 1995). In ATM, ser­
vice classes have been standardized to support various QoS guarantees in 
two standardization bodies, ITU-T and the ATM Forum (ITU-T 1992 revised 
in 1995, Garrett 1996). Among them, either SBR (Statistical Bit Rate) or 
DBR (Deterministic Bit Rate) is suitable for video data transfer with QoS 
guarantee since those two service classes have a capability to guarantee the 
transfer delay, delay jitter and cell loss ratio. Between two, the SBR ser­
vice class seems to be more preferable because an effective bandwidth usage 
can be expected by means of statistical multiplexing, and QoS guarantees 
are provided. However, the SBR service class can only perform QoS guar­
antees statistically, and requires complicated UPC/CAC mechanisms (Krunz 
et al. 1995, Newman 1994). On the other hand, in the DBR service class, 
bandwidth allocation is performed based on PCR (Peak Cell Rate) and the 
deterministic QoS guarantee is provided as far as the cell emission rate is kept 
under the allocated bandwidth (Newman 1994). Other transport mechanisms 
such as RSVP (Braden et al. 1996) and IPv6 (Deering et al. 1995) also pro­
vide the bandwidth allocation mechanism to provide the deterministic QoS 
guarantees. 

In those bandwidth allocation based networks, connection setup is per­
formed by allocating the enough bandwidth to that connection. It means that 
the required bandwidth must be known or estimated a priori at the connection 
setup time. However, the bandwidth prediction for coded video traffic is known 
to be very hard since the traffic characteristics must depend on the coding 
algorithm and contents of the video sequence. It is especially true when the 
coding algorithm allows to adaptively encode the video according to the user's 
preference. If the coded video is stored in the server's storage, a completely 
accurate amount of the required bandwidth would be decided. However, under 
the heterogeneous environment, various kinds of QoS requirements would be 
required by clients and it becomes ineffective to prepare many video streams 
of various resolutions. Thus, the video server must adapt the coding method 
according to the user's preference. As a result, the characteristics of generated 
video traffic also vary. 

Some researches have already been devoted to traffic prediction issues (see, 
e.g., (Singh et al. 1995, Heyman et al. 1996, Wu et al. 1995) and references 
therein), but their results are not applicable to the case discussed in the 
above. Especially when user's preference are taken into account, the prediction 
algorithms presented in those papers are not useful any longer, because they 
consider the behavior of video traffic coded with some specific parameter sets. 
For example, in (Yeadon et al. 1996), they investigated the effectiveness of 
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several filtering control methods on the throughput of MPEG coded video 
streams. However, their approach does not provide the way to estimate the 
required bandwidth when users are allowed to set arbitrary values for QoS 
parameters. 

From the network side, the network resource is limited. Thus, even when the 
traffic prediction can be performed accurately, the requested bandwidth may 
not be admitted by the network due to the lack of network resources. How­
ever, the reduced bandwidth may be accepted by the network if the quality 
degradation is allowed by the user. A problem is that we do not have any de­
vice to decide QoS parameters for a given bandwidth. Further, when the user 
dynamically changes QoS parameters during the connection, the allocated 
bandwidth should be re-computed and re-negotiated through the signaling 
protocol such as Q.2963 (ITU-T Draft Standard Q.2963 1995) or ABT (ATM 
Block Transfer) (Guillemin et al. 1996). When the enough bandwidth is not 
available and re-negotiation fails, it is possible that the user reduces the band­
width, and then try the bandwidth reservation again using those protocols. 
A remaining problem is how to decide the reduced bandwidth while keeping 
little degradation in perceived video quality. 

From above observations, one of most important issues in the distributed 
multimedia architecture is to investigate the relationship between QoS param­
eters and the required bandwidth (Figure 1), which is one of main subjects of 
this paper. As QoS parameters, we will consider spatial resolution (the number 
of pixels), SNR resolution (the quantization degree) and timely resolution (the 
number of frames per second) of MPEG-2. Then, we examine the effect of the 
scalable control mechanism (Le., QoS parameter setting) of MPEG-2 coded 
video stream on the perceived video quality through MOS (Mean Opinion 
Value) evaluation. The obtained relationship is useful to decide the appro­
priate bandwidth at the call setup time and at the bandwidth re-negotiation 
time. Or, when the bandwidth is limited, the user can set the QoS parameters 
su.ch that the perceived video quality is kept as high as possible. Of course, 
such a relationship is applicable to existing multimedia systems such as the 
one in (Chang et al. 1996). 

This paper is organized as follows. We first briefly summarize the QoS 
parameters on the perceived video quality in Section 2. In Section 3, we inves­
tigate the quantitative relationship between QoS parameters and the required 
bandwidth. Further we investigate the influence of QoS parameter set on the 
perceived video quality in terms of MOS values in Section 4. By combining 
those results, mapping from user's requested video quality to the required 
bandwidth can be established. It can be utilized when the user establishes the 
connection of video transfer as described in the previous section. Or, inverse 
mapping from the available bandwidth to user's perceived quality can also 
be built, which is useful for the flexible bandwidth re-negotiation mechanism 
between the user and the network. We will discuss this aspect in Section 5. 

2 QOS PARAMETERS FOR MOTION VIDEO 

In this paper, we assume that user's preference can be related to QoS param­
eters in terms of spatial resolution scalability, SNR (Signal to Noise Ratio) 
resolution scalability, and timely resolution scalability of MPEG-2 videos, 
which will be briefly summarized in this section. 
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Table 1 Video characteristics (640x480 pixels, 30 fps, Q=lO) 

sequence Scenery Starwars Live Comedy 

max (Mbps) 14.373 10.715 9.085 11.192 

mean (Mbps) 4.063 4.919 2.428 4.889 

burstiness 3.538 2.178 3.742 2.289 

The spatial resolution of perceived video is described by the number of 
pixels in each frame. As the preferred spatial resolution, users may select 
640x480 pixels, 320x240 pixels or 160x120 pixels. When the user receives the 
video streams of 640x480 pixels large, the user can enjoy the detailed and 
high quality video contents. When the received video is 320x240 pixels large, 
on the other hand, the user would suffer from the coarse and rough quality 
of video when it is enlarged on the TV monitor, or the smaller and degraded 
quality of video on the computer monitor. However, the required network 
bandwidth to transfer 320x240 video is certainly smaller than 640x480 video. 
In this paper, we will assume that the TV monitor is used, and henceforth, 
the frame size of 320x240 video is enlarged by four times when its perceived 
quality is compared with that of 640x480 video in Section 4. 

The SNR resolution scalability is realized by adjusting the degree of quan­
tization during the video coding process. The quantizer scale can be adjusted 
without MPEG-2 codec with full capability since only de-quantization and 
quantization are required in this case. The quantization in the MPEG-2 cod­
ing algorithm is performed by applying specific quantizer scale against each 
block of 16x16 pixels large. When a larger quantizer scale is applied, the qual­
ity of decoded block becomes poorer, which leads to degraded SNR values. 
However, the coded block size can become smaller, which has a positive effect 
from a viewpoint of effective resource usage within the network. 

The timely resolution of received video is related to the number of frames 
per second (fps). The frame rate of coded MPEG-2 video stream can be regu­
lated by means of a frame dropping technique. MPEG-2 video stream consists 
of three types of frames, I (Intra coded), P (Predictive coded) and B (Bi­
directionally coded) frames. One of the video sequence we use in this paper 
has a cyclic sequence of IBBPBB, which is called GoP (Group of Pictures). 
The frame rate can be reduced by dropping some frames. Since the least in­
fluential frames are B frames, we can drop B frames first. The resulting GoP 
structure then becomes I BP B and the frame rate is reduced by two thirds, 
i.e., from 30 fps to 20 fps. By displaying the preceded frame repeatedly, the 
empty frame time should be filled. As we will show in the below, it can be 
expected that the video quality is not degraded by dropping B frames. How­
ever, the required bandwidth cannot be reduced by doing so since the size of 
B frames are much smaller than other I or P frames. We will discuss this issue 
in more detail in Section 3. 

In Sections 3 and 4, we will discuss QoS parameters of MPEG-2 video de­
scribed in the above in relation to the required bandwidth and the user's 
perceived video quality, respectively. Before proceeding to those sections, we 
summarize the statistics of MPEG-2 coded video streams used in our inves­
tigation. We employ four different video streams which are coded from laser 
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disks. Those are Scenery, Starwars, Live and Comedy. Their characteristics 
are summarized in Table 1 and the rate transition of Scenery is depicted in 
Figure 2. In the table, we show the traffic rate in terms of Mbps and burstiness 
in terms of "peak to average ratio" for the case where the spatial resolution 
is set to be 640x480 pixels, the frame rate is 30 frames per second and the 
quantizer scale is 10. For other QoS parameters, we will use 640x480 pixels, 
320x240 pixels and 16Ox120 pixels for the video size. The maximum frame 
rate is 30 frames per second, and GoP structure is IBBPBB or IPPPPP. The 
quantizer scale will be chosen from a range of 1 (highest SNR) to 112 (low­
est SNR). As shown in the tables and figures, the video characteristics are 
widely varied. Our main objective is then to find some common properties in 
those videos so that the result can be applied to handle MPEG-2 videos in 
multimedia systems with QoS guarantees. 

3 QOS PARAMETERS AND REQUIRED BANDWIDTH 

There are two alternatives in allocating the bandwidth to VBR traffic such 
as MPEG-2 coded video data. One is to allocate the bandwidth equal to the 
actual peak rate of the video stream. By this bandwidth allocation policy, 
all the data can be delivered to the destination without buffering delay and 
data loss. It is thus preferable for interactive applications where end-to-end 
transfer delay should be kept as small as possible. In this case, we employ the 
GoP structure of IPPPPP since coding of B frames requires the buffering of 
preceding and following frames for further effective data compression. When 
the application can tolerate large buffering delay at the source and/or within 
the network, on the other hand, the required bandwidth can be decreased by 
rate smoothing, which will be discussed later in this section. 

In Figure 3, the peak rate of the coded video streams are presented de­
pendent on the quantizer scale for different spatial resolutions (pixels). From 
the figure, we can observe that the absolute values of peak rate are differ­
ent, but the same tendency is obtained independent on video content, spatial 
resolution and frame rate; as the quantizer scale becomes larger, the peak 
rate decreases. Further, the larger quantizer scale does not contribute to the 
decrease of the peak rate when it is beyond 35. To see the above-mentioned 
relationship more clearly, the peak rate is normalized by the peak rate in 
the case where the quantizer scale is 10. The result is shown in Figure 4. In 
obtaining this figure, the spatial resolution and the frame rate are set to be 
640x480 pixels and 30 fps, respectively. From Figure 4, we can estimate the 
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peak rate of the video sequence for a given quantizer scale if we can know 
the peak rate of some quantizer scale. For example, if the peak rate for the 
quantizer scale of 10 is 10 Mbps, the peak rate for the quantizer scale of 20 
must be about 7 Mbps. This relationship also holds even when the spatial 
resolution is changed as shown in Figure 5, where the effect of the spatial 
resolution on the relation between the quantizer scale and the peak rate is 
shown by using the video stream Scenery. 

We next investigate the effect of the spatial resolution (the number of pixels 
in each frame) on the peak rate. Figure 6 plots (1) the ratio of the peak rate of 
640x480 pixels video to that of 320x240 pixels video, and (2) the ratio of the 
peak rate of 160x120 pixels video to that of 32Ox240 pixels video. Those lines 
appear in the upper and lower region of the figure. The horizontal axis shows 
the quantizer scale. As shown in figure, the relationship is kept unchanged 
independent on the quantizer scale and the video content. The peak rate of 
640x480 pixels video is about 3.1 times larger than that of 320x240 pixels 
video. This result is due to the MPEG-2 coding algorithm. When the number 
of pixels of each frame becomes four times larger, the number of blocks to 
compress also becomes four times larger. Since the header information must 
be attached with the coded frame data, however, the amount of coded data 
is only 3.1 times larger than that of the smaller video. 

When the timely resolution is degraded by dropping one or more frames of 
GoP, the resulting peak rate decrease is inversely proportional to the number 
of dropped frames in the peak rate based bandwidth allocation. It is because 
by dropping B frames, the empty time slots are generated, and henceforth, the 
transmission rate of I and P frames can be reduced as shown in Figure 7. Of 
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course, as a result of frame dropping, the extra buffering delay is introduced 
and the perceived video quality in timely resolution must decrease. 

We have found that there is a common tendency in the relationship between 
QoS parameters and the required bandwidth independently of the video con­
tent. First, the same relationship is held between the quantizer scale and the 
required bandwidth independently of the other QoS parameters. Second, there 
is another relationship between the spatial resolution and the required band­
width. Third, the required bandwidth is inversely proportional to the number 
of dropped frames when the bandwidth is allocated based on the peak rate of 
video traffic. From these facts, we can estimate the required bandwidth from 
the QoS parameters as follows. 

From Figures 4 and 5, we can express the relationship between the required 
bandwidth BW Q and the quantizer scale Q as: 

BWQ ~ (0.151 + 9.~07 _ 4~!4) x BWlO (I) 

where BWlO is the required bandwidth for the case where the quantizer scale 
being to. The constants in Eq.(l} are chosen to fit the curve in Figure 4 (we 
usedfit function of Mathematica). From Figure 6, we observed that the re­
quired bandwidth for the video sequence becomes 3.1 times larger when the 
number of pixels is four times larger than the smaller video sequence. Fur­
thermore, the required bandwidth is inversely proportional to the frame rate 
when the peak rate based bandwidth allocation is performed. Using Eq.(l}, 
the required bandwidth (BW(R,Q,F) [bps]) to guarantee the preferred video 
quality can be estimated as functions of spatial resolution (R [pixels)), the 
SNR resolution (Q) and the timely resolution (F [fps]) as follows: 

BW(R Q F) ~ (~)I094~(0 151 9.707 _ 4.314) F Brn 
"3.1 . + Q Q2 30 base 

(2) 

where BWbase is the required bandwidth for the case of (R, Q, F) = (640 x 
480,10,30). For example, in Scenery, since BWbase is 14.373 Mbps for (R, Q, F) 
= (640 x 480, to, 30), we can depict Figure 9 from Eq. (2). As shown in the 
figure, we can accurately estimate the required bandwidth for any set of QoS 
parameters from Eq. (2). Although not shown in the figure, Eq.(2) is also 
applicable to the other MPEG-2 video streams, Starwars, Live and Comedy. 

4 QOS PARAMETERS AND PERCEIVED VIDEO QUALITY 

In the previous section, we have shown the relationship between QoS param­
eters and the required bandwidth. In this section, the relationship between 
QoS parameters and the user's preference on perceived video quality is inves­
tigated. By this way, we can know how the user's perceived video quality can 
be mapped into the bandwidth, and vice versa. 

The perceived video quality is quantified through user's subjective evalu­
ation by using MOS (Mean Opinion Score). Each testee gives a score from 
1 (Poor) to 5 (Excellent) to the video sequence in experiments. Those scores 
are then gathered, and the MOS value is determined as 

MOS = t i x number of persons who give score i (3) 

i=l number of testees 
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Five testees participated in the experiments. In experiments, we assume that 
the received video is shown on the TV monitor and every frames are enlarged 
to 64Ox480 pixels large. 

In Figures 10 and 11, we show the results of MOS evaluation on Scenery 
and Comedy for various sets of the spatial resolution (64Ox480, 320x240 and 
160x120 pixels), the SNR resolution (quantizer scale from 1 to 43) and the 
timely resolution (10 and 30 fps). As shown in the figures, reduction of the spa­
tial resolution results in significant degradation of the perceived video quality. 
The 16Ox120 video sequences achieve the lowest subjective quality and qual­
ity variation is indistinguishable. When the timely resolution is reduced from 
30 to 10 fps, the MOS value decreases since frame dropping decreases the 
smoothness of video presentation. The effect of reduction of timely resolution 
in Comedy (Figure 11) is a little bit larger than in Scenery (Figure 10). This 
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result comes from the fact that Scenery consists of scenes with slow-moving 
while Comedy is made up of highly active scenes. 

By taking into account the required bandwidth for given QoS parameters 
(Section 3), we obtain the following observation. Reducing the SNR resolution 
is a most effective way to decrease the required bandwidth while keeping the 
perceived video quality as high as possible. For example, the peak rate can 
be reduced to about a half when the quantizer scale is changed from 10 to 
35 as shown in Figure 3. On the other hand, degradation in the MOS value 
can be kept to be no more than one in this case. However, an increase of the 
quantizer scale to more than 40 has no effect in saving the bandwidth. Further, 
reduction of the quantizer scale to less than 10 has no effect in increasing the 
perceived video quality. Henceforth, we should decrease the timely resolution 
next if the buffering delay induced by frame dropping is allowed. IT further 
reduction of bandwidth is necessary, the spatial resolution should be reduced. 

As an example of this QoS control mechanism, we consider the case of 
Scenery. We assume that the quantizer scale ranges from 10 to 40, the timely 
resolution is either 10 or 30 fps and the spatial resolution is 640x480, 32Ox240 
or 160x120 pixels. Suppose that the user first requests the highest QoS, i.e., 
(R, Q, F) is determined as (64Ox480,10,30). Then, the required bandwidth 
becomes 14.373 Mbps. When the required bandwidth is not available in the 
network, the SNR resolution is first decreased to reduce the bandwidth. At this 
time, other resolutions are kept to be unchanged. It results in the reduction of 
bandwidth from 14.373 Mbps to 5.414 Mbps as shown in Figure 12 by the top­
most arrow. However, the perceived video quality is also decreased as shown 
in Figure 13 by the topmost arrow. When the quantizer scale becomes 40, the 
timely resolution is degraded from 30 to 10 fps. When decreasing the timely 
resolution, we increase the SNR resolution again to maintain the perceived 
video quality as high as possible as shown in Figures 12 and 13. IT further de­
crease of bandwidth is necessary, the SNR resolution is degraded again, and 
then the spatial resolution is degraded. With this QoS control mechanism, 
the required bandwidth can be decreased while keeping the perceived video 
quality as high as possible. 

5 BANDWIDTH ALLOCATION MECHANISMS WITH QOS 
GUARANTEES 

In what follows, we will explain how our results presented in Sections 3 and 
4 can be applied to the distributed multimedia communication architecture 
for providing users' preference (QoS) guarantees. An abstract model of the 
communication architecture is illustrated in Figure 14. A similar architecture 
can be found in (Chang et al. 1996) and we believe that our results obtained 
in the current paper are also applicable to such an architecture. In the figure, 
the video data flow is depicted by the solid line. For the control messages, 
another connection is required as depicted by the dashed line in the figure 

When the user establishes the multimedia connection, he/she first sets up 
the connection to the server with control messages. Together with the control 
message, he/she describes his/her preference on the perceived video quality 
by means of QoS control panel as shown at the top righthand corner in Fig­
ure 14. In the figure, user's preference is directly associated with a set of QoS 
parameters; the desirable spatial, SNR and timely resolution (R, Q, F). How-
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Figure 14 Distributed multimedia communication architecture 

ever, more abstract representation is also applicable. For example, the user 
may want to select the degree of smoothness of the motion video. In that case, 
the results obtained in Section 4 can be used for more user-friendly interface. 

In either way, QoS parameters decided by the user are sent to the server, 
and it decides whether the user's preference is acceptable or not. If the sender 
can provide the user with the video data of user's specified QoS parameters, 
then it determines the required amount of the bandwidth from the set of QoS 
parameters, which has been discussed in Section 3. Note that if the bandwidth 
reservation is performed in the receiver oriented fashion as in RSVP, a map­
ping from QoS parameters to the amount of bandwidth should be performed 
at the client. Eq. (2) is applicable only if we can estimate the peak rate of 
the video with a single set of QoS parameters. This is an easy task when the 
video is coded and stored at the server. 

However, Video encoding may be performed in a real-time fashion. In that 
case, we do not have any information about the characteristics of the video 
sequence. Then, at the connection setup time, some reasonable value must be 
used as BWbase in Eq. (2). This value should be large enough to guarantee 
the required preference, but the larger amount of bandwidth results in the 
larger failure probability in bandwidth reservation. When BWbase is inappro­
priately decided and the inadequate bandwidth is allocated, the bandwidth 
re-negotiation protocol (e.g. ABT) can be utilized. And BWbase can be dy­
namically regulated to fit the actual coded video traffic as described later. 

If the server cannot provide the user with the video of the required prefer­
ence, or if the required bandwidth is not available within the network, then 
the QoS parameters must be decided again. To reduce the required amount 
of bandwidth, one or more QoS parameters should be degraded in the way 
that is described in Section 4. The user is informed with this QoS adaptation 
on the QoS control panel through the QoS query component. 

After the bandwidth allocation is successfully performed, the compressed 
video stream is transferred from the server to the client over the allocated 
bandwidth. The received video stream is de-compressed by the MPEG-2 de­
coder and displayed on the monitor. The resolution of the displayed video is 
monitored by the QoS query component. By applying the information about 
the receiving video resolution and the amount of allocated bandwidth to Eq. 2, 
BWbase is dynamically adapted to fit the actual characteristics of receiving 
video data. When the monitored resolution does not satisfy the user's prefer-



QoS mapping for video transport 301 

ence because of the inappropriately allocated bandwidth, or the user dynami­
cally changes the preference on the perceived video quality, the allocated band­
width is re-negotiated by means of the appropriate signaling protocols such 
as Q.2963 or ABT. In the case of RSVP where dynamic QoS re-negotiation 
is allowed, the bandwidth re-negotiation is performed through the reservation 
messages (RESV) (Braden et al. 1996). 

6 CONCLUSION 

In this paper, we have presented the relations between QoS parameters and 
the required bandwidth presented in Section 3 and from QoS parameters 
and user's perceived quality in Section 4. From these results, we have ob­
tained the QoS mapping method between user's preference on video quality 
and a required bandwidth to transport the video across the network. We use 
MPEG-2 as a video coding system in this paper. However, we think our QoS 
mapping method is also applicable to the other coding systems which employ 
DCT algorithm, such as H.261 or Motion JPEG. It can be applied to design 
the distributed multimedia communication architecture with perceived video 
quality supports. It is demonstrated by illustrating the example. Our result 
can also be useful for the heterogeneous environment in the case where the 
multiple client requests different QoS. It can be implemented by utilizing the 
QoS aggregation technique, but the description is omitted due to space limit. 
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