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ABSTRACT

In this article an efficient medium access con-
trol protocol with fair packet loss sharing packet
scheduling is proposed for wireless code-division
multiple access communications. The proposed
MAC protocol exploits both time-division and
code-division statistical multiplexing. The FPLS
scheduler uses the information of traffic rate dis-
tribution and quality of service requirements to
assign priorities to the users and determines an
efficient combination of the packets for trans-
mission in the time slots of each frame, so the
number of the served users is maximized under
the QoS constraints. Simulation results demon-
strate the effectiveness of the FPLS scheduler, in
comparison with other previously proposed
scheduling algorithms.

INTRODUCTION

The demand on information exchange has
pushed the development of wireless communica-
tion systems in an unprecedented pace. The
transition of the second generation (2G) to the
third generation (3G) has begun. System design-
ers are already thinking about fourth-generation
(4G) technology. Although there are no solid
specifications for 4G systems yet, it is clear that
4G will support higher data rates than 3G and
will be able to more efficiently integrate differ-
ent modes of wireless communications. The 3G
wireless systems will provide high data rate up to
2 Mb/s and support a broad range of multimedia
services including voice, data, and video to
mobile users. In 4G systems, data rates are
expected to reach as high as 20 Mb/s. Because
wireless systems have very scarce bandwidth of
available frequency spectrum, the limited
resources have to be used efficiently to provide
satisfactory services to the users.

Multimedia information sources can exhibit

highly bursty traffic rates. Packetized transmis-
sion over wireless links makes it possible to
achieve a high statistical multiplexing gain.
Packet flows generated by mobile users can be
classified to several traffic classes. Each of these
classes has its unique quality of service (QoS)
requirements and traffic rate characteristics.
Due to the heterogeneous nature of multimedia
traffic flows, the traditional voice-based medium
access control (MAC) protocols do not perform
well in a multimedia environment. A flexible
MAC protocol that can efficiently accommodate
multimedia traffic is required. One important
MAC issue is the packet scheduling which deter-
mines the order of packet transmissions. Most
packet scheduling strategies, such as first-in-
first-out (FIFO), round-robin, and generalized
processor sharing (GPS) [1], were originally
proposed for wireline networks. Random access
protocols have been widely used in the past for
wireless communications [2-4]. More recently, a
MAC protocol with bit error rate (BER)
scheduling called WISPER is proposed in [5]
for code-division multiple access (CDMA) com-
munications, where packets with the same or
similar BER requirements are transmitted in
the same time slot with the same received power
level for all the packets. In the 3G system pro-
posals, mobile terminals use random access for
sending the transmission requests, to which
short data bursts can be appended. For other
data transmissions, the base station assigns dedi-
cated channels to the users when the resources
are sufficient. The order of channel assignments
depends on the time moments when the
requests are received and the priorities associat-
ed with the traffic classes. The users keep the
channels as long as they have packets to trans-
mit. As there is no specific packet scheduling,
efficient statistical multiplexing cannot be
achieved at the packet level. For high resource
utilization, MAC should take the current packet
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flow loads and the users’ QoS requirements into

account. A MAC protocol with packet schedul-

ing needs to be further developed to achieve
efficient packet-level statistical multiplexing
under QoS constraints.

In this article we propose a MAC protocol
with fair packet loss sharing (FPLS) scheduling
for 4G wireless multimedia communications.
The MAC protocol exploits both time-division
and code-division multiplexing for efficient
resource utilization. FPLS is a QoS require-
ment based packet scheduling algorithm. The
objectives of the scheduling are to provide QoS
guarantees in terms of transmission delay and
accuracy and to maximize the system resource
utilization. In a wireless environment, a packet
is expected to be delivered to the destination
within a required time frame and with certain
accuracy. Any violation of these two require-
ments will cause the packet to be useless and
therefore be discarded. Since QoS satisfaction
and high resource utilization are in general
conflicting goals, high utilization of the limited
wireless bandwidth often means that the sys-
tem resources cannot accommodate the traffic
loads from time to time, and some packets
have to be dropped occasionally. To support as
many satisfied users as possible, fair sharing of
the dropped packets among all the users is
essential. The main features of the FPLS
scheduler are that:

* The packet losses are shared fairly among
all the users according to each and every
user’s QoS requirements.

* Both the number of users supported by the
system (with QoS provisioning) and the
resource utilization are maximized.

With FPLS, the bandwidth is shared among all
the users in such a way that, when the QoS
requirements are guaranteed for one user, they
are also guaranteed for all other users at the
same time. No user will be allocated more band-
width than needed if the bandwidth is not
enough for other users.

SYSTEM MODEL

We consider a hybrid time-division/code-division
multiple access (TD/CDMA) wireless system
with packetized transmission [6]. The system
operates in the time division duplex (TDD)
mode, as TDD can best accommodate asymmet-
ric traffic between the uplink and downlink.
Time is partitioned into frames of a constant
duration. Each frame is divided into time slots.
Multiple access within each time slot is accom-
plished by assigning unique pseudo-random
noise (PN) code sequence(s) to each user. The
source information from and to mobile users is
segmented into packets of equal length. The
packets are transmitted at a constant bit rate,
and each packet requires a time slot for trans-
mission. Packet transmission from and to mobile
users is synchronized in time.

The QoS parameters considered are trans-
mission delay (over the wireless link) and BER
requirements. The delay requirement can be
represented by the life span of each packet,
which is a set of frames from the moment the
packet is generated to the moment the delay

bound is reached. The time-out value of a packet
is the difference between the delay bound and
the total accumulated queuing delay up to the
current frame. In a wireless environment, the
transmission error is caused not only by packet
loss due to scheduling and buffer overflow, but
also by transmission through the fading disper-
sive medium. The required BER can be decom-
posed into two parts. The BER due to wireless
transmission will be referred to as transmission
BER (TBER) and that due to buffer overflow
and exceeding the delay bound will be referred
to as packet loss probability (PLP).

Consider a single-cell system where there is
no intercell interference. The maximum num-
ber of packets to be transmitted in a time slot
from sources of the same type of traffic can be
determined in order to achieve the required
TBER value. The maximum number decreases
with a more stringent TBER requirement. Let
Npax denote the maximum number of packets
requiring the least stringent TBER, and P,
denote the corresponding required received
signal power level for each packet. All other
required power levels for more stringent BERs
can be represented in terms of the minimum
power level. For example, the required received
power level for the ith packet can be repre-
sented as p;Pnin, where p; (= 1) is a constant.
With a known propagation path gain between
the mobile and the base station, the received
signal power level can be translated into the
transmitted power level at the mobile. Mobile
users of different service classes have different
TBER requirements, which can be guaranteed
by controlling the number of simultaneously
transmitted packets and the power level of
each packet. To transmit packets with different
TBER requirements in the same time slot, the
received power level for each packet and the
number of packets should be determined prop-
erly so that the TBER requirements of all
packets are met. For example, if a packet can
tolerate (Nyx — 1) other simultaneously trans-
mitted packets with power P,;,, it can tolerate
(Nmax — 1)/p; other simultaneously transmitted
packets with power p;Pi,. Transmission of a
packet with Py, is referred to as one code slot,
and transmission of a packet with p;Pyin
requires p; code slots. The summation of the
code slots from all the packets transmitted in
each time slot cannot be larger than Ny, for
satisfactory transmission accuracy over the
wireless medium.

In summary, the TBER requirements are to
be guaranteed by properly arranging simultane-
ous packet transmissions and controlling their
received power levels, while the delay and PLP
requirements are to be guaranteed by proper
packet scheduling. The decision on packet trans-
mission in each time slot for both uplink and
downlink is made at the base station and is
broadcast to the mobile users.

MAC ProTOCOL

For multimedia communications, the MAC pro-
tocol has to be able to accommodate packets
with different QoS requirements. Figure 1 illus-
trates the TDD TD/CDMA medium access for
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multirate packet transmission. In the uplink
transmission, there are several request access
mini-slots of a constant duration in the begin-
ning of the frame. When there are active video
traffic sources, some of the request access slots
are reserved as request update slots. Since each
video traffic source has a variable packet gener-
ation rate, it has to constantly inform the base
station the number of packets arrived at the
user terminal during the previous time frame.
The request update slots are assigned to active
video users in order to avoid packet transmis-
sion collision. The request slots are followed by
a number of packet transmission slots of a con-
stant duration longer than the request slot dura-
tion. The downlink transmission in each frame
starts with a control slot. The control slot is a
broadcast time slot that consists of a request
acknowledgment (ACK) subslot to acknowledge
the requests from the terminals that have been
successfully received and a transmission permis-
sion (TP) subslot to broadcast the packet
scheduling result for the uplink transmission in
the next frame.

For the request access slots, a direct
sequence (DS)-CDMA with slotted ALOHA
random access protocol is used. Dedicated
codes are used for the requests. The base sta-
tion broadcasts these codes to the users. When
a mobile terminal is ready to send a request, it
chooses randomly a code from the code pool
and a request access slot for transmission.
More than one terminal can send its request in
the same request access slot if different users
use different codes. The user ID will be includ-
ed in the request. If the request has been
received successfully, the base station will
broadcast the user ID in the ACK slot in the
current frame. If the terminal does not receive
its ID in the ACK slot, the request process
repeats in the next frame. When the terminal
has received its ID in the ACK slot, it will lis-
ten to the TP slot for transmission permission.
The base station uses the TP slot to inform
each terminal in which time slot(s) and how
many packets are going to be transmitted in

each allocated time slot. Requests for transmis-
sion will be sent at the beginning of each frame
for packets arrived at the terminal buffer in
the previous frame. The transmission schedul-
ing result for the next frame is sent in the con-
trol slot of the current frame.

Voice traffic can be modeled by the two-state
on-off model [7]. In the on state, packets are
generated at a constant rate. The user need only
send a request when the voice state switches
from off to on. The frame duration is deter-
mined in such a way that each voice source gen-
erates one packet in each frame during a talk
spurt. As a result, the base station automatically
allocates the resources for each on state voice
user to transmit one packet in each frame. The
allocated time slot may vary from frame to frame
depending on packet scheduling for that frame.
The terminal listens to the broadcasting in the
TP slot in each frame to know the time slot for
transmission. When the talk spurt is over, the
resources reserved for the user for one packet
will be wasted, which informs the base station
that the user has gone into a silent period (off
state). The process repeats when the next talk
spurt starts. The protocol is similar to packet
reservation multiple access (PRMA) [2] in terms
of packet reservation after the transmission of
the first packet in each talk spurt. However, the
contention occurs only in the request slots. Since
a request slot is much shorter than a packet slot,
less bandwidth is wasted if a collision occurs.
Furthermore, the reserved time-slot for trans-
mission is not fixed. This allows efficient
resource allocation. For the bursty data traffic,
the user sends a request when a data burst
arrives at the terminal. In the request, the num-
ber of data packets will be included. The request
for video traffic will be sent to the base station
in a way integrating those of the voice and data
traffic. In the beginning of the transmission, the
video user will use a request slot to send its first
request in the same way a data user does. It
informs the base station how many packets have
arrived in the terminal buffer. When the request
is received by the base station, a request slot is
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converted to a request update slot and a PN
code is assigned to the user. Using the request
update slot, the user sends only the changes of
the number of packets arrived in the previous
frame from the frame before. Based on the
information in the first request slot and then the
request update slots, the base station will allo-
cate resources to the user and broadcasts the
allocation information in the TP slot. Upon
completion of the call, the user sends a termina-
tion request in the request update slot to the
base station to indicate the end of the transmis-
sion. Thus, by avoiding unnecessary random
requests, collisions in contending for the request
slots can be greatly reduced. In the following, we
focus on the uplink transmission. The downlink
transmission is controlled by the base station
and the decision process can be carried out in a
similar way.

THE FPLS SCHEDULER

The design of a packet scheduler depends on
factors such as available resources, number of
users, traffic characteristics, and QoS require-
ments. All these factors have to be weighted
and balanced to achieve fair sharing of the
available resources among all users. Since high
QoS requirements will result in low resource
utilization with bursty traffic, when the system
resources are just enough to accommodate the
QoS requirements of all admitted users, overal-
locating bandwidth to one user will cause fail-
ure to satisfy the QoS requirements of all other
users. Knowing the rate characteristics, the pro-
posed scheduler allocates the minimum amount
of resources to satisfy the QoS requirements. It
first decides the priorities for users to transmit
their packets, and then determines in which
time slots the packets will be transmitted so
that the total number of scheduled packets is
maximized.

PACKET Loss CALCULATION

Here we discuss how to calculate the number
of packets to be dropped for each user in the
current frame for a given fixed total capacity.
To focus on the PLP requirement, we first
assume that all packets have the same TBER
requirements and therefore represent the sys-
tem capacity (total resources), denoted C, as
the maximum number of packets that can be
transmitted in a frame. The effect of different
TBER requirements (represented in terms of
the different received power levels) will then
be considered in the next subsection. As the
scheduler schedules the packet transmission
for the next frame, the packets with the time-
out value equal to one are referred to as the
most urgent packets (MUPs). The MUPs must
be scheduled for transmission in the next
frame; otherwise, they will be dropped. Under
the assumption that the terminal buffer size for
each user is large enough, packet loss happens
only during scheduling when the number of
MUPs exceeds system capacity. To guarantee
PLP requirements, we need to control the
dropped MUPs for each and every user. Even
though the overload of MUPs is caused by
some bursty traffic sources during their bursty

periods, it is fair to share the packet loss
according to the PLP requirements of all users
who can tolerate some degree of packet loss.
Packets from a user with more strict delay
requirements become MUPs sooner and also
should be scheduled sooner. Only if all the
time slots in the frame are not fully utilized
after all MUPs are scheduled will the sched-
uler consider non-MUPs in order of sequen-
tially increased timeout values, starting with
packets having a timeout value equal to two.

Consider a radio cell with N users in service.
In order to determine the number of MUPs to
be dropped for each user based on the PLP
requirements of all users, first we need to estab-
lish a relation between the overall PLP require-
ments (with respect to all the packets including
both MUPs and non-MUPs) and the packet loss
probabilities with respect to only the MUPs. Let
the integer random variable R denote the rate of
MUPs (in packets/frame) from all users. Let
P(’L) (> 0) denote the PLP upper bound required
by user i, 1 <i < N. Given the MUP traffic load
in a frame, R, the conditional MUP packet loss
probability for user i is denoted by P{)(R). Thus,
the actual PLP for user i, f’(’L), is the average
number of lost MUPs divided by the average
number of generated packets in each frame.
When the user number N is maximized, the
packet loss of all users will be at their limit (i.e.,
PO = P(’L)). If one more user is admitted to the
system, the QoS requirements of all users cannot
be satisfied. Since all lost packets are MUPs, we
can choose the value of f’s\’,} (R) in such a way
that the PLPs of all users will reach their limits
at the same time. The choice of f’g(,} (R) is
described in [8]. This procedure is to achieve fair
packet loss sharing. It is fair in the sense that the
packet losses are arranged according to the PLP
requirements of all users.

TIME SLOT ASSIGNMENT

To consider both TBER and PLP require-
ments, we propose a bin-packing scheduling
algorithm. The original bin-packing problem is a
well-known combinatorial problem that deals
with how to pack a set of indivisible blocks into
the minimum number of bins. In the packet
scheduling for each time frame, we consider the
time slots as bins and the packets as blocks. The
size of each bin is Ny,,x code slots, and the size
of each block is the number of code slots
required for the packet. The number of bins is
fixed. We want to pack as many blocks as possi-
ble in the bins without splitting and without
exceeding the size of each bin. Figure 2 illus-
trates a heuristic algorithm developed for this
problem, where i is the user index, 1 <i < N; [ is
the time slot index in each frame and L, the
total number of time slots in each frame for the
uplink; p; is the packet size of user j; p'is the
total size of the scheduled packets in time slot /,
and p = (py, p2, ..., pr,,) With an initial value (0,
0, ... 0). In the algorithm, we assign the size of
each packet according to the required received
power level. The packets are scheduled accord-
ing to their urgency. Packets with the same time-
out value will be scheduled according to the
number of lost packets for each user calculated
using the FPLS method. Since the packet sizes
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their MUPs. When the user with the highest x
value does not have anymore MUPs to trans-
mit, packets from the user with the next highest
K value will be scheduled. However, this should
be recorded and carried over to the scheduling

p=0 in the next frame.
| K= Kf.,. AK; | PERFORMANCE EVALUATION

i: Comparison with WISPER and GPS — The

Userj has a
packet to transmit?

performance of the proposed MAC protocol is
Skip user j

3

No

Schedule a packet from
user j in the time-slot

K-1,p/= p/+ p; | |

More packet
to schedule?

M Figure 2. The proposed FPLS bin-packing packet scheduling algorithm for

are different, the total system capacity C is
unknown before packet scheduling. To overcome
the uncertainty, we start with the assumption of
C = 0. Then we increase the capacity by one
packet gradually until we cannot schedule any
more packets.

For each capacity increase, all users have a
share (in packet) in using the resource. Let Ax;
denote the share of user i. The value of Ax; is
calculated based on the FPLS principle. Since a
packet has to be transmitted whole and a frac-
tion of a packet cannot be transmitted, we will
allocate the resource to the user with the largest
share for transmission of an MUP. The shares
are accumulated for all users. Let k; denote the
accumulated share of user i. It indicates the dif-
ference between the number of packets that
should be scheduled according to FPLS and the
actual number of scheduled packets. User i has
been overscheduled if x; < 0 and undersched-
uled if x; > 0. As a result, k; is used as a priori-
ty index to determine the order of transmission
for user i among all users. If user i has the
largest priority index value, the capacity
increase of one packet is used to schedule an
MUP from user i. After that, x; is decreased by
one. Note that the priority index x; is not used
to determine the priority for each packet, but
rather the priority for each user to transmit

demonstrated in comparison with a MAC proto-

col using other packet scheduling schemes. Here

we consider the comparison with:

* WISPER [5], which is a MAC protocol with
packet scheduling for multimedia traffic in a
system model similar to that considered here

* The MAC protocol using discretized GPS,
which is a well-known work conserving pro-
tocol for bandwidth allocation in wireline
systems

The three MAC protocols are compared via com-
puter simulation using the same system model and
guaranteeing the same QoS requirements for the
same traffic flows. Although many methods have
been reported so far for choosing the GPS band-
width allocation weight factors, a fair and efficient
algorithm has yet to be developed. Here, the GPS
weights are chosen to be proportional to the effec-
tive bandwidths of the traffic flows [9]. The effec-
tive bandwidth is the amount of resources required
for a given performance objective. For real-time
traffic without buffering, the effective bandwidth
for user i can be obtained according to [7]. How-
ever, for non-real-time traffic with delay and PLP
requirements, the calculation of effective band-
width is very complex. In [9], the effective band-
width for lossless multiplexing is given. In the
following comparison for non-real-time traffic, the
bandwidth required for homogeneous traffic to
guarantee the given QoS requirements is obtained
by computer simulation, and then this bandwidth
is used as the weighting factor in the simulation
with heterogeneous traffic.

The three MAC protocols schedule packets
based on different principles. The WISPER does
not consider the PLP requirement and, there-
fore, the scheduling remains the same for differ-
ent PLP requirements. Transmission order is
determined according to packet timeout values
and the number of packets ready for transmis-
sion at each mobile terminal. Packets with equal
or similar BER requirements are transmitted in
the same slots. As to GPS, using the effective
bandwidth as the weighting factor takes into
account both delay and PLP requirements. How-
ever, GPS does not take the current traffic load
into consideration. Packet loss happens mainly
during bursty periods. The main feature of the
FPLS scheduler is to even out the packet loss
over a large time period for each user and to let
all users share the packet loss depending on their
PLP requirements. The difference between GPS
and FPLS is illustrated in Fig. 3 for two users as
an example, where packet loss happens whenever
the allocated rate is below the input traffic rate.
Using GPS, there will be little (or no) packet loss
for a nonbursty traffic flow even though the user
may tolerate packet loss to some degree. In FPLS,
a nonbursty traffic flow will experience packet
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M Figure 3. Illustration of resource allocation using GPS and FPLS. Solid lines represent the allocated rates. Shaded areas represent the

differences between required rates and allocated rates.

loss in order to give more resources to other traf-
fic flows at their bursty periods, as long as the
user’s PLP requirement can be guaranteed. In
GPS, when the bandwidth assigned to a user can-
not be used, it will be shared by all other users,
and the user will not be compensated. In FPLS,
when a user has dropped too many packets it will
be compensated in the future. This gives a fair
share of system resources to all users. In this way,
FPLS is expected to achieve higher resource uti-
lization than GPS.

The Simulation Environment — Consider the
uplink transmission of three traffic types, voice,
video, and data, each having its own transmis-
sion delay and accuracy requirements. Voice
traffic is simulated by the on-off model. During
the on state, one packet is generated in each
frame of 10 ms, which is equivalent to a rate of
100 packets/s. Video traffic has a variable rate
that varies among four rates (0, 4, 8, 12), in

packets per frame, with a probability of (1/6, 1/3,
1/3, 1/6), respectively. We also use the same rate
characteristics for data traffic. Both real-time
(voice and video) and non-real-time (voice and
data) transmissions are considered. There are
eight time slots in each frame for the uplink
information packet transmission. The maximum
number of code slots (N.x) per time slot is cho-
sen to be 22 for real-time traffic and 30 for non-
real-time traffic. Table 1 gives the simulation
parameter values. The three MAC protocols to
be compared differ from each other mainly in
packet scheduling. Each simulation is carried out
for 10,000 time frames. For simplicity, the
resource overhead necessary for signaling and
control in MAC is not considered.

Real-Time Traffic — Figure 4a shows the
maximum numbers of voice and video users
that can be supported by the system with QoS

Parameter Real-time traffic Non-real-time traffic
Voice Video Voice Data

Timeout value (frame) 1 1 2 20

Required received power (code slot) 1 1.9 1 3.2

Required PLP upper bound 102 102 102 10-5

Average talk spurt length (frame) 10 10

Average silent period (frame) 15 15

Average rate (packet/frame) 6 6

Peak rate (packet/frame) 12 12

M Table 1. System parameters used in the simulations.
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M Figure 4. Comparison of MAC protocols using FPLS, WISPER, and GPS, respectively, with real-time traffic: a) maximum user num-
bers; b) resource utilization efficiency.

satisfaction. FPLS outperforms GPS and WIS-
PER in most situations. When there is only
one traffic type (voice or video) in the system,
the total number of lost packets is the same for
all three MAC protocols; therefore, there is no
performance difference among the scheduling
algorithms. However, if there exists a mixture
of the two traffic types, FPLS performs better
because of more effective statistical multiplex-
ing. Since all arrived packets are MUPs, the
system capacity depends mainly on the proper
choice of packet dropping. FPLS balances the
dropped packets between the two traffic classes
constantly according to their PLP requirements
to achieve the best performance. Figure 4b
shows the corresponding resource utilization
efficiency with guaranteed QoS requirements
for all users, where efficiency is defined as the
average percentage of the total resources being
used all the time. FPLS provides a higher
resource utilization to accommodate more
users than GPS and WISPER. It is expected
that, with an increase of system capacity (e.g.,
L, and/or Ny,.x), the performance improve-
ment of FPLS over GPS and WISPER will
increase because a higher statistical multiplex-
ing gain can be achieved with more voice and
video users in service.

Non-Real-Time Traffic — The less stringent
delay requirements of the traffic flows (as com-
pared to the real-time traffic case) are expected
to increase the resource utilization efficiency.
Figure 5a shows the maximum numbers of the
voice and data users that can be supported by
the system using FPLS, GPS, and WISPER,
respectively. When the maximum number of 11
data users is reached, FPLS can still provide ser-
vice for about 40 voice users while GPS and
WISPER can barely support any voice users.
Figure 5b shows the corresponding resource uti-
lization efficiency. FPLS clearly outperforms
both GPS and WISPER. In particular, when the

difference between traffic loads is large, WIS-
PER gives a higher priority to traffic with high
loads, thus causing high packet loss for users
with lower traffic loads. In WISPER, since the
order of packet transmission remains the same
for different packet loss requirements, the sys-
tem capacity is limited by the most stringent
packet loss requirement. This problem is taken
care of in FPLS where all QoS requirements are
used to determine the order for transmission;
thus, resource utilization is greatly improved. As
the number of traffic types and/or difference in
PLP requirements increase, further performance
improvement achieved by FPLS over WISPER is
expected. Using GPS scheduling, resource uti-
lization efficiency fluctuates when the number of
data users is close to the maximum value. This is
because the large number of data users domi-
nates resource usage, and voice traffic may not
get its fair share in the resources from frame to
frame due to the work-conserving discipline and
discrete nature of the GPS protocol. As a result,
the QoS for data users can be higher than
required, which translates to reduced resource
utilization efficiency.

CONCLUSION

We propose a MAC protocol with an FPLS
scheduler for a hybrid TD/CDMA wireless com-
munications system. Statistical multiplexing in
both the time and code domains is achieved.
Transmission accuracy over the wireless link is
guaranteed by proper received power allocation,
while packet loss probability and delay require-
ments are guaranteed by proper packet schedul-
ing. For high resource utilization, the MAC
protocol allocates a minimum amount of
resources to each user for QoS provisioning by:
* Letting each user have a fair share in packet
loss
* Assigning a minimum required received
power level
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* Having a maximum multiplexing in the code
domain for each time slot, based on the
transmission rate statistics and real-time
traffic load information

Simulation results demonstrate that the FPLS
scheduler outperforms both WISPER and dis-
crete GPS scheduling schemes. The FPLS sched-
uler requires the rate statistics to calculate the
packet loss rate over a long time period. For
traffic flows with a relatively short transmission
period and/or unknown traffic rate distribution,
the FPLS scheduler should be used in combina-
tion with other scheduling methods.
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