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Abstract

Cloud resource allocation, a real-time problem can be dealt with e�caciously to reduce execution cost and improve 
resource utilization. Resource usability can ful�ll customers’ expectations if the allocation has performed according to 
demand constraint. Task Scheduling is NP-hard problem where unsuitable matching leads to performance degradation 
and violation of service level agreement (SLA). In this research paper, the work�ow scheduling problem has been con-
ducted with objective of higher exploitation of resources. To overcome scheduling optimization problem, the proposed 
QoS based resource allocation and scheduling has used swarm-based ant colony optimization provide more predict-
able results. The experimentation of proposed algorithms has been done in a simulated cloud environment. Further, 
the results of the proposed algorithm have been compared with other policies, it performed better in terms of Quality 
of Service parameters.
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1 Introduction

Cloud computing is a Service Oriented Architecture 
(SOA), providing service in form of infrastructure as a ser-
vice (IaaS), platform as a service (PaaS), and software as a 
service (SaaS) [1]. Users can access cloud resources using 
network services under the pay-per-use model. Thus, pro-
viders are doing e�orts to optimize resources according 
to customers requirements whilst managing the Service 
Level Agreement (SLA) violation. The growing demand of 
cloud services make di�cult to handle the unexpected 
workload. Resource allocation accordingly to workload 
is challenging that impacts on Quality of Service (QoS) 
parameters. Therefore, it needs an accurate policy that can 
assist in scalability and elasticity. Thus, appropriate work-
load distribution to resource will also helps in availability 
and utilization.

The existing literature survey shows that cloud resource 
management problem has become difficult due to 
increase in demand of cloud services [2]. Hence, the study 
in this research area motivated to develop a novel tech-
nique for optimal matching and throughput utilization of 
resources. Further, the resource allocation policy should 
able to identify tasks exact requirements before placing 
on virtual machine (VM). Such a scheme will be managed 
resource availability, facilitate to avoid SLA violations, and 
deadline of tasks [3]. Thus, the development of a standard 
technique can overcome the scheduling problem in cloud 
computing.

We have investigated various research works related 
to resource management from the perspective of QoS. To 
meet suitable resource, the proposal comes with the fol-
lowing systematic order: (1). demand identi�cation criteria 
(2) generating initial matchings (3) matching criteria meet 
the QoS requirements (4) selection of suitable solutions (5) 
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resource usability by proper distribution (6) performance 
analysis and SLA management. To address the above-
discussed research problem, the proposed QoS based 
Resource Allocation and Scheduling (QRAS) used ant col-
ony optimization [4, 5] for generating and evaluating the 
relevant solution. This work is an extention of our existing 
research papers [6–8]. The allocation has been performed 
based on optimal solutions generated by swarm agents 
who become intelligent from the environment.

This research work motivated from resource alloca-
tion and scheduling problem in cloud environment to 
workload automatically. VM technology inspired to work 
on autonomic resource allocation based on different 
tasks requirements. Therefore, cost-aware VM schedul-
ing is di�cult process whilst dealing with dynamic and 
heterogeneous environment. Further, optimal usage of 
resource energy was also challenging work. Consequently, 
e�cient task execution requires an expected execution 
cost (EEC) with speci�c VM con�gurations. The proposed 
framework aims to reduce the energy consumption and 
to exploite the cloud resources by optimizating EEC. The 
research paper has been structured in sub-sections as fol-
lows: Sect. 2, presents a literature survey on contemporary 
research problems in resource allocation and work�ow 
scheduling; Sect.  3, proposed resource allocation and 
scheduling framework; Sect. 4, presents experimentation 
setup, Sect. 5, results, and analysis; Sect. 6, presents con-
clusion and future work.

2  Related work

Masoud et al. [9] presented an energy-e�cient method for 
resource allocation by optimizing communication laten-
cies and consolidate allocation decisions for an appropri-
ate resource to the best applicant, it has improved per-
formance and reduced energy consumption. Fernando 
et al. [10] presented an optimization method for resource 
allocation, particularly for educational purposes. It has 
performed dynamic workload allocation and reduced cost 
[10]. Singh et al. [11] presented BULLET, a resource pro-
visioing technique whilst adopting optimization mecha-
nism for appropriate mapping on available resources. The 
algorithm usage K-means clustering algorithm and PSO 
for workload identi�cation and grouping, it assigns suit-
able resource, reduced cost, time, and energy [11]. Zhang 
et al. [12] presented a VM allocation method, it adopted 
resource reservation-based scheme that e�ciently per-
formed VM-to-PM mapping. It performed higher resource 
utilization and energy saving [12]. Allah et al. [13] pre-
sented resource allocation scheme using hybridizing 
genetic and cuckoo search algorithms to perform cost-
e�ective results. The suitable solution identi�ed through 

a rigorous process using cuckoo algorithm and genetic 
operators [13]. Kholidy [14] presented a “Swarm Intelli-
gence Based Prediction Approach” (SIBPA) for managing 
cloud resources accuracy and response time. It improved 
throughput utilization of CPU, memory, disk storage, and 
dynamic behavior of consumer request [14]. Than et al. 
(2020) proposed an energy-aware resource allocation 
algorithm that has been e�ciently managed power con-
sumption and workload management. It evaluates the 
energy usage in resource allocation, and reduces power 
consumption on data centers [15]. Bhattacherjee et al. 
[16] proposed VM placement and migration policy using 
a dynamic thresholding approach. Markov chain has been 
used for predicting future requirements based on history. 
Its reduces energy consumption in data center resources 
[16]. Mansouri et al. [17] proposes cost-based job schedul-
ing (CJS) strategy for optimizing resource usage. It identi-
�ed computation and communication cost, and respond 
accordingly in reasonable amount of time and cost [17]. 
Reshmi et al. [18] presented pro�t and resource availabil-
ity aware methodd that managed complexity and accu-
racy. It performed grouping of similar tasks, and assign an 
optimal resource using a hybrid cuckoo search algorithm 
[18]. Tripathi et al. [19] proposed the “Modi�ed Dragon�y 
Algorithm” for optimising virtual machine placement to 
manage resource distribution problem. Due to dynamic 
VM placement, it shows better resource utilization [19].

2.1  Contribution of the research work

The major contribution of this research work is as follows: 
optimal resource allocation and scheduling, maximize the 
availability of VMs. Further, dynamic workload identi�ca-
tion for appropriate allocation of resources according to 
customer demand. Therefore, dynamic workload alloca-
tion and scheduling needs optimal matching. Moreover, 
for measuring cloud resource utilization, and calculation 
of cost consumption was a di�cult process. Thus, design 
of objective function targets to evaluate cost consump-
tion and resource utilization. The optimization metrics 
for cost and utilization calculation are standards [4, 5] 
which are also useful in calculating makespan and energy 
consumption. Therefore, de�ned objective function ful-
�lls the expectations of proposed work by meeting QoS 
parameters.

3  Proposed resource allocation algorithm

In this section, the proposed QoS based Resource Allo-
cation and Scheduling (QRAS) algorithm presented 
in methodical manner. Swarm based ant colony opti-
mization (ACO) technique has been used for resource 
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allocation and scheduling problem. The optimal match-
ing has been underlined through negotiation process. 
The QRAS permed in systematic manner: (1) identify task 
requirement; (2) multiple ant mechanism starts based on 
resources availability (3) negotiation process initiated; (4) 
feasible solutions generated (5) evaluation of solutions 
based on QoS validation (6) design of mapping based on 
solutions (7) resource allocation and scheduling followed 
by mapping (8) task execution and release of resources 
performed. The pseudo-code of the proposed algorithm 
has been given in Fig. 1.

The proposed algorithm performed efficient workload 
scheduling based on optimal solutions. These solutions 
have been generated by foraging behavior of ant’s. 
The availability of VMs help in generating fast initial 

solutions. The placement on VMs has been done based 
on most appropriate result.

The proposed QRAS code works as follows: The algo-
rithm process starts with the input of users’ tasks. Then, 
the system analyzer validate tasks whilst endorsing them 
to competency list. Resource availability starts checking 
of idle/free resources and put them into availability list. 
As number of resources are available in availability list, 
multiple ant colony systems initiated negotiation pro-
cess. It generates initial solution by looking at all pos-
sible results. The process continue generating solutions 
until termination criteria. These solutions are stored in 
temporary list for evaluation. Further, QoS based assess-
ment identify reasonable solution, others sent to evapo-
ration process.

These standardize solutions have a capacity to per-
form task execution on affordable cost and time. The 
mapping performed based on optimal solution, gen-
erated by the system. Further, VM placement has per-
formed according to virtual mapping. It defines an opti-
mal scheduling by best result from all solutions. Then, 
the task execution process has started, optimal workload 
assigned to resources. As task execution over, resources 
released to availability. This process will continue until 
users’ tasks, and the process goes at step 1.

3.1  Cost  (executioncost)

Calculation of cost of VM usage for task execution. The 
cost of execution measured using Eqs. (1–4) defined as; 

CS
tt

 denotes the cost of task execution where T
i
 on VMs 

represented by Eq. 1. CS
vm

  represents (Eq. 2) execution 
cost of tasks on each VM. CS

ttvm
 (Eq. 3) calculates the cost 

of tasks execution on VMs within data center. Equation 4 
depicts the optimal cost of tasks execution on available 
resources. Thus, objective function fulfill the needs of 
porviders and consumers requirements by reducing cost 
and energy consumption.

To measure the execution cost of each task

where tn represent numerous of tasks.
To measure the execution of tasks on each VM

where len represents task size.
To measure the total execution cost of tasks on all VMs

(1)CS
tt
=

tn
∑

i=1

CS
i

(2)CSs =

len
∑

i=1

CS
i

Fig. 1  The pseudo-code of ACO proposed a multi-swarm algorithm
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where vn maximum numerous of VMs.

3.2  Resource utilization  (utilizationvm)

Resource utilization is a pivotal and unavoidable factor 
whilst measuring resource usage for task execution. It also 
helps in carrying out the QoS requirements of customers 
and providers. To measure the utilization of VMs, Eqs. 5–7 
have been de�ned as follows; U

tot
 (Eq. 5) represents the 

utilization calculation of VMs usage for executing each task 
on VM. U

vm
 (Eq. 6) computes the utilization of each VM for 

executing all task tn. U
totvm

 (Eq. 7) totals the utilization of 
VMs for executing number of tasks T

n
.

Calculation of utilization for each task

tn reprents numbers of tasks submitted by users

len represents size of tasks for executing users’ workload 
on VM

Resource utilization has calculated VMs (MIPS) usage 
for task execution (length). The presented QRAS has 
performed allocation according to customer demand 
and resource availability. User request cloud server for 
information retreiving in form of tasks 

(

T
i1, Ti2,Ti3,Tin

)

 ; 
negotiation process initiated, and the race of optimal 
resource �nding put alternative solutions. ACO parameters 

; impact on solutions QoS vali-
dation pick accurate matches, a cost-e�ective matching 
has found (Ti1VMj1,Ti2VMj2,Ti3VMj3,…TinVMjm ) and �nal stage 
put predicted resource utilization.

The research work has followed swarm intelligence 
for optimizing scheduling problem. Its agents are very 
sensible for solving the Travelling Salesman Problem 
(TSP) whilst exploiting resources and reduction in energy 
consumption [20]. Resource scheduling in cloud is NP-
hard problem, and swarm has the capabilities to drive 
such complex environment. However, considering a 
suitable match according to demand is di�cult process. 

(3)CS
ttvm

=

vn
∑

i=1

C
vmi

(4)executioncost = min
(

cs
(

r1, t1
))

for 1 < r < vn and 1 < t < tn.

(5)U
tot

=

tn
∑

i=1

t
i

(6)U
vm

=

len
∑

i=1

t
i

(7)U
totvm

=

m
∑

i=1

Tvm
i

The proposed resource allocation algorithm follows an 
ant mechanism for dealing with the problem. The sense 
of agents becoming intelligent from environment make 
capable to manage complex state. To control them and 

act accordingly ACO parameters considered best tool for 
operating.

Here, it has measured the estimation of task execution 
cost and time. VMs availability based simultaneously mul-
tiple solution generation processes has adopted. Before 
forwarding these solutions are evaluation done under 
speci�c criteria. At last, merely reasonable answers have 
remained, known as optimal matching whilst other solu-
tions no need to stay. These shortlisted solutions projected 
by the objectives of work whereas appropriate scheduling 
demand such cost-e�ective matching.

4  Experimentation setup

To prove the accuracy of proposed QRAS, testing of experi-
mentation has been performed. Due to the limitations of 
accessibility of real cloud environment the alternative 
choice of simulation has been opted in experimenation. 
The QRAS algorithm has been implemented on Work-
�owsim, a cloud environment based simulation tool [21]. 
It provides the features of real cloud environment such 
as data centers, VMs, users, cloudlets and bandwidth, etc. 
for con�guring and customizing. To setup the simulation 
environment Work�owsim requirements NetBeans IDE 8.0, 
JDK 1.7 and libraries installed on the system.

In this experimentation the montage dataset con-
sidered as a users’ workload [22]. It was an appropriate 
problem for simulation environment due to its distrib-
uted environment nature. The architecture of this dataset 
problem is communication oriented. Thus, the control �ow 
of dependent tasks depend on the output of parents solu-
tions. Furthermore, complexity of dataset is also impacting 
the workload execution. The experimentation speci�ca-
tions like data center, VMs, and users’ demand de�ned in 
Table1.

The ACO parameters have described as: α indirect 
control of pheromone value; β indirect control for mov-
ing next; ρ denotes evaporation rate of pheromone; m 
represents maximum number of ants in the colony; max 
indicates maximum number of iterations for generating 
feasible solutions. The parameter’s value has an in�uence 
on results and performance. Therefore, parameter selec-
tion is also as an important factor which accounts impor-
tant consideration. The results have been generated using 
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di�erent set of VMs and cloudlets in the perspective of 
QoS parameters. Further, QRAS results have compared 
with MINMIN, MCT and ACO basedon varied number of 
VMs, and cloudlets in terms of QoS parameters.

5  Results and analysis

The results have been generated from the perspective of 
cost and utilization; the  R2 value calculated by an expo-
nential curve. The  R2 value indicates 1 shows exponential 
growth and 0 shows an exponential decrease. The graphi-
cal results have described execution cost of four di�erent 
resource allocation policies and compared in terms of  R2 
value. The results have been depicted by Fig. 2 (execution 
cost for 100 tasks), Fig. 3 (execution cost for 1000 tasks), 
and Fig. 4 (resource utilization for 1000 tasks) show dif-
ferent values of execution cost and resource utilization. 
Table 2 shows the  R2 for the execution cost of 100 tasks, 
Table 3 represents the execution cost of  R2 value for 1000 
tasks.

The results have been compared using statistical analy-
sis. The performance of presented QRAS compared with 
existing MINMIN, MCT, and ACO algorithms. The execution 
cost of tasks calculated using Eqs. (1–4), and resource utili-
zation measured based on Eqs. (5–7). The cost denotes the 
execution cost, time and cost task remain under execution 
process. Moreover, utilization shows the VMs actively used 
in execution process.

5.1  Observations for cost for 100 tasks

To evaluate the execution cost for 100 tasks on VMs 5–50 
results have been compared with existing algorithms, 
shows in Fig.  2. The performance in results proved, 
33.09%, 16.03%, 22.39% outperformed in terms of cost 
compared w.r.t MinMin, MCT, and ACO respectively.

Table 1  Experimentation con�gurations

Data center setup

Data center 01

Number of hosts 01

VMs con�guration

Number of VMs 5–50

MIPS 1000

Nuner of PEs per VM 1

VM memory 512

Bandwidth 1000

Workload environment

Number of users 15

Data Set Montage

Numbers of cloudlets 1000

ACO parameters setup

Number of iterations (max) 100

Number of ants (m) 10

 α .3

 β 1

 ρ .4

MINMIN

y = 36173e0.0004x

R² = 0.76

MCT

y = 36176e0.0004x

R² = 0.7332

ACO

y = 36156e0.0004x

R² = 0.7323

QRAS

y = 36151e0.0004x

R² = 0.7185

36100

36120

36140

36160

36180

36200

36220

36240

36260

36280

36300

36320

36340

5 10 15 20 25 30 35 40 45 50

Cost

Virtual Machine
MINMIN MCT ACO

QRAS Expon. (MINMIN) Expon. (MCT)

Expon. (ACO) Expon. (QRAS)

Fig. 2  Execution cost for 1000 cloudlets on VMs 5–50

Table 2  R2 value for montage cost calculation (100 cloudlets)

MINMIN MCT ACO QRAS

R2 0.689 0.549 0.598 0.461

Table 3  R2 value for montage cost calculation (1000 cloudlets)

MINMIN MCT ACO QRAS

R2 0.760 0.733 0.732 0.718

MINMIN

y = 3444.5e0.0004x

R² = 0.6894

MCT

y = 3445.1e0.0002x

R² = 0.5499

ACO

y = 3444.9e0.0002x

R² = 0.5948

QRAS

y = 3441.1e0.0001x

R² = 0.46193435

3438

3441

3444

3447

3450

3453

3456

3459

5 10 15 20 25 30 35 40 45 50

Cost

Virtual Machine
MINMIN MCT ACO

QRAS Expon. (MINMIN) Expon. (MCT)

Expon. (ACO) Expon. (QRAS)

Fig. 3  Execution cost for 1000 cloudlets on VMs 5–50
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5.2  Observations for cost for 1000 tasks

To evaluate the execution cost for 1000 tasks on VMs 5–50, 
comparison of results shows in Fig. 3. The reduction of cost 
15%, 2.75%, 2.09% proved the proposed algorithm per-
formed better than MinMin, MCT, ACO respectively.

5.3  Observations for utilization for 1000 tasks on 50 

VMs

Figure 4 shows the utilization of VM resources, it has been 
measured on set of 50 VMs. Resource utilization experi-
mentation performed based on VM usage. The analysis of 
result shows, the proposed technqiue scaled up resource 
utilization. Thus, QRAS algorithm considedred as higher 
utilization of resources compared to other existing 
algorithms.

The following observations have been concluded by 
evaluating of VMs utilization:

MinMin performed resource utilization as 10–30% w.r.t. 
proposed QRAS.
MCT shows to perform resource utilization as 20–58% 
w.r.t. proposed QRAS. Simple ACO performed resource 
utilization as 60–62% w.r.t. proposed QRAS.

 The results have shown the QRAS algorithm performed 
better in terms of utilization and energy saving.

6  Conclusion and future work

Resource allocation in cloud environment is challenging 
due to users’ dynamic requirements. It has also complex 
process and impacts cost and resource utilization. This 
research paper proposed a novel resource allocation 

technique for QoS based performance. ACO technique 
used for identifying an optimal solution to reduce the exe-
cution cost and improve resource utilization. Therefore, it 
proves in identi�cation of task to resource suitability. Fur-
thermore, results and analysis shows proposed algorithm 
outperformed against traditional algorithms.

In addition, the optimization mechanism can be 
adopted in optimal usage of advanced cloud computing 
components such as internet of things. The future work 
in cloud computing resource management would be 
more concentrating on renewable energy, automative of 
resource management and reading consumer behavior 
which accelerate the cloud services.
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