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Abstract. We extend the theorem of Balslev and Combes on the absence of singular
continuous spectrum to a class of interactions including r~y (3/2 ̂  α < 2) local potentials.
In addition, we note that the theory of sectorial operators allows a simplification of their
proof and allows one to push the cuts through angles larger than the π/2 restriction em-
ployed by Balslev-Combes.

§ 1. Introduction

In [1], Balslev and Combes introduced a powerful new technique to
the mathematical theory of N-Body Schrδdinger operators. This tech-
nique has already been used to prove the absence of singular continuous
spectrum in the Hamiltonian of certain TV-body systems [1] and to study
time dependent perturbation theory [11,12]. Our main goal in this brief
note is to show that the Balslev-Combes results can be extended to some
other systems in particular, to systems with central two body potentials,
70 (r), so that V{j has an analytic continuation to {r | |argr |<α} with
Wθ(r) = V(eiθr) in the Rollnik class [9], R + (L°°)ε, if |Imθ| < α. The result is
a sufficiently straight forward merging of the techniques of [10] with
those of [1] that Section 4 where we present the proof will be brief.

Our main goal in [9,10] was to use quadratic form techniques to
extend the theory of two body quantum mechanics to a large class of
potentials. But we also found that form techniques could be used in
simplifying the proofs and extending the theorems for the Kato classes.
This is also true for the Balslev-Combes theory. Not only can we use
form techniques to extend their theorem to a larger class (§ 4) but we
will show how notions from the theory of sectorial operators allow one
to eliminate a difficult technical step from their induction (§ 3). In
addition, we will show that the |Imθ| < π/4 conditions that they place on
their results are artifacts of the way they use Ichinose's lemma and that
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the only limitation on Imθ comes from the strip of analyticity for the
potentials (§ 5).

It is a pleasure to thank Ed Nelson and Mike Reed for useful dis-
cussions; in particular Remark 3 following Theorem 1 is Nelson's.

§ 2. The Class of Dilatation Analytic Form Interactions

Combes [2] introduced the class, Cα, of dilatation analytic inter-
actions. Let H0 be —A on L2 (IR3) with the usual domain and let Jjf+ 2

be the domain of H0, D(H0), with the norm||φ|| 2+2 = \\(HQ + 1) ψ\\2

= <φ, (HΌ + I)2 φ> and write J^0 for L2(IR3). Let £7(0) be the one para-
meter group of dilatations on Jf0 given by

Cy was defined to be those mappings V: 3^+2-+^o so that

(1) V is ^-symmetric, i.e., <ιp, Vψy is real for all ψ e J 4̂ 2.
(2) V is compact as a map from Jfγ2 to Jf0.
(3) The family of bounded operators V(θ) = U(θ) VU(θ)~l from Jf+2

to ffl has an analytic continuation to a family of operators from JfV 2
to Jf into the strip {θ \lmθ\ < α}.

We introduce an analagous class ̂  defined in terms of forms. Let
.#?+ l and JfL. t be the scale spaces defined by H0 [10, § II.2] 9soJ^+L is the
form domain of H0 with norm

and Jf 1 1 is the completion of Jfy in the norm

J^+ ! and Jf_ L are paired by a natural sesquilinear form/ : Jf+ 1 x ^f_ j ->C
so that /(φ, 0) = <φ, (/)> if 0 6 ̂ 0. We denote /(-, •) by < , > henceforth.

Definition. ^ is the class of all linear maps V: Jf+1->Jf/_1 so that

(i) V is J 0̂ -symmetric, i.e., <ιp, Kt/;) is real for all ψ eJf+1.
(ii) 7 is compact as a map of Jf + 1 to Jf _ t .

(iii) The family of bounded operators V(0)= U(θ) VU(ΘΓl from
JfVi to JfLj has an analytic continuation to a family of operators from Jf+i

to jf_! into the strip {θ \lmθ\ <α}.

We are familiar from [10] that classes of interactions defined by
operator conditions are contained in their form analogues, e.g. L2 + L°°
C R + L00. This is true here:

Theorem 1. For any α > 0,
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Remarks. 1. J^ is however not contained in Cα. For example, if V is
a function analytic in the sector (z |argz| < oc} with the functions Vίβ on
1R3 given by Vip(r) = V(\r\ eiβ) in R + Lf if |j8| < α, then V = Vio is in J^.
In particular, F = r ~γ is in ̂  if 0 < y < 2 and is in Cα only if 0 < y < 3/2.

2. The symmetric nature of V is absolutely critical. The result is false
if we remove that requirement.

3. One can see why information from Jf)

+2->Jf?

0 and ^-symmetry
imply information about e?f+1-»Jf_1 by the language of interpolation;
for if V is c 0̂ symmetric, information about V: ^+2-*^0 implies infor-
mation about V: J^?

0-^Jf?_2. "Interpolation" then gives information
from .#'+1->Jf_1.

Lemma 1. // V is J^Q-symmetric and bounded from J^+2 to Jf0, then
it is bounded from Jf+1 to Jf^ and \\V\\ +1>_i ^ \\V\\ +2,0.

Proof. This is a standard fact ([5] or [3; Theorem V. 4.12]) but we
give a proof due to Nelson which we need in Lemma 2. Translated into
information about operators from Jf0 to J^0, we need show that if
FCHo + l)"1 is bounded, then (H0 +1)~1 / 2 V(HQ +1)~1/2 (defined in-
itially only on Jf+i) is bounded and

Since V is symmetric, for any ψ e J^+ 2

so (H0 + I)"1 V defined on Jf+2 extends to a bounded operator on jjf
and || (H0 + I)"1 V\\ = \\V(H0 + I)" 1)). Now let ψe C°°(H0) and let /(z)
= (H0 + l)~ z F(H0 + l)z~ 1 φ. Then/(z) is analytic and uniformly bounded
in the strip 0 ̂  Rez <ί 1. Thus by the Hadamard three line theorem

sup
R e z = 0 oi

l)- 1 ! ! ||φ|| , ||(H0 +

Thusforφ6C°°(H 0),

II(H0 + 1Γ1/2 v(H0 + ί)'1/2ψ I I ^ I I ^(^o + 1)"1 II l l t / Ί I
which proves the result.

Lemma 2. // V is Jf^ symmetric and compact as an operator from
Jf+2 to J^Q, it is compact as an operator from Jf+1 to J fLj .

Proof, We are given that F(H0 4- 1)"1 is bounded so as in the proof
of Lemma 1, (H0 + l)~αF(H0 + I)""1 is bounded if O g α ^ l . Let A(z)
= (H0 + 1)~ZF(H0 + 1)Z~1. Then A(z) is analytic in R = {z|0< Rez< 1}
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and continuous in R. Moreover, A(z) is assumed compact if Rez = 0. It
follows that A(z) is compact for all z (see e.g. [8]).1

Proof of Theorem L Let FE CΛ. Then V defines a bounded map of
Jf+i to ^-ί by Lemma 1 and <φ, Fφ> is real for ipe J-f+1 since it is
real for φeJf + 2 which is || ||+1 -dense in Jf+i Thus (i) is true. By
Lemma 2, conditions (1) and (2) for FeCα imply condition (ii) for V.
Finally, note that since <φ, V(Θ) t/?> is real when θ is real, F(θ) + V(Θ)
and i(F(0) — V(θ)) are Jf0 -symmetric, so by Lemma 1, F(θ) is a bounded
map from Jf+1 to Jf_1 for any 0 with |Imθ| < α. F(0) is analytic as maps
from J^+1 to JfLi since the V(θ) are uniformly bounded on compacts
(Lemma 1 again) and <φ, V(θ) φy is analytic for all φeJ^+2, ψeJtf*.

§ 3. Ichinose's Lemma and Sectoriality

The results of Balslev and Combes are essentially corollaries of one
main theorem on the spectrum of certain of certain nonself-adjoint
operators H(θ) (see Theorem 3 below). Their proof depends on the
application of the following lemma of Ichinose [4] :

Ichinose's Lemma. Let Al and A2 be closed, densely defined operators
in the separable Hilbert spaces Jf^, Jf 2 obeying

(α) σ(Ai) ς {z| |argz| ^ { φt} φ1+φ2<2π,
(β) \\(Aί-ρei*Γ1\\^Cί(φ)ρ-ίfor\φ\>i

2φi.

= A1®I + I®A2 defined on finite sums of vectors of the form
ψι e D(Ai) is closable and its closure A obeys

σ(A) = σ(Ai] + σ(A2) .

The proof of the main Balslev-Combes theorem is inductive; the
harder part of the proof is to verify (β) at each point in an inductive
argument. We want to show that the applicability of Ichinose's lemma
(and in particular, (/?)) follows directly from "sectoriality" considerations.

Given z0 eC, β e [0, 2π] and φ E [0, π], we define the sector

φ is called the opening angle of 5, z0 and β the vertex and direction of S.
Recall [6] that a quadratic form a on a form domain Q(a) is called

strictly sectorial if N(a) = {a(ψ, ψ)\ψ £ Q(a); \\ip\\ — 1} is contained in
some sector of opening angle φ < π. By varying z0 and θ we can often
find sectors of arbitrarily small opening angle containing N(a). For
example iΐN(a) = {z\ Rez ̂  0, 0 ̂  Imz ̂  1}, N is not contained in a sector
of opening angle 0 but by taking z0 very negative and θ = 0 we can choose
φ arbitrarily small.

1 See Note added in proof.
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Definition. Let α be a quadratic form. We say a is a form with arbi-
trarily small opening angle, if for any φ > 0, there is a z0 and β with

N(a)cSZOtβ(φ).

We note first the elementary:

Proposition 1. Let b be a quadratic form with arbitrary small opening
angle. Suppose a is a tiny form perturbation of b, i.e., Q(d) D β(b) and for
any α > 0, there is a β with

\a(ψ,ψ)\£a\b(ψ,ψ)\+β \\ip\\2

for all ψ e Q(b). Then b + a defined on Q(b) is a form with arbitrarily small
opening angle.

We also recall that a is called closed if Q(a) with the norm | | tp | |+ι
= Re(e~iβa(ψ7 ψ)) + (\zQ\ + 1) ||φ||2 is a Banach space and that [6;
Chapter VIII and X] see also [3] :

Proposition 2. Let a be a closed sectorial quadratic form. Then there
is a closed operator, A, obeying

(i) D(A) is dense in D(ά) in \\ || +1,
(ii) a(ψ, \p) = (ψ, A ψ) for all ψ e D(A) ,

(iii) // S is a sector for a, then σ(A}cS and if zφS, \\(A-zΓl\\

Moreover, A is uniquely determined by (i), (ii), the condition that
some zφS be in the resolvent set for A, and the condition that A be closed.

Proposition 3. Any sectorial form coming from an operator with a
sector of opening angle φ < π is closable, i.e., has a smallest closed extension.

These facts and Ichinose's lemma imply a theorem about tensor
products of sectorial operators (see also [7]):

Proposition 4. Let a^ and a2 be closed sectorial forms on separable
Hubert spaces J^\ and 34? 2

 and let A1 and A2 be the associated operators.
Suppose ai has a sector with opening angle φt and φi + φ2<π. Let D(a)
be the finite linear combinations of ψι®ψ2 with ψt e Q(at) and define a by

= O, (ψl, ψj] (ψ2> V2) + (V;

Then:

(a) a is a sectorial form,
(b) if A is the operator associated with the closure of a, then σ(A)

= σ(Aί) + σ2(A2).
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Proof, (a) Follows from the fact that φί +φ2<π. By Proposition 2,
Ichinose's lemma is applicable so we need only show A = A, the operator
closure of A1 (χ)l -f i®A2. But a simple argument shows that D(A) is
dense in D(a) in || || + 1 and clearly <φ, Aψy = a(ψ, ψ) for any ip e D(v4).
Finally, by Ichinose's lemma some z φ S is in the resolvent set for A so
A = A. I

Throughout the remainder of this paper, we deal with Hamil-
tonians of JV-Body systems with their center of mass motion removed.
We use coordinates vi of the ith particle relative to the Nth and write
riQ = ri and rij = ri — rj. For each ij, L2(IR3]V~3) decomposes into
L2(IR3)(x)L2(IR3]V~6) corresponding to the coordinate rir If t ^ is an oper-
ator on L2 (1R3), we write Vtj = vtj® 1 and write Vt e 3?a as shorthand for

J V - l

t^eJ^. Ifeach F ί j eJ^and// = H0+ Σ V'Φ we define

Then Proposition 1 and the fact that υij(θ) is /z0 compact which implies
that ϋυ is KLMN small (so K is KLMN small) tell us:

Theorem 2. // each Vtj e J^ and \lmθ\< α, ί/τβ^z /f(θ) is a sectoήal form
with arbitrarily small open angle.

As a result of Proposition 4 and Theorem 2, Ichinose's lemma is
applicable without first proving directly that his condition (β) holds by
induction. This is a considerable simplification of the Balslev-Combes
proof.

§ 4. Form Analogue of the Main Balslev-Combes Theorem

In this section, we state and sketch the proof of the main Balslev-
Combes theorem [1] for the class .̂ By Theorem 1, this theorem is
a strict extension of the basic theorem of [1].

Theorem3. Let V { j z 3 F Λ \ ij -0, ..., n- 1. For |Im0|<α, let H(θ)
= e-2θH0 + ΣVij(θ). For any partition D = {C^ ...,Ck} o/{0, ..., N - 1}

ι» j

into disjoint sets, let HCι(θ) be the Hamiltonian for the particles in C{ with
center of mass removed (so if Φ (Cf) = 0, HCι = 0 on (C). Let

Σ = U ( £ ι + +Ek\ElEσdi,c(HCt(θ))}.

(b) Σ is only dependent on }mθ.
Θ

(c) //' / e Σ' tnen ^ G Σ for αtt ΰ sufficiently near Θ0.
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Proof. 1. As in the Balslev-Combes paper, (b) and (c) follow from the
Kato-Rellich perturbation theory and the fact that H(Θ) and H(Θf) are
unitarily equivalent when lmθ = lmθ'.

2. We prove (a) by induction on N. N = 1 is trivial.
3. For fixed 0, we make an analysis following [10] (§ VIL2).

In terms of "reduced disconnected parts", DR and "symmetrical connected
interactions", /&, one has a modified Weinberg-Van Winter equation
([10],egn. VIL16):

(E-H(θ))'l=(E-H0(θ)Γ1/2(l-ls(θ;E))~ίDR(Θ;E)(E-H0(θ))-112.

Both DR(Θ;E) and IS(Θ',E) are finite sums of products of terms, each
one, one of two types:

(i) (E-H0(θ))-l/2Vij(E-H0(θ))~i/2; these are analytic if

Eφ {ίΓ 2 θ r |r^O}.

(ii) (E - H0 (θ)}1/2 (E - HD(θ))'l(E - HQ(Θ))1/2 where D has k ̂  2 clus-
ters. Each HD is of the form

#Cl® ®l + l®#C2® ®l + + l® ®HC k®l 4- 1® ®#Γ

where //^0) is a relative kinetic energy. By the analysis in § 3 and
Ichinose's lemma, σ(HD) = Σσ(HCι(θ)) + σ(e~2θH0). Since #Ct<N for
all /, tf(H0)cj/ + e ~ 2 e | / l e £ ; r ^ 6 j by the induction hypothesis.

Thus 7S (θ E) and DR (Θ E) are analytic iϊEφ Σ + e~2θlR+.
β

4. Using a trick from [8], 1&(Θ\E) is compact for Eφ^ + e'2θ]R+,
β

for it is enough to prove it compact for Ee2θ very negative (and use
analytic continuation). But for Ee2θ very negative, the perturbation
series for 7&(θ; E) converges in norm and is term by term compact.

5. By the "analytic Fredholm theorem", [10, p. 218; 6, Chapter VI]
(E — H(θ))^1 has only discrete spectrum outside ]Γ -f e~2θ]&+ . |

θ
Theorem 3 has one critical consequence, proven in the exact same

way as in [1] :

Theorem 4. Under the hypotheses of Theorem 3, H has no singular
continuous spectrum.

§ 5. On the Balslev-Combes Condition, |lm0| < π/4

In their paper, Balslev and Combes have a condition that α < π/4 for
their analogue of Theorem 3. This results from their applying Ichinose's
lemma only to sectors SZo^β(φ) with β = 0 and z0 real. By taking z0 and
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β suitably, we have seen (Theorem 2) that Ichinose's lemma is applicable
no matter what the value of 0; the only limit on Imθ is that imposed
by the potentials (so, e.g. α = π/2 for Yukawa potentials). Of course, at
θ — π/2, "the cuts" hit one another and this limits which sheets can be
reached by continuation in θ.

A particularly amusing case occurs when one deals with atoms there,
e~ΘV so:

Theorem 5. In the case of atomic (i.e., Coulombic) Hamiltonians, H(Θ)
is an entire analytic family of type (A\ periodic with period 2πi. H(nϊ)
describes a self-adjoint system [namely H0 — F] in which all electron-
electron forces are attractive and all nuclear-electron forces are repulsive.

§ 6. Absence of Positive Energy Bound States in Atomic Systems

The extension of the last section to arbitrary Im Θ allows us to recover
Weidmann's result [13, 14] that purely Coulombic Hamiltonians have
no positive energy bound states; in addition we obtain a result about
resonances.

Theorem 6. Let H be the Hamiltonian of a N-body system with
Vij(rij) = C i j / \ y i j \ . Then H has no bound states of energy E>0 and no
positive energy resonances, in the sense that for Θ with 0 < Im Θ < π/2,
H(Θ) has no eigenvalues in {λ\ —2lmθ< arg/l<0}.

Proof. We use induction on N . N = 1 is trivial. By induction H(θ) has
no thresholds in {λ\ — 2Im$< arg/l^O}. If H(θ) had an eigenvalue in
the open sector, H(πί) would have a complex eigenvalue since the
eigenvalue avoids essential spectrum as 0-n'π. Since H(πi) = H0— V is
self-adjoint this is impossible. Now suppose £0 > 0 is an eigenvalue of
multiplicity m. By induction, E = 0 is the largest threshold, so E0 remains
away from essential spectrum if |Imθ|<π. Thus φ^θ),...,ψm(θ) are
analytic in |Imθ|<π. Since H(±πi) is also self-adjoint, E0 remains an
eigenvalue of multiplicity m for H(±πi) (see [1]). Thus ψi(θ) are entire
functions of θ. Since f/(2πi) = H(0), there is a matrix A on <Cm with

m

φ ί(2πi)= X 0i/V>/(0) Choose φ = Σ(^1/^(0) so that Aφ = ocφ for some α.
J = l

Letting D be the infinitesimal generator of dilatations, we see that φ is
in the domain of the unbounded self-adjoint operator e2πD and e2πDφ

= αώ. Thus Dφ= ——(lnα)ώ. But eiθD goes weakly to 0 as θ->oo, so D
2π

has no eigenvalues. This contradiction proves that H has no positive
eigenvalues. |
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Note added in proof. R. Solovay has pointed out a gap in the proof of Lemma 2, for
all that is a priori clear is that A(z) is strongly continuous in R (i.e. at the boundary R)
while the argument of [8] requires norm continuity. The following lemma (which abstracts
a suggestion of Soϊovay) fills the gap:

Lemma. Let A(z) be a uniformly bounded weakly continuous operator valued function
in R = {z |O^Rez^ 1}, analytic in R — {z |0<Rez< 1}. Suppose A(z) is compact and norm
continuous if Rez^O, 1. Then A(z] is norm contίnous and compact in all of R.

Proof. Since A(z)= \\-\\— limeaz2A(z) uniformly on compacts, it is sufficient to prove

the theorem under the hypothesis Jim || A(z) \\ = 0. Under that hypothesis, let Aπ(z) = PnA(z) Pn

where Pπ is a family of finite rank projections with s-limPn = 1. Then each An(z) is norm con-
tinuous and compact. When Rez^O, 1, An(z)-+A(z] in norm uniformly on compacts,
since A(z) is then compact. Since ||/4(z)||->0 as z->oo, An(z}-^~>A(z) uniformly for all z
with Rez = 0,1. By the maximum principle it follows that An(z)-^-^A(z) for all z in the
strip.

Remarks. 1. The proof can be modified to conclude compactness and norm continuity
in {z |O^Rez< 1} if A(z) is only assumed compact and norm continuous when Rez = 0.

2. To apply this lemma to the proof of Lemma 2, one must prove that A(z) is norm
continuous if Rez = 0, 1. This follows from the fact that the product of a strongly convergent
sequence and a fixed compact operator is norm convergent.

It is a pleasure to thank R. Solovay for pointing this error out to me.
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