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CHAPTER ONE

INTRODUCTION

The continual increase in the demand for reliabie communication through
digital transmission calls for spectrally efficient modulation schemes. Spectrally
efficient modulation, sometimes, in some loose sense, i3 referred to as the use of
power to save bandwidth, much as coding is referred to as the use of bandwidth -
to save power. However, a meaningful measure of spectral efficiency lies in the
notion of effective use of available signal space dimensions. The more effectively
the available dimensions are used to increase the transmission throughput, the
higher is the spectral efficiency. This notion of effective use of available signal
space is the central idea of this thesis and leads to the development of a new class
of digital modulation schemes which has been named Quadrature-Quadrature

Phase Shift Keying or @?PSK .

The primary objective of a spectrally efficient modulation scheme is to max-
imize the bandwidth efficiency (4), defined as the ratio of data rate (R#,) to chan-
nel bandwidth (W) . Since a signal cannot be both strictly duration-limited and
strictly bandlimited, there are two approaches in designing a spectrally elficient

data transmission scheme. One is the bandlimiting approach: the other is the

timelimiting approach. In the former, a strictly bandlimited spectral shape is -
A\.'-

N

carefully chiosen for the data pulse so as to satisfy the Nvquist criterion ol zero PY
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intersymbol interference (ISI). In the latter, the data pulse is designed to have a
short duration and the definition of bandwidth is somewhat relative depending
on the situation involved. The initial development of @?*PSK followed the latter

approach; the former approach, however, proved useful in the final stage.

Like bandwidth, power is also a costly resource in most transmission
environments. So another objective in designing a high rate data transmission
scheme is to reduce the average energy per bit (E,) needed to achieve a specified .
bit error rate (BER). The bit error rate performance of two schemes are usually
compared under the assumption of a bandlimited channel corrupted by additive R

white Gaussian noise (AWGN). Suppose the two sided power spectral density of -

2 5
PRI

the noise is ~y/2. Then a standard parameter for comparing the two modula-

e 12
» N

tion schemes is the energy efficiency which is the ratio E,/N, required to achieve ®
a specified bit error rate, say 10® ; the lower the energy efficiency , the better is

the performance.

The energy efficiency depends mostly on the signal space geometry. The
bandwidth etficiency primarily depends on two factors; firstly the basic

waveforms of the data shaping pulses and secondly the utilization of all possible

,v: ) i g i e

signal space dimensions available within the given transmission bandwidth. In

data communication, the notion of increasing the rate of transmission by increas-

A T
;

®

ing the number of dimensions became prominent when people switched from -3
R

Binary Phase shift Keying (BPSK) to Quadrature Phase Shnft Keving (QPSK) . n
.Y

A

Modulation studies during the last twenty years proposed several modifications of '.‘
g

OPSK - Of these, Offset Quadrature Phase Shift Keving (0@PsK) and Minnnum 5
-4
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Shift Keying (MSK) gained popularity because of their several attributes. .

Numerous variations of QPSK and M3K have been reported in the literature: but
almost all of them follow the same QPSK assumnption of two dimensional
transmission. Tamed Frequency Modulation ( TFM ) and relatively unknown
Quadrature Overlapped Raised Cosine Modulation ( QORC ) followed slightly
ditferent approaches to attain a sharp spectrum fall-off for lower out-of-band
radiation. Unfortunately, both of them introduce intersymbol interference { ISI )
in the system and sutfer from a loss in the energy efficiency over MSK. In the
next chapter we will briefly review some of these schemes and point out their

attributes and shortcomings.

Shannon's channel capacity theorem | 1 | provides an upper bound to the
bandwidth efficiency for a given signal energy. It is observed that the order of
bandwidth efficiency one achieves with the currently existing schemes is very poor
compared to the maximum bandwidth efficiency allowed by Shannon's channel
capacity bound. The large gap between Shannon's bound and practically achieved
bandwidth efficiency may motivate someone to improve the bandwidth efficiency
by a factor of tive or more. However, if one restricts oneself to binary type of
communication, an improvement by a factor of two can be expected 2 . It is

well known that the space of signals essentially limited in time to an interval r

and in one sided bandwidth occupancy to W is essentially 2riv-dimensional. It i

is observed the } } . : } R w e i he ineificie e 9

is observed that the shortecomings of the existing schemes Lie in the inefficient nse -]

]

of available signal space dimensions. For a given bandwidth equal to the data e

. ’
5 L - . : 4 : g
. rate, QPSK and MSK nse only as maeh as hall of the available dimensions. In 1
- R
A R
K
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chapter three we propose Quadrature-Quadrature Phase Shift Keying or Q*PSK
which utilizes all available signal space dimensions. It uses two data shaping
pulses and two carriers, which are pairwise quadrature in phase, and creates two
more dimensions in addition to the existing two already in use by QPSK and
MSK. The new scheme thus increases the bandwidth efficiency by a factor of two
over the conventional schemes without altering the average bit energy require-
ment substantially. One may recall that QPSK brought the same sort of

improvement over BPSK; @?PSK does it again over QPSK and MSK.

Q°PSK utilizes all available signal space dimensions; therefore incoherent
detection is not possible at the receiver. For coherent detection, one needs to
knovw the carrier phase and clock timing information. In certain transmission sys-
tems, such as partial response signalling schemes, this information can be carried
out by separate pilot tones at the spectral nulls of the modulated signal. How-
ever, in most situations it is more desirable that one recovers this information
from the modulated signal itself. It will be shown that @?PSK signal has self
clocking and self synchronizing ability. In chapter three we present a synchroni-

zation scheme which recovers carrier phase and clock timing information.

In designing a riodulation scheme, though energy and bandwidth efficiencies
are the two most important criteria, a coustant envelope in the modulated signal
may be an additional desirable feature for certain nonlinear tpe of channels 3
For instance, the travelling wave tube (T'WT) amplifier in a satellite repeater
usually converts amplitude variations to spurious phase modulation. This AM to

PA conversion causes degradation in the bit error rate performance of the signal.
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A constant envelope in the modulated signal may reduce this problem to a great
extent. Also if the channel is nonlinear due to the presence of class C devices, a
constant envelope may be an essential requirement. In both situations, MSK with
its constant envelope does a very good job. Tamed Frequency Modulation (TFM)
. 4 |, which is another constant envelope scheme, is preferred to MSK in certain
situations where low level out-of-band radiation is more important than a loss in
the energy efficiency. The Q?PSK signal, in the absence of any additional con-
straint, does not maintain a constant envelope. However, a simple block coding
prior to modulation provides a constant envelope. This coded @?PSK outperforms
TFM in both energy and bandwidth efficiencies. Its bandwidth efficiency is of the
order of 1.5 times that of MSK and TFM. Like uncoded @%PSK , this coded
scheme also possesses self clocking and self synchronizing ability; but the required

synchronizing scheme is different from that of the uncoded version.

@°PSK uses two data shaping pulses and two carriers which are pairwise
quadrature in phase. The scheme is generalized by incorporating n orthogonal
data shaping pulses alongwith two orthogonal carriers to create a 2n-dimensional
signal space. The bandwidth requirement in the formation of this signal space,
however, increases with the number n. The original case of n=2 increases the

bandwidth efficiency by a factor of two over MSK at the expence of 1.6 dB

increase in the average bit energy. The extra bit energy requirement is avoided -

bv allowing a loss in the bandwidth efficiency: in the special case of n=3, a
bandwidth etficiency which is 1.5 times that of MSIKK is achieved without any

merease in the average hit energy. This bandwidth ellicieney s also L5 times




that of QORC [ 5 |, which is a non constant envelope scheme but more spectrally
compact than MSK. This generalized @*PSK does not maintain a constant

envelope; its spectral density, however, falls off faster than the original @?PSK .

The original @*PSK uses a half cosinusoid and a half sinusoid as two data
shaping pulses. On bandlimiting, these two pulses cause intersymbol interference
and therefore Q?PSK requires a little higher bit energy compared to MSK. In an
attempt to eliminate both in phase and cross intersymbol interference a new class
of pulse shapes is suggested. A few members of this class are easily implementable
and improve both energy and bandwidth efficiencies considerably over the origi-
nal scheme. This new class of pulse shapes also sheds some light on an important
issue of binary communication. [t is well known that the best rate one can
achieve with binary communication is the Nyquist rate of two bits per second per
Hertz; this is only possible if one uses a sinc function as the data shaping pulse.
But realization of a sinc function is knewn to have problems from both theoreti-
cal and implementation points of view. One solution was given by Adam Lender
through his Duobinary scheme | 6 |. We will briefly discuss the Duobinary scheme
in the next chapter. The Duobinary signal achieves the Nyquist rate but it does
not maintain a binary type of communication; it uses three level detection. The
new class of pulse shapes that we will propose in chapter six requires less bit

energy and achieves the Duobinary rate with only two level detection.
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CHAPTER TWO =
CURRENT MODULATION TECHNIQUES 7

On off Keying is the most primitive digital modulation scheme which uses
two states of a signal to represent binary zeros and ones. In Binary Phase Shift
Keying ( BPSK ), these two states are represented by two opposite phases of a
carrier; this is an antipodal signalling scheme. Quadrature Phase Shift Keying (
QPSK ) can be considered as two BPSK systems in parallel; it uses two orthogo-
nal carriers of the same frequency for the two BPSK systems. QPSK transnission
is thus two dimensional. Many of the current modulation schemes maintain the )
basic QPSK-assumption of two dimensional transmission. In this chapter we will
discuss some of current modulation techniques which follow the two dimensional
assumption in a direct or indirect sense. Namely, we will discuss Quadrature
Phase Shift Keying ( QPSK ), Offset Quadrature Phase Shift Keying ( OQPSK ),
Minimum Shift Keying ( MSK ), Quadrature Overlapped Raised Cosine [ QORC °
) signalling scheme, Tamed Frequency Modulation ( TFM ) and Duobinary
scheme. Some of the schemes maintain constant envelope, some of them do not;

we consider both types of modulation for evaluating Q°PSK performance in

different perspectives.

_________

-------
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2.1 Quadrature Phase Shift Keying, Offset Quadrature g
Phase Shift Keying and Minimum Shift Keying
Ay
N
~
A block diagram of the @PSK modulation scheme | 3,7 | is shown in Figure "=
-~
"
2.1. The input binary data stream a(t) with the bit rate 1;T is demultiplexed -
into two streams a,(t) and a,(t). The duration of each bit in the demulitiplexed _.-:
streamns is twice the duration of the incoming bit. Streams aq,(t) and a,t) are .
L)
multiplied by sine and cosine carriers and summed to form the @QPSK signal ’
squk(t) . ._
1 T 1 . r .
Sepak (t) = =T a,(t) cos(27r/ct&; ) + 5T agzit)sin(2xf ¢ 3 ) e
1 2.1
= ——= cos{2rf, t « o(t ()
e cosl2nf ¢ - ol1) 2
where each of a,(t) and a,(t) is either +1 or -1 and ¢(t), depending on «,(t) and .
as{t), is one of 0°, +90° and 180° . Thus carrier phase during any 2T interval f_
is one of the four phases. [n the next 27 interval, if neither of the two bit s
. . . |
streams changes sign, the carrier phase remains the same. [f one of them changes .
sign, a phase shift of +90° occurs. A change of sign in both streams causes a
phase shift of 180° . Rapid changes in the carrier phase has deteriorating eflects
on the signal and the adjacent channel when it undergoes bandlinuting and
hardlimiting operations. ‘-;_f:
[hese deteriorating ellects are partialiv eliminated in Offset Quadrarure -]
R
Phase shift Keving (0QP<x ) 3.7 where the two bit streams are not aliowed to . :
4
change their sign simltaneowsly. thas avotding the possaibility of <0 phase “.“

difts This s accomplished by <kewing or detaving the bit streanm o000 by an
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Figure 2.1, Quadrature Phase Shift Keying modulator.
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amount of time T as illustrated in Figure 2.2. By pulse shaping, further elimi-
nation of abrupt changes in the carrier phase is possible. In fact, it is totally
eliminated in Minimum Shift Keying (MSk) | 3,8,9 | where a cosinusoidal data
shaping pulse is used in place of the rectangular one of 0QPSK , as illustrated in
Figure 2.2, This pulse shaping in Ms$K also brings some spectral compactness

over OQPSK . The MSK signal can be written as

1 t 1 . t .
Smsk (t) ::—_T; a(t) cos( ‘%) cos(2rf, t) + T aq(t) sm(g?) sin{2xf t)

- —]?‘ cosi2n(f, *%))t ot (2.2)

where b{t) = -a,(t)a,(t) , and o(t) = 0 or r according to a, = «1 or -1. Thus

MSK signals can have one of two instantaneous frequencies, fci-l— . The spac-

4T

ing between the two frequencies is 57 This is the minimum spacing with

-

which two FSK  signals of duration T can be orthogonal; hence the name
Minimur " Keying (MSK). The baseband power spectral densities St ()

and 3., i QPSK (or OQPSK ) and MSK are given by

[ L singagTY ‘
y ‘sqwlx(f) =2 P ‘23)
T 2nfT
[ 16 ) cos2afT | .
LT B I T | i pe: (2.4)
r ™ RS T
where in all eases,
oSt [2.5)
In chapter three we will disenss these spectra afong with that of Quadrature-
IS
Onadrature Phase Shift ey ing *-"N
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RS
ESK
-V
.
o)
9

e L~ R IR R . . . oL L e e . ST e

S ol e e e e e . P T T RO - L
. . A

P T V. e P
Ll s e ada s s a WP G O W POIPRPNP S AT PPN RPN A e s A e aat




A el O i' :..'. -\_‘ l‘i \nq v \Q q_g \'c 5'.1_’: ’&,,\r \J'F__-F‘_-'\F\ i" _“_“4"':‘.'_"7_ Laie® din=afain e R N N Y T Y VYWY e Y T w vy

!

11 -

>

f..

‘) .«

2.2 Tamed Frequency Modulation o
N

TFM is a type of frequency modulation | 4,10 | suitable for digital transmis- X

g

sion. We know frequency modulation is different from frequency shift keying; in >
R

the former frequency transitions are smooth, in the latter frequency transitions . S

are abrupt. The difference, therefore, lies in the phase trajectories of the carrier or
central frequency. So in considering TFM in a group of modulation schemes most
of which are frequency shift keying types, phase trajectory turns out to be a com-
mon ground for discussion. We would like to pursue the discussion of TFM on
this ground. One may consider TFM as an improvement in the phase trajectories . ®
of MSK with the use of correlative coding; in that sense, TFM also follows the

basic QPSK assumption of two dimensional transmission.

We mentioned earlier that MSK uses one of the two frequencies
[ = {f. +1;4T) and f~ = (f, -1/4T) to represent the demultiplexed bit
streams ( Figure 2.1 ) over every bit interval of T. So another way of represent- . ®
ing an MSK signal is the following : instead of demultiplexing the input bit
streams and then representing them by one of the two frequencies, one may o
directly represent 2 -1 by /" and a -1 by f such that phase is continuous at

the bit transition instants. The excess phase of the carrier of frequency 7, is given

by @
. Tt 9 6 4
g0t 11&27_ . (-.)) -
A typteal phase trajectory of NMSK signal ( Figure 2.3 ) shows frequent slope .J
| ]
discontimmties. The spectral density of VISK would have been narrower if the o 1
=
RN
X
®
D .
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Figure 2.3. Phase trajectories of (a) MSK and (b) TFM signals.
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edges of the phase path were smoothed out. In an attempt to achieve higher spec- .
tral compactness, TFM uses correlative coding for smoothing out oscillations and )

: . . : -
sharp edges of the phase path. A typical TFM phase trajectory is also shown in o
Figure 2.3. For MSK,
§(nT « T)-0(nT) = (x/2). an (2.7) e
and for TFM, =
a,. a, [ [ )
8(nT + T) - 8(nT) = (r/2) . { 4‘+7+ 4‘) (2.8)
with 6(0) =0ifay.e, =1 and 6(0) = r/4ifay.a, =-1 . In addition to going B
through the phase values given by (2.8) the phase variation should be as smooth ._;..
as possible, as shown in Figure 2.3b. From the coding rule illustrated in (2.8) it
follows that phase changes of g are obtained if three consecutive bits have the .
same polarity, and the phase remains constant if the three bits are of alternating .
polarity. Phase changes of l: occur when the bit configuration is one of + - - \
. @
S L e, -

Two different block diagrams of a TFM modulator are shown in Figure 2.4; \
Figrre 2 ta describes TEM as frequency modulation while Figure 2.4b focusses -
the two dimensional nature of transmission. The tmpulse response g(t) of the iy
premodulation filter (7)) in Figure 2.4a is snch that the phase function 4(¢) of .

o
the frequency modulated signal satisties (2.%). One can show that the overall RS
transtfer function of the premodalation Hilter can be written as ;

Girin R MU oSt f T (2.9) ]
.
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where K is a constant and H(f) is any transfer function whose impulse response
h(t) satisties the third Nyquist criterion. This eriterion states that for any integer

k
(2k+1)T 2
[ oaley de =1 k=0 (2.10)
= 0 k=0

A minumum bandwidth choice for Hif ) is

"y - T w1 2T {(2.11)

sin nf 7T
=0 wo ] 2T .
With this choice of H(/), an approximate expression for bit error probability of

TFN 1t is given by

Py renlE) = 1) QIv2IE, Ny - l) Q(V14E, N,) (2.12)
~imnilarly for M3K,
Py sk (£) = Q(\//L’V[i‘fb V,) 2,130
where
Glr) = 1 .Z‘rfoxp(z 2dz i1

The spectral density of TEM signal depends considerably on the truneation
length of the impnulse response of the premodulation filter: there s no closed torm
expression tor the spectral density. However, if the truneation denarh s of the

order of T or more, snbstantiadl improverment n the ont of-band radiation s

observed 1 The correiative coding nsed in con=teneting the TEM signal has two

Qe THv WY " w
e e N P Y T W o I W o W [
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fold effects : (i) it smoothes out the phase trajectories of the carrier; as a result,
out-of-band radiation is substantially lower compared to other constant envelope
modulation schermnes such as MSK, (ii) it introduces more than two levels ( unlike
MSK ) at the demodulator output K I; the levels are =1, +0.707 . As a result, the
bit error rate performance is poorer; it suffers a 1 dB loss in the energy efficiency
over MSK at bit error rate of 10°. TFM is considered to be a better candidate
than MSK where bandlimiting tiltering is costly and low level out of band radia-

tion is more important than a loss in the energy efficiency.

2.3 Quadrature Overlapped Raised Cosine Signalling Scheme

Any two dimensional modulated bandpass signal such as QPSK and MSK

stignals ean be written as
s{t) = ay(t) p(t)cos2af, t ~ ay(t) p(t)sin2nf, ¢t (2.15)
where a, {t) and a, (t) are the demultiplexed bit streams and p(t) is the pulse
shaping component. For QPSK,
plt) = qlt) = o7 S

-0 ¢ T (2. 16a)

and for MSK { except for a relative time otfset of T 1},

ST -
ple) mity - \/, ll‘ cos | ) !
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Both QPSK and MSK are constant envelope modulation schemes; their spec-
tral densities fall off as / * and s * respectively. A third kind of two dimensional
non constant envelope scheme can be described by a pulse shaping component
which is the convolution of the pulse shapes in (2.16a) and (2.16b) and given by

ple) = h(t) = A qt=T)PDm(t+T)

1 mt
— B 1+ — t| <2T
Jer sy ) ls

= 0 fel>2T, (217)

where 4 is a normalizing constant { a function of T ) so that p(t)is a unit energy
pulse and ® denotes time convolution. Here 4{¢t) is a raised cosine pulse which
extends from -2T to -2T, and therefore causes overlapping with the adjacent
pulses on either side; hence the pame is Quadrature Overlapped Raised Cosine
(QORC) signalling scheme = 5 |. Its power spectral density is the product of
QPSK and MSK spectral densities and therefore falls off as f* . The spectral den-

gity is given by

LT sindnf T
3 | 2nfT(1-18f°%T?)

Sqorc (f) = (2.18)

In addition to f° spectral fall off, QORC retains the same first null as
QPSK ( the first null of MSK is at 1.5 times that of QPSK ). QORC is more
spectrally compact than MSK and QPSK. but it does not maintain a constant
envelope. Because of the overlapping of adjacent pulses, matched filter detection
is not optimum: detections with QPSK and MSK demodulators are two possibili-
ties. In spite of its non constant envelope, QORC has been reported 5 to out-

perform MSK in certain nonlinear channels
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2.4 Correlative Coding Technique

All schemes we have discussed so far in this chapter use short duration pulses to
represent binary zeros and ones; the duration of the pulse is of the order of the
signalling interval. One may call this the time limited approach. In this approach
the spectral density is not expected to be strictly bandlimited; it falls off asymp-
totically as some power of frequency f. In contrast, however, there lies another
approach namely, the bandlimited approach; this is mostly due to Nyquist.
Nyquist | 2 | considered the problem of designing a pulse shape p(t) which is
strictly bandlimited and causes no intersymbol interference ( ISI ) at regular sam-
pling instants nT, where T is the signalling interval. He showed that the
minimum bandwidth required to transmit R bits/second ( or R symbols/second
when one considers nonbinary transmission ) is R,2 Hz ; the corresponding pulse

shape is a sine function given by

p(t) = Sarht (2.19)

The pulse pit) has long tails, but the tails pass through zeros at regular sam-
pling mstants of t -+ n R see, where n is a nonzero integer, thus creating no
interferenece with adjacent syvinbols. So the maximum rate at which one can

transmit binary datais 2 bits second Hz; this is called the 7 Nyquist Rate ™

Unfortunately, the pulse of (2,19} is theoretically impossible to achieve
without an intinite delay. Also. any approximation of it with finite delay s
impractical  because its slowly  varving tail ecauses considerable  intersvmbol

interference it there is even sl time Hevering in the sampler. The <low deens
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of the tail is due to the discontinuity in the spectrum at the band edge. Nyquist
also considered more practical shapes with smooth transition at the band edge.
But all these filter shapes require a bandwidth in excess of R/2 Hz. One fre-
quently used shape is the Raised Cosine Spectrum ( which is different from
QORC pulse in the time domain ) with one hundred percent excess bandwidth.
This yields a rate of one bit/second. Thus even though the maximum theoretical
limit on efficiency set by Nyquist is two bits/second;Hz, the practical limit may

lie close to one bit/second.

It should be noted that a key factor behind Nyquist’s result is the assump-
tion of zero memory modulation; the amplitudes of the pulses at respective sam-
pling instants are independent of the adjacent pulses. In a finite memory modu-
Jation, the amplitude of the modulated signal at any sampling instant depends on
a finite number of adjacent symbols. If one is willing to deal with such finite
memory, Nyquist's rule of maximum theoretical limit does not apply [ 6,11 |. A
correlation among adjacent data pulses introduces some memory into the modu-
lated signal. In an attempt to achieve the Nyquist rate, one may make use of this
memory to relax the restrictions on the spectral sharpness of the Nyquist's

minimum bandwidth {ilter.

Lender proposed such a correlative scheme, which is named Duobinary. The
Duobinary scheme is considered as a practical means of achieving Nyquist’s
theoretical limit using realizable filters. However, it involves three level detection
and rtherefore suiters a three dB loss in the energy efliciency over Nyquist's postu-

lation. In chaprer six we will propose a scheme which maintains binary type

,&,
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communication and achieves the Nyquist rate with the use of easy realizable

filters; the scheme is more energy efficient than Duobinary.

Duobinary scheme

Assume that a stream of binary sequence { z, } is to be transmitted at the
rate of R bits/sec over the Nyquist's minimum bandwidth ideal lowpass channel
of bandwidth R/2 Hz. Let the bits be first passed through a simple digital filter
followed by Nyquist’s minimum bandwidth filter of frequency response G(f) as
shown in Figure 2.5. The effect of the digital filter is to add to the present bit of
information the previous bit value. The symbol sequence { y, } at the channel
input is

e = Tk + Ty - (2-20)

The channel input amplitudes no longer remain independent. Every bit of
information will interfere with the next bit. But this interference should be dis-
tinguished from the interference due to bandlimiting. The interference due to the
digital filter is a controlled amount. This controlled amount of interference is the
key difference between a correlative or partial response signalling system and a
zero memory systern as postulated by Nyquist. The equivalent frequency response
of the cascade of the digital filter and the Nyquist’s minimum bandwidth filter,

G (/). has transfer function

Hif) = G(f) (Lee 23T

e 1T 2G(f)  cosnfT (2.21)
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Thus 1(f) has a gradual roll-off to the band edge and it might be implemented
by a practical and realizable analog filter. A separate digital filter is not
required. The bandwidth requirement of H(f) is no more than that of Nyquist's
minimum bandwidth of R,2 Hz | 11,12 |. Thus Nyquist’s rate is achieved; but as

we will see shortly, this is at the expense of higher bit energy.

{f z, is =1, then the channel input can be one of the three values : -2, 0, -
2. Thus the binary input is converted into three level output. This three level
detection requires about 3dB more signal energy than binary detection for the
same error rate. The decision of z, is based on the value of (y, - z,.,) . An obvi-
ous drawback of this decision process is the error propagation; once an error is
made, it tends to propagate. This error propagation can be avoided by a non-

linear precoding technique due to Lender.

Precoding on input sequence

Let the input binary sequence { z, } have values 0 and 1 and this sequence is

converted into another binary sequence { a, } such that
1 = I, ‘Y oay (2.22)

where .- stands for modulo two addition. The 0,1 sequence { a, } is then con-

verted into a -1.+1 sequence { &, } as
b‘ = 1 - 1. (22.;)

The sequence is fed at the input of combined channel tilter H(f) as shown in Fia-

are 2.8 At the output we et
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Using (2.2

23 (2.23) and (2.24) one cau show that the decnding of z, can be done
J ; =) k

as follows :

if ye
Since no symbol other than y, is involved in the decision of z, | error propagation

cannot occur.

2.6 Summary

The best rate that one can achieve through binary communication is the
Nyquist's rate of two bits per second per Hz. A practical way of achieving this
rate is the Duobinary scheme; the scheme, however, does not maintain binary
type of communication: it needs three level detection. The duration of Duobinary
data pulse is long compared to the signalling interval. Minimum Shift Keving
IMSK) and Tamed Frequency Modulation { TFM j are two other popular signal-
ling schemes which use relatively short duration data pulses. The rates they
achieve are of the order of half the Nyvquist's rate. Both of them maintain con-
stant envelope which ts a desirable feature for nonlinear type of channels THEFN s
preferred to MSK in situations where bandlimiting filtering is costly and reia-
loes e

tively lower devel out of band radiation s more important than a B8

energy olficieney.
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CHAPTER THREE

QUADRATURE - QUADRATURE PHASE SHIFT KEYING

3.1 Problem Background

L J
Binary Phase Shift Keying is an antipodal signalling scheme; its signal space
geometry is one dimensional. Quadrature Phase shift Keving can be considered -
as two BPSK systems in parallel; one with a sine carrier, the other with a cosine .
carrier of the same frequency. QPSK signal space is thus two dimensional. The
merease 1 dimensions in QPSK without altering the transmission bandwidth _
‘ L/

imereases the bandwidth efficiency by a factor of two over BPSK. Spectral com-
pactness 15 further enhanced in MSK by using a cosinusoidal data shaping pulse

mstead of the rectangular one of QPSK. Though MSK and QPSK use ditferent

data shaping pulses, their signal space geometries are the same. Both of them ;;...'_-.
n=e et of four biorthogonal signals. The spectral compactuess achieved in e
Mk over QP=I should be distinguished from the compactness achieved in
WP~k over BE'SK. 1o the former compactness comes from the shaping of the
aata pres winde i the Iatter gt comes from inereasing the dimension within the .

Cver transinssion bandsodtl

Foowee she bosabintiry " any further inerease in dimension withount

veres vy tte trapne oo haadaodth sabstantially, one has to fook wmto the A

9
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time-bandwidth product. It is well known that the space of signals essentially
limited in time to an interval : and in one sided bandwidth occupancy to W s l
essentially 2w -dimensional. Thougb this bound on dimensions is true for the
- best choice of orthonormal set , the prolate spheroidal wave functions | 13 |, yet .
it justifies the reasoning behind any search for higher dimensional signal sets to
achieve higher bandwidth efficiency. In both QPSK and MSK, signal duration r
is 2T, where T is the bit interval in the incoming data stream. Suppose the »

channel is strictly bandlimited to 12T on either side of the carrier, i.e. one

sided bandwidth occupancy is W =1, T. With such a bandlimited channel a g
- Yo . . : . »
QOPSK systemn will be able to transmit only ninety percent of its total power .

while an MSK system transmits ninety seven percent. The number of dimensions
~ : - : ) , - , . . ] !
: avaitable within this bandwidth W = 718 2rW = 4. It is surprising that only »
- .
~ two of them are utilized in QPSK and MSK. The remaining two are unrealized A
N :
- potentials. So one could hope for a modulation scheme with a bandwidth .
. »
- .
- efficiency as much as twice that of QPSK or MSK. Prolate spheroidal wave func- N
P tions are not practical. However, even if they were practical, expectation of one -
A N
hundred percent increase in bandwidth etliciency will be too much. Yet the extra »

) two ditmensions give some room for improving the bandwidth efficiency by
P inereasing the dimensionality of the signal space. Quadrature-Quadrature Phase »
. R
. ®
e Shift levine 15,16 wnakes nse of these additional dunensions and inereases g
. the bandwidth eflicieney by a factor of two over the two dimensional sehemes dis- |
S .\
-~ »
. . 9
4 cussed in the previoas chuapter. »
- - .:‘
L. Y
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3.2 Quadrature - Quadrature Phase Shift Keying

Consider the following basis signal set :

s,(t) = cos{mt/ 2T )cos 2rf, t ,|t| < T (3.1a)
so(t) = sin{mt/ 2T ) cos 2nf,t , {ti < T (3.1b)
$5(t) = cos(mt/ 2T )sin 2nf ¢t , it|{ < T (3.1¢)
sJt) =sin(mt/2T)sin 2rf,t ,|t| < T (3.1d)
s{t)=0 ,i=1234 ,|t| >T, (3.1€)
and identify
pit) = cos(rt/2T) , 1t| < T
= 0 | [t] > T (3.2a)
and
pa(t) = sin{rt/2T) , it| < T
=0 it| > T (3.2b)

Later p,(t) and p,(t), which are quadrature in phase, will be identified as data
shaping pulses, and sine and cosine functions of frequency 7, as carriers. It is to
be noted that between any two signais in the set {s (t)} , there is a common fac-
tor which is either a data shaping pulse or a carrier component; the remaining
factor in one is in quadrature with respect to the remaining factor in the other.
This makes {5, (t)} a set of four equal-energy orthogonal signals under the restric-

tion
fo = n 4T _ n :=integer >> 2. (3.3)

The orthogonality remains invariant nnder the transiation of the time origin by

~" A -7

l-".-
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multiples of 27T, the duration of each signal. In other words, if { s(¢) } is
defined by (3.1a) through (3.1d) for all ¢, then one will get orthogonality over

every interval of 2T centered around ¢t = 2mT , m being an integer.

The orthogonality of {s(t-2mT)} suggests a modulation scheme, a
schematic diagram of which is shown in Figure 3.1. Data from an /D binary
{z1) source at a rate 2/T is demultiplexed into four streams {aq,{t)}; duration
of each data pulse (rectangular shaped with strengths +1 ) in the demultiplexed
streams being 2T . Each data stream o,(¢) is multiplied by the output s.(t) of
a signal generator which continuously emits s;(t), defined over all ¢t . The pro-

duct signals are summed to form the modulated signal s(¢).

At the receiver, four identical coherent generators are available. Then one
may use the orthogonality of {s(¢-2mT)} to separate out the four data streams.
In the presence of additive white Gaussian noise, a correlation receiver will per-
form this process of demodulation in the optimum sense of minimum probability

of error.

The modulating signal 5 (t) has two effects on the bit streams ¢,(t) : one is
the wave shaping of the data pulse; the other is the translation of the baseband
spectrum to a bandpass region. Shaping of the data pulses is illustrated in Fig-
ure 3.2. [t is to be noted that the two pulse trains associated with either carrier
are orthogonal over any interval of duration 2T centered around 2mT This
iakes sense because the dimensionality of the signal set used in this scheme is

four; two of them come from the orthogonality of the carriers. the remaining °
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a (t) {e) . .
1 pj. [/a\ Cosine carrier
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two from the orthogonality of the data shaping pulses p,(t) and p,{t) . In other
words, two carriers and two data shaping pulses are pairwise quadrature in
phase. Hence the modulation scherue is named Quadrature - Quadrature Phase

Shift Keying (Q?PSK) .

The bit rate R, = at the input of the modulator in Figure 3.1 is twice the

&3|ra

bit rate we considered for QPSK and MSK schemes in the last section. This
increase in the rate of transmission is due to the increase in the signal space
dimensions. As conjectured earlier, this will result in a substantial increase in the
bandwidth efficiency. For a quantitative comparison of the bandwidth efficiencies
of ©@?PsK and MSK one needs to know the spectral occupancy of the Q*PSK sig-

nal. We will discuss it shortly.
From Figure 3.1, one can represent the Q*PSK signal as
nt . 7t .
sq,m(t): a,(t) cos(~ﬁ) cos (2nf, t)+ an(t) Sm(ﬁ) cos{2nf, t)+
as(t) cos{ =) sin(Znf.t) al(t) sinl s sin(2nf, () (3.4a)
: 2T ‘ T ‘

= cos{2a(fo+bi(t), AT ~ o ()« sim2al[, ~baa(t) 4T )t + 0x(t)] (3.1b)

where
hilt) = “a(t)agt) (3.5a)
dyult) = 0 or m according as «(t) = - ) or ] (3..")?))
and
haaltl = o a(fhag(!) (3.64]
oea{t) = 0 or 1 according as as{t) < Lor {4 6Bb)

-
-
B

~

»

Y
PR

<l
A




ladiaheiaibo el ol Ak Suled il A Sal Aeh ied Aok Sol Aal teg Sl fod Bl Soh S0 Bal' Bl A h B e b AC R 0t Sin o'a ol ous oAl aas

29

Thus at any instant the ©°PSK signal can be analyzed as consisting of two ',-:'
signals; one is cosinusoidal with frequency either of (7, .1 4T), the other is
sinusoidal with frequency either of (f, +1/4T). The separation between the two
frequencies associated with either of the two signals is 1 27 ; this is the
minimum spacing that one needs for coherent orthogonality of two FSK signals
as in MSK 3,14 . Comparison of (3 4b) with (2.2) shows that the cosinusoidal
part of Q*PSX signal in (3.4b) exactly represents an MSK signal. Therefore the
QPSK signalling scheme can be thought of as consisting of two minimum shift ;
keving tvpe signalling schemes, which, in some sense, are in quadrature with
respect to each other. Since the two schemes are in quadrature, one can intui-
tively think that the overall energy efticiency will be the same as that of conven-
tional MSK with half cosinusoid as data shaping pulse. Next we discuss the

energy ethiciency.

3.3 Energy Efficiency

An nitimate objective of all data communication systems is to reduce the bit -
error rate (BER) at the expense of a minimum amount of average bit energy 15,) .

In practice, BER performance is usually evaluated under the assumption of 2

bandlimited channel corrupted by additive white Gaussian noise. I the foliow-

iy, discussion, however, we do not consider the etfect of bandlimiting: we con- -
o

sder the vdeal signal space geometry. Let Vo 2 be the two sided speetral density o
o

e . o ’ ‘ BAN

of the Conssian noise. The receiver s oassamed to be an optimuam one, e °
correiation recetver which maximizes the probabiiits of correct decision \ .
-
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standard quantitative parameter for measuring BER performance is the energy

efficiency; it is the ratio E,/~, required to achieve a BER P,(E) = 10" .

The signal set {s(t)} used in Q*PSK is of dimension N =4 Each s/(¢t)
represents one of four co-ordinate axes. With respect to this set of axes, a

Q*PSK signal can be represented as

s(t) = [a,(t), aq(t), as(t), ay(t)| (3.7)
where the coordinates ¢, (t)'s can have only one of two values +1 with probabil-
ity one half. The number of signals in the @?PSK signal set is 2*. The signals
are equally probable and of equal energy, say E,. The signal space geometry is
the vertices of a hyper cube of dimension ¥=4 ; the centre of the cube being at
the origin of the coordinate axes. For this signal space geometry, the signal error

probability for any ¥ [ 17,18 |, is given by

PAE)=1-(1-p)" (3.8)
where
p = QWVE,[2N) (3.9a)
and
Qv) = v"m;rfexp(—re/ 2)dz (3.9b)

4

Signal error probability provides upper and lower bounds op bit error probabil-

ity, given by

L PAE) L PyE) P (4.10)

kg

E
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However, an exact calculation of P,(E) 13 of considerable interest for comparing

two modulation schemes. To do that we establish the following theorem.

Theorem: -
In the presence of addit've white Gaussian noise {AWGYN) any modulation
scheme which uses all the vertices of some hyper cube as signal space geowetry,

and an optimum receiver for detection has bit error probability given by

Pe(E)=Q[\/2—51 ] (3.11)
B

where £, is the average bit energy and Ny 2 is the two sided spectral density of .@
AWGN. This probability of error holds for any dimension N of the hyper cube.
The hyper cube is assumed to be placed symmetrically around the origin to 0

minimize the requirement of average bit energy.

Proof:

Suppose the hyper cube is of dimension ¥ . Then the number of signals in
the modulated signal set is 2V ; each of these signals represents a combination of
N bits. If P, (E) is the probability of error in the i bit position, then the aver-

age bit error probability is

X
PE) = K Spbv (E) = PulE) (3.12)

1

Rt
. . . RN
where the last equality comes form the equality of P, (£) for all + because of the oy
=
. . . . PN Y ...‘*
symmetry in signal space geometry. To calenlate Py (£) let us divide the signals
3
into two sets: {( - lagan,...ax)} and its image partoner {{ Lasaw. gl o where o s N
,'t'J
Ry
~\j
.<
i
1
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can be either of 1 with probability one half. These two sets of signals will lie on
two parallel hyper planes of dimension (v 1). Consider the midway hyper plane
of the same dimension which separates the two sets and is equidistant from each
original hyper plane. The distance of any signal in either set from the midway
hyvper plane is 42 = VE, N = /E, . Thus the signals with +1 in the first bit
position are on one side of this plane at a distance /E, while the signals with

I in the first bit position are on the other side at the same distance. So an
error in the first bit position occurs only when the noise component n(t) associ-
ated with this bit position drives a signal to the other side of the midway hyper
plane. The probability of such an incident is

v B

= 2F
Po(E) = [ pu(z;dz:cz[ = l (3.13)
Ng

where p (z) is the probability density function of Gaussian noise with variance

per dimension of V,, 2. Hence the overall bit error probability is

PyE) = P, |E) = Q 25y
y(E) = PylE) = @ N,

Since we have not assumed any particular value for N, probability of error

(3.14)

given by (3.11) is valid for any dimension v of the hyper cube; hence the theorem
15 proved.

Y

From equation (3.8) one may observe that for fixed p, as N becomes
infinitely large, the signal error probability £,(F) goes to umty. On the other

hand, the theorem asserts a bit error probability P, (£) independent of the dunen-

sion V. The explanation of this apparent contradiction hes in the following - the
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theorem assumes a fixed bit energy E,, so the signal energy E, no longer rernains
fixed; it increases linearly with dimension ~. Thus the distance between the two
hyper planes containing {(+1,e,,a5...,ax)} and {(-1,a;,a4,...,ax)} remains fixed at
d=2\/E, and therefore P,(E) remains fixed while P,(E) does go to unity. The

theorem illustrates that the hyper cube signal space geometry coupled with

SN

equiprobable use of all vertices is equivalent to antipodal binary geometry. \
"

The bit error probability given by (3.14) implies that for a bit error rate of °

10 %, hyper cube signalling requires E,/V, = 9.12 or 9.6 dB. BPSK uses two
antipodal signals which can be considered as the vertices of a hyper cube of .
dimension one. Similarly QPSK and MSK, which use a set of four biorthogonal
signals, can be considered as using the vertices of a hyper cube of dimension two.
And Q°PSK uses the vertices of a hyper cube of dimension four. So all of BPSK ,
QPSK, OQPSK, MSK and @Q?PSK belong to the same class of signalling schemes
which use vertices of some hyper cube, and each of them has an energy efficiency -

9.6 dB; this is true when the channel is wideband and corrupted only by AWGN.

(f the channel is bandlimited, as it happens to be in many practical situa-

. . » . ‘.‘\

tions, each of the schemes responds differently. Due to intersymbol interference, °

signal space geometry no long remains hyper cube and the energy efficiency is

changed. To analyze the energy efficiency in bandlimited situations one needs to Y

Wl

know about the power spectral distribution and the effect of bandlimiting on sig- R

N

nal space geometry. Next we will discuss power spectral density and the effect of N

N ‘ ha

bandlitmiting on bit error rate performance. '.
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3.4 Spectral Density and Effect of Bandlimiting

- Power Spectral Density j::
- :./'
w One can represent a @*PSK signal as o
- o
- 1 1 g
qupsk(t) = 77 a{t) py(t) cos2mf t + T ay(t) pa(t) cos2nf t +
- = aslt) puft) sin2nf b+ —mal(t) palt) sin2n/ (3.15) g
, e
. where the additional 1/vT is just a normalizing factor to make 1/ vTcos[%] \
- and I/V’Tsin[%} unit energy pulses. Data streams q,(¢t) s are assumed indepen- Rt
K

dent and at any instant each ¢,(t) can be either +1 or -1 with probability one

half. So in each 2T second interval the Q?PSK signal can be one of sixteen pos-

o

g sible equally probable waveforms. Let us represent these waveforms by m,(t), : .
-_ varying from 1 to 16 . Probability of occurrence of m,(t) is p, = 1/16 for all T
1 . The signal set {m,(t)} has the following characteristics: .

- (i) for each waveform m,(t), there is also a waveform -m,(¢)
R (i)  the probability of m,(¢t) and -m,(¢t) are equal .
®

(ii1)  the probability of transition between any two waveforms is the same.

-

Such a signalling source is said to be negative equally probable [(~NVEP); the q

L . )

overall spectral density is given by [ 19 | ‘:i

o o

g Sepalf) = Lop IMANE (3.186) o
where M, (f) is the Fourier transform of m,(t) and is given by .1
Y
-
A
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Mif)= [ m(t)ye?™" 4t .
One may reasonably assume the carrier {requency f, >> -; ; then for f >0,
each M, (f) is one of the following sixteen possible combinations.

S (EPUS S O2PoAL -1 )£1P AT -1 D =1PolL 1)

where P,(f) and P,(f) are the Fourier transforms of the time-limited data
shaping pulses (normalized without any change in the notation) p,(t) and p,l(t)

given by

1 t ‘ S
pl(t) = v—? cos 2—7: !t; < T (.j.ll)
polt) = —— sin 1L t] < T. (3.18)

T 2T

A%
Substituting the M,(/)'s into (3.16) and noticing that all cross terms cancelled,

one may write

Sppall )= S [P 701 = 1Pr 1017 ]. 1 20, (3.19)

The equivalent baseband version of the power spectral density is
= 1PN+ [ Pos) 1 (3.20)
eall) =5 (1P /)17 - :

The Fourier transforms of the data shaping pulses are

4T | cos2nfT
P == [‘fﬁ?g;ﬁf‘ﬁl (3.21)
16 T cos2nfT
Pof) = ‘]_16;,1 [%{;;‘Té’ ] : (3.29)

Substituting (3.21) and (3.22) into (3.20), the baseband power spectral density

¢ — X
S ,a )8 given by

..l Y
X _ T

7,8,

TN N
LAY

e

»

.
,
8
@

[
2

T"I
S
g
Y
Ve
TN
.




DAl R NLA AR A A S th I A AR S i tadh Sal LAC A A SR A AT A ate A0 AV aU AN ohh aAS A’ Sl ol sl el Saiudat Selk Aok R Aok B OG- E A AR R g Ba A AN o0 Al afiand

36

! cos2n/ T ] (3.23)

B 22
T Seulf) = [‘,, J (tetsrer ][ 18277
Sumilarly power spectral densities of MSK and 0@QPSK signalling schemes 3

are given by

. 16 {| cos2rfT : .

7 Smalf) =17 “ 16777 ] (3.24)
1 in2r/T ) L
'?‘ Saqpvk(f) =2 EL‘?;;LT' l (3.2.’) )

where in all cases,

} S{fldf =1

Power spectral densities of 0QPSK, MSK and Q?PSK are sketched in Figure
3.3 as functions of normalized frequency f,R, , where R, |, the bit rate . is 1T for
MSK and 2,T for @?PSK . It should be noted that for a given bit rate, the width
of the main lobe in Q?PSK is just half ol the width of the MSK main lobe.
Q*PSK uses two diflerent kinds of data pulses; one is p,(t) having a cosinusoidal
shape as in MSK , the other 1y p.{t) having a sinusoidal shape. The shape of
p.(t) is smoother than p,(t) in the sense that the latter has jumps at ¢ = T ;
as a result, for large 7, the spectral fall-off associated with p.{t) is proportional
to 72 while that with p,(ry is as f *. The faster fall-off associated with
cosinnsoldal shape causes lower side lobes in MSK ; side lobes in OQPSK and
QPSK  are of the same order o magnitude but relatively higher than those of
USA . But a look it the speetral lobes does not give quantitative information
about the speetral efficiencies: for that we need a measure of spectral compact

Nness,
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A measure of spectral compactness is the percent of total power captured in

o
a specified bandwidth., This is plotted in Figure 3.4. For small bandwidth, the

percent power captured in @*PSK is smaller than that in 0QPSK and MSK . :::.-’_
Beyvoud a bandwidth of 1.2/ T . the asymptotic behavior of QPSK and Q*PSK f-‘:’f
become almost identical because of their same type of spectral fall-off as f°
MSK  captures 99.1°% of total spectral power in a bandwidth of W =12 7. f,-_jt
With W = 1.2, T, the power captured in QPSK and @Q*PSK are 90.6 and 91.13 ‘
percent respectively. Thus MSK is more spectrally compact than @2?PSK ; vet ",_j:
the bandwidth efficiency of @?PSK is higher because its data transmission rate is .'-;:
. . . . . ®
twice that of MSK . An exact calculation of bandwidth efficiency depends on the KRN
C;_'-:
definition of bandwidth and the effect of bandlimiting on signal space geometries. N
o e o

Effect of Bandlimiting e

: o . . 2 Sl

Consider an MSK scheme which allows a bandwidth of —1? so that almost .

the entire spectrum (99.195 power) is available at the receiver. Suppose the MSK ‘

modulator i3 replaced by a @*PSK modulator and the modulator output is

bandlimited by a multi-pole Butterworth filter with 3dB bandwidth equal to R
..

1.2, T around the carrier frequency f, . Our object is to compare the energy and ‘f
the bandwidth efficiencies of the bandlimited @?PsK with the MSK scheme. :;
Fhus, we assume the definition of channel bandwidth as w=1.2 7. The bit

rate in MSK then being /7% - 1 T, and the bandwidth efficiency is 6., - 0.83. -
The bit rate and the bandwidth efficiency of Q?PSK are R{™ ~ 2 T and .
3
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b = 1.66 respectively. Thus there is a one hundred percent increase in the

i pek

bandwidth efficiency over MSK without any change in bandwidth; this increase is

evidently due to increase in the dimensionality of the signal space.

With the above definition of channel bandwidth, an MSK signal gets through
almost undistorted; so the energy efficiency is maintained at its ideal value of 9.6
dB . A Q°PSK scheme, on the other hand, when bandlimited to 1.2 T . allows
transmission of only 91.139% of total spectral power. Thus there is a loss of some
spectral components: this loss causes spread of the baseband data pulses which
in turn causes intersymbol interference (ISI). After bandlimiting, the baseband

signal associated with either carrier is of the following form

A il
Gaalt) = T U (eupnlt-26T) + agspalt-2kT)). (3.26)

Teipek '
v r k=-20

where 4 is an amplitude factor, p,,(t) and p,,(t) are the bandlimited versions of
data pulses p(t) and p,(t), and q, ' s being either «i or -1 represent the informa-

tion bits over the interval (k-1)T <t <(k+1)T .

Squaring both sides of (3.26) one can write the squared bandlimited signal as

[.95zp'k(f)): = "‘Ti’g{pf,(f:m) + pf,(z_‘zlcT)} +
k

to

NN ey ey (825 T )py (E-2kT )+
k(y #k)

aop Pos(t-27T )poy (¢-24T )+

to

\° D La
—

<!
k() #k)

-

)
a
A

2 S,oay, any pry(t-25T) poy(t-2kT) | (3.

.}
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)] k

[
-1

PR e T e . - ».‘.'l~.\‘.“"'
AR PV T D POV C T PP RV V. P W VR |

i

- a 'LA_JA




b A Mt e e e AL L A e I M SA LALLM AR O L S S AR

40

The expected value of the squared signal is given by

where we used the wi.d. nature of data,

S opf(t-2kT) + 3 pay(t-2kT) (3.28)
k k

E [a,', a,,,) = b, (3.29a)
E [a,, a“] = b, (3.29b)
E [al,, aes] = 0 (3.29¢)

where ¢, 15 the Kronecker delta. Hence the average energy per transmission of

cach bit is given by

.
E, = ; fTE(‘g:zw‘(t)] d¢
2 o0
= 35 1 o+ pam)e (3.30)

In general, the bandlimited pulses p;,(t) and pa (¢) spread over several signal-
ling intervals. If they spread over ¥, and N, signalling intervals respectively thep
for every information bit, the received signal level at the receiver can be one of
the 21" possible values. In order to get the average bit error probability, one
needs to calculate the error probability for each of these situations. The nuinber
of computations and hence the computing time increases exponentially with
(.V,+.V,). A typical situation may require considering v, and N, of the order of
iwenty to get an accurate result. A dedicated 1IBM PC may require a week (o do
such computations. An alternative and convenient way of calculating the aver-
age bit error probability lies in finding the probability density function (pdf) of

the received signal levels in the presence of noise; in this approach computing

e e T e T e =
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time increases linearly with (.v,+~,). This pdf approach is discussed in Appendix
A. In the following and also in all future discussions we always follow this

approach f{or calculating the bit error probability.

We considered several Butterworth filters of different orders and of different
bandwidths for bandlimiting the ideal @2PSK modulated signal and evaluated the
effect of bandlimiting on energy efficiency. The bit error rate performance of
Q*PSK alongwith those of MSK and QPSK are shown in Figure 3.5; this perfor-
mance evaluation assumed a sixth order Butterworth filter with 3dB bandwidth
equal to 1.2/T. For a bit error rate P,(E)=10"% , @?PSK and MSK need 11.2 dB
and 9.6 dB E,;~, respectively. Thus @2PSK achieves twice the bandwidth

efficiency of MSK at the expense of 1.6 dB increase in the average bit energy.

To achieve twice the bandwidth efficiency of MSK, @?PSK thus pays forty
five percent increase in the average bit energy. One may like to compare this
increase with the increase in bit energy required by a multilevel MSK having the
same bandwidth efficiency as the bandlimited @®PSK . The set of four signals
used in ordinary MSK is biorthogonal; the data pulse associated with each of the
two carriers is either a positive or a negative cosine pulse of duration 27 , i.e. the
possible numbers of levels in the basic data pulse is two. For a multilevel MSK, in
order to achieve twice the bandwidth efficiency of biorthogonal MSK, the number
of amplitude levels in the data pulse must be four. For such a four level MSK,
the bit error probability

Appendix B ' is given by
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PoE) = %(i&Q(r) ~2Q03r) - Qsr)) (3.31)

where,

RN (3.32) o
5V, ’

and the function Q(.) is defined in (3.9b). [t follows from (3.31) that for a bit
error rate of 10° | a four-level MSK requires 13.4 dB E,; .V, . Thus in achieving
twice bandwidth efficiency of biorthogonal MSK, the four-level MSK requires
about 14c°% increase in the average bit energy; whereas with Q?PSK the incre-
inent is 45°¢ only. Thus @®PSK turns out to be a more energy efficient candidate
to increase the bandwidth efficiency by a factor of two over ordinary or biorthog- .

onal MSK. Results of this section are summarized in the following table.

TABLE 3.1

Energy and Bandwidth Efficiencies

of Q*PSK, two and four-level MSK
W = 1.2/T

Type of MSK QPSK MSK Y
moduldtion hiorthogonal Four -level
Handuwdth (.83 1.66 1.66 -\.
etficiency ®
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3.5 Modulator Demodulator and Synchronization Scheme

A block diagram of a @*PSK modulator is shown in Figure 3.6. Two
phase coherent sine and cosine carriers are multiplied by an external clock signal

at one eighth the bit rate to produce phase coherent sine and cosine signals of fre-

L
4T

and f2=f,+-L.

T These signals are then separated by

quencies f, = f, -
means of narrow bandpass filters and combined with appropriate polarity to

4
form the basis signal set ’s‘(t)} of equation (3.1). The advantage of deriving
1=

\

the basis signals in this fashion (instead of generating them independently ) is
that the signal coherence and the deviation ratio are largely unaffected by any
small variation in the incoming data rate | 20 |. These basis signals are multiplied
by the demultiplexed data streams and then added to form the @* PSK signal

defined in (3.4).

A block diagram of the @*PSK demodulator is shown in Figure 3.7.
The received signal is multiplied by each of the basis signals individually and
integrated over an interval of 2T. This multiplier integrator combination consti-
tutes correlation detection or matched liltering, an optimum coherent receiver in
the absence of ISI. Binary decisions followed by integrators give an estimate of

the four binary data streams q,(¢), i=1,2,3,4.

One of the basic problems in coherent demodulation is the recovery of the
modulating signal phase and bit timing information from the received signal. In

an MSK receiver these two are derived from the received signal. In other words,
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Figure 3.6. Realization of @?PSK - modulator.
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an MSK signal has self clocking and self synchronizing ability | 20,21,22 |. In the

present situation, we need to recover the basis signal set {s,(t)} and a clock signal

at one fourth the bit rate. These signals can be derived from the @?PSK modu-
lated signal by a nonlinear operation, such as squaring, and appropriate filtering
as shown in Figure 3.8.

If the @* PSK modulated signal (3.4) passes through a squaring device, at

the output we get,

s",”‘(l) =1 +

o ! —

. mt
[(1'0.2 -~ a3a‘] Sin "f

I;[aaﬂz - 0304] sin [%f]cos(«hrjct]

+

.

cos (01246‘3‘] sin(h’/’( t]

+

cos l0,2+03,) cos [% ] sin[41rf, t]

+

sin l@,z*ﬂa‘] sin [%E]sin“n[tt] (3.33)

where,

(3.34a)

aq(t)
B,5(t) = tan
) ' [al(‘)l

and

84t) - tan 'l aj(_t} ] . (3.34b)

There are five components on the nght of (3.33) which carry the required

clocking and carrier phase information. The expected value of each of these five

T
o

S

« PRI
ek s b b

Py

S tr e 0o

TRy X
Lo LT
s n.. “""{A‘A"L‘ “. ettt -

]




L84 Y y h Solifag A st ) Ant®l A _""_hr\-_ ol _va_v\_»r\_r‘_"r'_'n‘l"_hv“‘i‘, v‘_: Labh-ahh-Sd o8 Ty T W T ey

47

s x {t
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Figure 3.8. Synchronization scheme for coherent demodulation of @*PSK signal.
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components is zero. So to recover the clocking and the carrier phase information,
we need liltering and further nonlinear operation. By a lowpass and a bandpass

filtering of the squared signa!, one may construct two signals z,(¢t) and z,(t) as

() = ‘;(ala2+a3a4] sin l—?] (3.35)

z,(t) = cos[ﬂlz—ﬂul 3in[41rf¢ t] . (3.36)

After squaring z,(t) , z,(t) and taking the expectation

E [zlz(t)] = —i[l - cosz—;—t , (3.37)

E [z22(t)] = i{l - cos8xf, 2] . (3,38)
Thus, on the average, z,%(t) and z,(t) contain spectral lines at % and 4f, .

One can use these lines to lock phase-locked loops and carry out frequency divi-

sions to recover the clocking and the carrier information as

z,4(t) = cos-w—; (3.39)

and

z.(t) = cos 2nf ¢t (3.40)

Signal z,(t) provides timing information at a rate of one fourth the bit rate;
this timing information is essential for sampling the integrator output in the
demodulator (Figure 3.7). The basis signal set { s5(t) } required in the process of
demodulation can be constructed easily by simple manipulation of the signals
r,(t) and 1, (t). Recovery of :,(t) and z(t) from the received signal 8ot () has

been itlustrated in block diagram in Figure 3.8
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3.6 Summary

Quadrature-Quadrature phase shift keying is a new kind of spectrally
efficient modulation scheme which makes effective use of available signal space
dimensions by the use of two orthogonal data shaping pulses on each of the two
orthogonal carriers. It increases the bandwidth efficiency by a factor of two over
MSK at the expence of 1.6 dB increase in the average bit energy. It can also be
) viewed as two minimum shift keying type signalling schemes in parallel. Com-
pact power spectrum, good error rate performance, and self- synchronizing ability

make @°PSK an attractive digital modulation scheme.




LS NS

eSS A

CHAPTER FOUR

QUADRATURE-QUADRATURE PHASE SHIFT KEYING :

A CONSTANT ENVELOPE MODULATION SCHEME

4.1 Introduction

In designing a modulation scheme, though energy and bandwidth efficiencies
are two important criterion, constant envelope may be an additional desirable
feature for certain nonlinear type of channels. For instance, the travelling wave
tube ( TWT ) amplifier in a satellite repeater usually converts amplitude varia-
tions to spurious phase modulation. A constant envelope in the modulated signal
may reduce this problem to a great extent 3,10,23 |. Also if there is some non-
linearity in the channel due to the presence of class C devices, constant envelope
may be an additional desirable feature. This envelope property of MSK is one of
the main attributes which makes MSK so popular for both linear and nonlinear
channels. [t is observed that without any additional constraint, the ©Q*PSK signal
does not maintain a constant envelope. However, it has been found that a simple
block coding prior to the modulation permits a constant envelope in the modu-
lated signal. Next we will discuss the coding scheme and analyze the energy and
the bandwidth efficiencies of the coded @°PSK signal. The coding action alters

some spectral properties of the signal; as a result the svnchronization scheme
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given in the last chapter will not work for the coded scheme. A different syn-

chromization scheme is presented for the coherent demodulation of the coded sig-

nal.
4.2 Constant Envelope Q°PSK ;
h One can write the Q*PSK signal (3.4) as .
.
N
& .
= 52,0 (t) = A(t)cos[27rf¢t + a(z)] (4.1)
3
' where 4(¢t) is the carrier phase and A(t) is the carrier amplitude given by, y
t 1/2
", - ., T -
! At)= 12+(alaz+a3a¢)sm—T] . (4.2) .
Without any additional constraint the envelope of the Q?PSK signal is not N
constant; it varies with time. In order to maintain a constant envelope let us .
consider a simple block coding at the input of the @?PSK modulator : the coder ﬁ:i
g accepts serial input data and for every three information bits { a,,a5a; }, it gen- .
erates a codeword { a,,a5,a5,a, } such that the first three bits in the code word are .‘
':- the information bits and the fourth one is an odd parity check for the informa- s
) tion bits. The rate of the code is 3 1. One can write the parity check bit a,(t) as -
®
'\.'._
- a {(tladt) ) .'::
. a lt) - AR (13) N
- a4(t) u, <
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Substituting (4.3) into (4.2) one may observe that if this coded bit stream is
modulated using @*PSK format, a constant envelope is maintained | 15 |. This
additional envelope feature is achieved at the sacrifice of bandwidth efficiency; the

information transmission rate is reduced from R, =2/T to R,=3/2T .

Four of the eight possible code words {C,}? ., are follows:

The remaining four code words are just the negatives of these. This is a set
of elght biorthogonal codes with a minimum Hamming distance dg,=2 . In
anaiyzing the performance of this coded scheme, hard decisions are assumed at
the receiver. The code therefore cannot be used for error correction. The redun-
dant information associated with the fourth demultiplexed data stream a,{t) can,

however, be used to improve the signal to noise performance of the code.

[n a practical situation when the signal is bandlimited, the biorthogonal
structure of the code is destroyed due to intersymbol interference. In @°PSK for-
mat there are two data shaping pulses: one is a smooth half cosinusoid associated
with data streamns a,(¢) and a,{t) ; the other is a hall sinusoid associated with
as(t) and a,t). On bandlimiting, the hall sinusoid, because of its sharp discon-

finnities at the ends, gets relatively more distorted than the half cosinusoid. So

ahe . R
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we assume that, at the receiver, the redundant information associated with a(¢)
5 used only in making the binary decision about the information bits in a,(t) ;

the decision about the information bits in «,(¢) and a4t) are made independently

2

from the observations on the respective pulse trains only. A block diagram of the

demodulator is shown in Figure 4.1.

KR d

To make a decision about a, , we make a simplifying assumption that q,
and a, are decoded correctly. Correctly made decisions of a, and a, along with
—.‘.- the estimates a,, of o, and its redundant version a,, of a, are then the observa-
< tions for making decision about ¢, . It can be shown that a sufficient statistic for

making this decision is the random variable V given by | Appendix C ',

B a
V = a, - —a, . (4.4)
a

3
. A decoder, which is optimum in the sense of minimizing the probability of

error, will take a decision a; as +1 or -1 according as Vv >0 or Vv < 0. How-

ever, formation of the right decision statistic (V) is subject to the correctness of

‘,'.

the decision about a, and a; . Let p, and p, be the probability of error in making

Cnidein
.

! decisions about e, and a3, and q be the probability of error ir decision of a, when
- decision is based on the correct decision statistic (V). Then the actual probability

of error in a, is given by

P2 = ¢ + pi(l-p)l) 29). (1.5)

In evaluating the performance of the scheme. bandlimiting has been allowed
at both receiver and transmitter through the use of sixth order Butterworth

ilters with half power bandwidth equal to 1 2,'T = 0.83 g, It has been found

P R R -','.‘-'.",.‘...‘ . Te e e e et e e

‘. T e e e ST A L T A T Y e Te N TN . T
AP A T P P T P P N AN A A R Y, PV PR TR TR e - -
POV POV VPRI POPOT A A PO 0T T W S G W SR TS R ALY, BB A AL A A o gny g oK

P

3

)

N 1

3
hon




B R N T T T N e R T W Y T Y R Y ™ R AWy~ 3~y

* Fal
\ -
- 'f
B " -
¢ b4 -
’ .
-,

3 (1)1 a), -1 /;\1 (2k)
- Joa —F— _:F >

" (211 te(Ze1)T | 1

: s () A

1 P a a1 a,(2x)

—s foa ——oﬁi’; _—F_ >

q? psk (x-1)7 te(2+1)T -1

— 5 @)
(1 sy | -
.8
. foa —s—s N
:\_ (x-1)7 ta(2%1)T 1 a,(2x)

: o ar
Jom s

(x-3)1 t=(2%+1)T

"
-
a
T
g
s (t) I B
o ‘
2 a T r__.« e
9]
™~
(1]
il

s (1)
4

Figure 4.1. Constant envelope @?°PSK - demodulator.
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that for a bit error rate of 10 the constant envelope scheme requires an
Ey/Ng = 10.3 dB while for MSK E, /N, = 9.6 dB . Thus there is 509 increase in
the bandwidth efficiency over MSK at the cost of 0.7 dB increase in the average
bit energy; both schemes have constant envelopes. Bit error probability of the
coded Q2?PSK alongwith those of MSK and TFM have been plotted against E, /N,

in Figure 4.2.

The above evaluation of performance is based on the assumption of bit by
bit detection. With symbol by symbol detection, one may utilize the Euclidean
distances among the signal points of coded Q*PSK ( which are biorthogonal )
more efficiently and make considerable improvement in energy efficiency. The bit
error rate performance based on symbol by symbol detection in the absence of
bandlimiting | 24 | has also been shown in Figure 4.2. In the absence of bandlim-
iting, with symbol by symbol detection ( i.e. optimum detection ) the E,/N,
requirement of coded @*PSK for a bit error rate of 107 is about 7.4 dB. The per-

formance in the bandlimited situation has not been studied.

4.3 Demodulation and Synchronization

A block diagram of the receiver which performs coherent demodulation of
the coded Q*PSK signal is shown in Figure 4.1. To implement this matched filter
receiver one needs to know carrier phase and bit timing information. Because of
the effect of coding the syuchronization scheme we discussed in the previous
chapter will not work in the present situation | 15 |. A different but a similar

svnchronization scheme has been presented in Figure 4.3.
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Figure 4.2. Bit error probabilities as functions of E,/N, for MSK,
TFM and coded @*PSK.
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Figure 4.3. Synchronization scheme for coherent demodulation of

constant envelope Q?PSK signal.
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If the @ PSK modulated signal defined by ({3.4) passes through a squaring

device, at the output we get,

(a in ni
a, 1 azaf st —
122 ] 4] T

la.‘a2 - a3a4] sin [%{ ] cos[47rfc t]

(SRR

e | —

+ cos [012—034 sin(utnf‘ i]

+ cos [012+034] cos [%f ] sin[47ffc ‘]

+ sin (0,2+034) sin ll; ] sin(47rft t] (4.6)
where,
-1 a?(‘t‘) -~
f,2(t) = tan a~—(?) and (4.7a)
f34(t) = tan‘[ :::i; ] . (4.7b)

Substituting the parity check condition a,=-a,ay/a; , one can simplify (4.6) as

1 .r :
=1+ --‘ala; - alﬂ?_] sin ['3”(2/( e ))

f e’pu(t)’ "9 9T

- ‘1’[(110.1 a,ag]sin [27rtl‘lf, '.’IT)) (4.8}

There are two components on the right of (4.8) which carry the required
cloeking aud earrier phase information. The expected value of cach of these two

components is zero. So the recovery of the dlocking and the earnier phace mforma-
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tion requires filtering and further nonlinear operation. By bandpass filtering of

the squared signal one may construct two signals z,(t) and z,(¢t) as

&

1 . . 1
z,(t) = 5 (ala3 + alazl sin [2Wt(21‘+ﬁ)) (4.9)

z,(t) = %[rzla3 - alazj sin [27rt{2fc~2—11;)] . (4.10)

After squaring z,(t) . z,(¢t) and taking the expectation one can show

E (:ﬁ(r)] = é[l -coszxt(4f,+%,)] (4.11)
and
s 1 1
E [zg“(t)] =3 [1 - c0527rt(4f¢~—T)] . (4.12)
Thus z,%(¢t) and z,°(t) contains spectral lines at 4}"1-1 . One can use

T

these lines to lock phase-locked loops, and carry out frequency divisions so as to

form the signals z,(t) and z,(t) as

(4.13)

1
z5(t) = cosZwt[}'cw‘—ﬁ
z4(t) :cos‘lrrtlfc—z%,]. (4.14)

A multiplication of these two signals followed by bandpass filtering and fre-

quency division gives clocking and carrier phase information as

z(,(!):cos?rff (1.15)

and
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z,(t) = cos 27f ¢t . (4.16) \
Signal z,(t) provides timing information at a rate of 1/2T ; this timing E::
information is essential for sampling the integrator output in the demodulator Eé_
(see Figure 4.1). A block diagram of the synchronization scheme is shown in Fig- _J
ure 4.3. The basis signal set { s,(¢t) } required in the process of demodulation can
be constructed easily by simple manipulation of the signals z,(t) and z,(¢).
‘@
4.4 Summary
Quadrature-Quadrature Phase Shift Keying has twice the bandwidth :
efficiency of MSK; but unlike MSK, it does not have a constant envelope. A sim-
ple parity check coding, however, creates a constant envelope signal. The
bandwidth efficiency of this coded Q*PSK is 1.5 times that of MSK. With a -
receiver based on the assumption of bit by bit detection and for a bit error rate
of 10°% the average bit energy requirement of this scheine is about 0.8 dB higher .
as compared to MSK. However, with symbol by symbol detection the bit energy .
requirement is expected to be much lower than that of MNK. The scheme
possesses self clocking and seif synchronizing ability. . .
” L
.
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CHAPTER FIVE

GENERALIZED

QUADRATURE-QUADRATURE PHASE SHIFT KEYING

6.1 Introduction

The original Q°PSK uses two data shaping pulses and two carriers to form a
four dimensional signal space. The idea can be generalized by incorporating n
orthogonal data ‘haping pulses alongwith two orthogonal carriers to create a 2n-
dimensional signal space. The original case of n=2 increased the bandwidth
etficieney by a factor of two over MSK at the expence of 1.6 dB increase in the
average Hit energy. The requirement of higher bit energy is due to bandlimiting
ctlect o one of the two pulses used for data shaping. In an attempt to generalize
Yo enare nheher dimension, attention has been paid to the smoothness of the
i s onnses o that speetral density falls off faster than that of original
oA bar exaanpee. tue et bt energy reguirement can be avouded by allow-
oo s st s etlieeness oo special case of 1 3 it widl be shown
oty e ERITI T S B TS TR that of MSK s achieved withont
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times that of QORC, which is a non constant envelope scheme but more spec-

trally compact than MSK.
5.2 Formulation of Generalized Q*PSK

Let {p,(t)} be a set of n data shaping components, which, alongwith two
=1

orthogonal carriers of frequency f, , are used to modulate 2n i.i.d. binary data

strenms {a,(t)} and {b,(t)} such that the modulated signal is given by ,
1 =1 1=1

s(t) = Zn: a,(t)p;(t)cos2xf, t + zﬂ: b;(t)pi(t)sin2nf ¢ (5,1)
i=1 i=1
where,
(2k+1)T/ 2
pilt)p; (t)dt = &, . (5.2)
(2k-1)T/2

Each binary datum (+1) in 4(t) and b,(¢t) is of duration T; e.g. the £* datum
in any of the 2n streams appears over (2k-1)T/2 to (2k+1)T/2 . The modulated
signal space will be the vertices of a hypercube of dimension 2n . The overall bit
rate of the system is R, =2n/T . Signal s(t) represents a generalized Q*PSK signal.
The special case of n=1 is a two dimensional scheme such as QPSK,MSK or
QORC. In chapter three we considered the special case of n=2 which s the origi-

nal Q'PsK.

- -
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& Phase and Spectral Properties of Q?PSK (n=2) ¥
e
‘ . .
’ One can write Q?PSK(n =2) signal (3.4) as
E 500 (t) = A(t)cos(21rf,t + 0(t)) (5.3)
i where,
. 1/2 ::
A(t) = [2+(a1a.2+a3a4)sin31] (5.4a)
T o
and
@ 3¢08 mt + a,sin mt
W T e
(t) = tan™!|- .
' an a cosﬂ +a 'nlt (5 4b)
18T T Gy e
Symbol transitions occur at the instants t=(2k+1)T/2, where k is an :
integer; at those instants carrier phase 4(t) can be any one of the four possible
}
g
3 values +45°% +135°. Thus an abrupt +90° or 180° phase change in the RF carrier
3 .
i may occur at a symbol transition instant; the carrier does not maintain con- 2
. tinuity in phase. In designing a modulation scheme,though energy and bandwidth e
E‘_ efficiencies are two important criterion, continuity of phase in the RF signal may :::"
o
. e
be an additional desirable feature in certain situations. With continuity in phase, )
high frequency content and therefore secondary sidelobes can be expected to be -:
relatively lower in strength; in other words, spectrum fall-off will be sharper and ::":
so restrictions on the subsequent bandiimiting filter shapes can be relaxed. This is N
desirable in certains situations where filtering after modulation is cost probibited ';,:
-
SRS
and out of band radiation needs to be at a low level. Also in a bandlimited NN

sitnation, faster spectral fall-off of the signal itself may result in less IS] and
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hence less average bit energy requirement for a specified bit error rate. So it is
quite reasonable to look for possibilities of continuity of phase in the Q*PSK sig-
nal. In the literature one may find a wide variety of continuous phase modula-
tions. Many of them use some sort of correlative coding which introduces finite
memory into the modulated signal. In the following discussions we assume a zero
memory modulation; in other words we do not use any correlative coding scheme

in an attempt to obtain phase continuity in the signal.

The original @*PSK uses two data shaping pulses; one of them is a half
sinusoid p,(t) defined in (3.2b). If one replaces the half sinusoid by a full sinusoid
over the same signalling interval |t] < T, the RF carrier will have continuity in
phase. The baseband spectral density of the @?PSK signal in this situation is

given by

- S _ 2Aet/ L
7 Setoul/) 2 1-16/2T? | 1-4f°T?

s

1 8 lcoss27|'f7',2 . 2 [sinQn/Tr

In spite of sharper assymptotic spectrum fall off, this version of @*PSK signal, for
a finite transmission bandwidth, captures almost the same power as the original
one. With 99% power bandwidth (1.2/T) of MSK as the transmission bandwidth,
this new version captures only 89.99% of the radiated power while the original onc
captures 91.195 . The 9995 power bandwidth of this new version is 1.75, T. The
new version, therefore, does not seem to be any better than the original one in
energy efficiency unless a substantial loss in the bandwidth etficiency is sullered.
With 9970 power bandwidth of MSK as the transmission bandwidth, it requires

12.0 dB £, N,, which is 0.8 dB higher than the original one of 11.2 4B
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5.3 Q'PSK (n=3)

[n an attempt to improve the energy efficiency by bringing continuity in
phase, we formulate Q*PSK signal in six dimensional signal space. In general, the

Q*PSK signal can be written as
s(t) = A(t)cos[zn/,: + a(:)] (5.5)

where A(t) is the amplitude of the modulated carrier and 4(t) is the phase given

S, (6)n(t)
8(t) = tan"'|- '—j—l———— . (5.6)
Yoa(t)n(t)

1=1

We assume the data shaping components p,(¢t) are continuous for all t and
the modulated signal maintains continuity in phase at every symbol transition
instant; this is desirable for faster asymptotic fall off in the spectral density of

the modulated signai. This condition is satisfied if

p,(('zkw)T"z] =0

St
~3
—

for all k. The minimum bandwidth solution for p,(t) is a sine function which
occupies a bandwidth of /1 T. But the minimum bandwidth solution being
aniqie. one eannot have more than one p, o1 which maintain orthogonality condi-
tion £5.2) and ocenpy the same minimm bandwidth 7 DT oAt the same e

<o ditferent (non ontitnnamy -ets of \h:\pmg cornponents are considered s shear

speetral eicencies compared. One ctioee st rineated sine et on aven
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(t;T) = A iﬂéi‘:—;irz) ItISET
= 0 ue>5T (5.8)

where A = 1.0518 is a normalizing constant to make x(t;T) a unit energy pulse.

In order to maintain orthogonality among the data shaping components we con-

structed the set { p, (t) } as follows :

p.t) = z(t;T) (5.9a)

po(t) = (D;_Dz-l] z(t:T/ 2) (5.9b)

pa(t) = [~D3'+1—D3"] z(¢;T/ 3) (5.9¢)

panlt) = 3. (-1 Dt (-4 D, H ] 2 (t: T/ m) (5.90-1)
k=1

palt) = 5 (14D, 2(t;T/n) (5.90)

where n=2m+1 is an odd integer and the operator D,* represents a delay of

k71 units of time. The construction of this set of data shaping components is

illustrated in Figure 5.1.

Generation of sophisticated data pulse at high frequency (such as a trun-
cated sine pulse at several hundred MHz) may become very expensive. So other
chorees of data shapimg components which are less expensive are worth mention-
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NV

Figure 5.1. Truncated Sinc function data shaping

components for @*psk ( n=3 ).
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We consider the following set of three signals as an example

pi(t) = 7%_ cos(rt/ T )cos(2t/ T) (5.10a)
palt) = ;% sin(rt/ T)sin(2rt/ T) (5.10b)
pa(t) = TQT cos(t/ T)sin(27t/ T) . (5.10¢)

This set of data shaping components satisfy both the orthogonal and zero cross-
ing condition given by (5.2) and (5.7) respectively. Each of these signals can be
expressed as the sum or difference of two signals of frequencies f,=1/2T and

f2=3/2T , so we call (5.9) composite waveforms.

The difference between the two frequencies is 1/T ; this is exactly twice the
minimum spacing (1/2T) that one needs for coherent orthogonality of two FSK
signals of duration T. So there must be another set of three signals with fre-
quences f; , f,, f; such that the difference between adjacent consecutive frequen-
cies i3 the minimum spacing needed for minimum shift keying. This set is given

by

pilt) =« / T cos(nt/ T) (5.11a)
palt) = « / —} sin(2xt/ T) (5.11b)
palt) = « / ;, cos(3nt/ T) . (5.11(:)

We call {5.11) simple wave forms. The set constructed from truncated sinc func-
tion becomes identical to this set of simple wave forms if one redefines x(v;T) in
(5.8) as cos(rt. T) . The effect of modulating this set of simple data shapi' ¢ com-

ponents by orthogonal carriers is to translate the spectrum of a set of minimum
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shift keying type signals ( which is different from the well known MSK scheme )
from baseband to a bandpass region. This is the basic difference between
Quadrature-Quadrature Phase Shift Keying and Minimum Shift Keying which

enables @?PSK to use a given bandwidth more efficiently in the bandpass region.

Next we will discuss the spectral properties of Q*PSK schemes which utilize
the set of truncated sinc pulses,composite waveforms and simple waveforms as
the baseband data shaping components. Among these three sets of data shaping
compone[lt_.s, particularly the last two are favourable from an implementation
view point; this is because they could be constructed by simple addition and sub-
traction of sinusoids which can be generated with perfection even at several hun-

dred MHz frequency.

5.4  Spectral Density

The equivalent normalized baseband power spectral density of generalized

@*PSK signal is given by,

Sppalf)=2 S IPT)|? (5.12)

=1

where P, (f) is the Fourier transform of the i data shaping pulse p,(t) and

x

Af qup,k(/ )df:"l .

Simple Wave Shape

The baseband data shaping components over it |« T 2 are given by (5.11);

the corresponding Fourier transforms are




P T W TR e s y .
o = - LI N R R i B Sl L S « - . ek Al . v o ‘ W . W ¥ " v 4 v
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\_: Bg )
) . _ 22T ( cosnfT v .
Pf)= — l At ] (5.13a) :
:? N2T | sincfT :'
: Pof) =- T (5.13b) :
, V2T cosnfT -
=6 —— 5.13 y
-
- Hence the spectral density is given by
T { 8cos’nfT 72cos’nfT  2sin’xfT ‘.
L S’ = = 5.14 s
- q’m(f) 32 (1—4}'2T2)2+(9—4I2T2)2+(1~f2T2)2 ( ) S
~ where the superscript s implies simple wave shaping. -
~ .'
Lol .
- Composite Wave Shape _::
~ The baseband data shaping components over |t|<T/2 are given by (5.10); ’;
the corresponding Fourier transforms are given by
“ -
L n
o N
T 1 3
i Pl(f ) = -~—’r— cosmf T[m —mgﬁ ] (5153) .-
; T 1 3 _ s
: Pif)= coswa[ T + YR ] (5.15b) e
;;
WT 2/T 2f T . ®
- P;(f):] - cos“leg-4f2T2_1_4f2T2]' (SlDC)
- Hence the spectral density is given by
8T 1+2f2T%  9.2/7°T? 4f?T? . p
3 ST f) = 7| 122 . +~—-12-—2-—2 " T ] (5.16) ®
N o 3n2 (1 4f°T P 9-af T (943 TH(1-4f7T?)
\. .-\:
5 where the additional superscript ¢ stands to mean composite wave shaping. ::-'_
2
~ '..
)
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Truncated Sinc Function Wave Shape

The data shaping components are given by (5.9); we consider only the first
three components to form a six dimensional signal space. There is no closed form
expression for the power spectral density; results due to numerical calculation are

illustrated in Figures 5.2 and 5.3.

g Figure 5.2 shows the power spectral densities of MSK and three continuous
phase Q*PSK cases; power spectral densities have been plotted against normalized
frequency f/R, , where R, is the bit rate associated with respective schemes. It
should be noted that the spectrum fall-off associated with all three generalized
Q*PSK schemes,each of which maintains continuity in phase, is much faster than
that associated with MSK, although MSK also maintains a continuity in the car-
rier phase. Among three generalized @?PSK schemes, simple and composite wave
shaping exhibit almost identical spectral density ( except a few nulls in the com-
posite case ) which fall off somewhat faster than that of truncated sinc wave
shaping. However, looking at the power spectral densities does not give any quan-
titative information about spectral compactness and energy efficiencies of the

schemes.

A measure of spectral compactness is the percent of total power captured in
a specified bandwidthithis is plotted in Figure 5.3 for all three schemes, where
W represents one sided bandwidth aronnd the carrier frequency. W consader

ninety nine percent power bandwidth as the inverse measire of peetra com o
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Percent power captured as function of bandwidth for

MSK and Q *PSK (n =3) using truncated Sinc. Simple

and Composite wave shapings.
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respectively; whereas truncated sine wave <haping and MSKoreaenn 2 har caooe
W= 09R, and W= 12 R, respectivelv  Therefore in an ineeeasing oraer of
spectral compactness, the four schemes come 0 the foliowimg arder M=k
Q°PSK{n =3). Truncated Sine wave shape, Siumpie and Composite wave <hapes .
The corresponding bandwidath etticiencies, detined 1o be the ratwo of ot rare o
bandwidth, are 0.83, 1.1, 1.33 and 1.38 respectively  ['hus with vomposite wave
shaping it is possible to achieve a bandwidth etficiency which 15 1.63 tunes that of
MsKk. It shouid be remembered that QPSR (n -2) increases the bandwidth
efficiency by a factor of two over MsK. Comparning @°PsA at o 3 to n 2.

there is a loss of 35°¢ in bandwidth efficiency; the gain is the continuity in phase 2
which results in faster asymptotic spectrum fall-off.

la an attempt to compensate for this loss one may add a fourth dara shap-
ing component p,t) to the set defined in (5.10) for the composite wave shaping,
where the fourth component is given by

Ml
4

pot) = —= sin(xt/ T)cos{2xt/ T) . {5.17)
vT

[t should be noted that this fourth component maintains orthogonality with
respect to the three other components given in (5.10); but p (=T 2)==:1 and there-
fore it will disrupt the continuity in phase. The Fourier transform of ihis data

shaping component is given by ®
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SUeTe e e i S perser ot e e Stands o omean composite but non continu-
v e aning Pk speetras ensity has been studied alongwith that of con-
cris phase 4 case Compared to the continnons phase case, the secon-
LT srerotees g e b sitaation are considerably higher in strength; the
rtespond ng ety onne percent power handwidth s far above the W, .0.725R,
S ol 3 ontions phase case o This s dae to abrupt discontinuities n the
Tontth data snapig component ogi antroduced mto the new set.  With a
baridwad b equai ro 07250, the n b case captures only 95.57¢ of the total spee-
'ral powers Henee aadition of the fonrth data shaping component seems to be of
i Ise
[ reansmission 5 adowed over 9977 power bandwidth of respective moduta-
fon selenes, one iy reasocabny assume that there will be no noticeable inter-
sxmboi interferenee and the beooerenbe seometry of the signal will virtually
retnatn suclanged. Henee for @ PSR a0 30 senemes wath bandwidrh oequal to
07050, and ) IR, respectively for cotposite and ampie wave shapimg, he aver

Iy eiretient k0N s 0 A O e s s ze e e resigirs

nothe Yallow nr qn e

}

s N e e
Cete

R
e

b

[ IS

>

e,




7b

TABLE 5.1

Energy and Bandwidth Efficiencies

of MSK,Q?PSK and Generalized Q*PSK

Type of MSK Q?PSK(n=3) | @Q*PSK(n=3) | Q*PSK(n=3) | Q?PSK
. modulation \ biorthogonal trun.sinc simple composite n=2
| Bandwidth .83 1.11 1.33 1.38 1.68

efficiency

Ey " Nofor 9.6d58 9.6dB 9.8dB 9.8648 11.24B
P,(E)=10"° .

@*PSK performance has also been compared with that of QORC, a non
constant envelope scheme ! ref. to Section 2.3 |. Though spectral density of
QORC falls off as ¢, while that of Q*PSK as [*, the latter scheme outperforms
the former in bandwidth efficiency. Bit error probability of @*PSK (simple), MSK
and QORC are plotted in Figure 5.4 as functions of E,/N, . This result is based
on bandlimiting using a sixth order Butterworth filter with half power
bandwidths Ww=g, for both MSK and QORC, w=2/3R, for @Q*PSK . Two
ditferent receivers have been considered for QORC ( ref. to Section 2.3 ) : one is
VISK, the other is QPSK. It is observed that the bit error rate performances of
QPSK and QORC ( with MSK receiver } are almost identical; while energy
efficiency (ie £, N, for a P,(£)-=10°% } of MSK is slightly better by 0.4 dB. How-
ever, Jor the same transmission bandwidth, transmission rate in @2PSK is 1.5

times that o QORC and MsSK
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5.6 Summary

*u
A S

In applications where bandwidth etliciency is of primary concern. Q- PsK
(1 2} seerns to be a better candidate. @ PSK(n -3) may Hud a sultable position

where energy efficiency is more important or use of fine filtering { bandlimiting |

is cost protnubitive.
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CHAPTER SIX

PULSE SHAPING AND NYQUIST RATE

8.1 Introduction

[t is huown that the best achievable rate with a zero memory modaition s
the Nvguist rate 2 of two svimbois per second per Hertzo For binary or two
level communication, the rate s two bits per second per Hertzo This rate s
actiievable only with the use ol <ine funetion as the data shaping putse. Har oreal-
tation of sine function is known to have problems from implementation points of
view. In practice, the problem s reduced by allowing a bandwidth in excess of
Nvaquist's minimum bandwidth, which is half the symbol ( or bit ) rate. But the
nse of excess bandwidth lowers the bandwidth efficiency below the theoretical

Limit of two.

Lender  3.6.12  pointed out that if one neglects Nyquist's assumption of
zero memory of the system, the two <vimbols ( or bits | per second per Hertz rate
can be achieved with practical tilter shapes. He introduced a correlative coding,
known as Duobinary coding, which needs three level detection at the recepver.
The three level detection inereases complexity i the receiver and sufters o 3dB

ioss in the bit error rate performance over the Nvquist s proposed scheme. Above

all, 11 does not mmntan bionare etection,
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6.2 Pulse Shaping

Phe orginal @Psk nsed a half cosinusoid and a half sinusoid | detined as
porcsand poioin 32a and 32b ) as two data shaping pulses. It is observed that
e achieving twice the bandwidth etficiency of minimum shift keying, the original
W Psh requires about 1.6 dB inerease in the average bit energy which is mostly
due to intersymbol interference caused by the bandlimitiug eflect on the data
shaping pulse p,(¢) . With the ninety nine percent power bandwidth (W =
F2 T of MSK as the definition of channe) bandwidth, a data pulse of the shape
pift) gets through almost undistorted; but a data pulse of the shape p,it) is seri-

ously distorted because of the sharp discontinuities in p.(r) at —. 7. It is also
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abserved that af three or more pulses of the shape p,(t) occur in a row with the
e polarity ihen bandbmiting causes a destructive interference of the worst

rnd This worst ease situation of interference iy primarily responsible for the

requirernent of higher bit energy. In an atternpt to improve the energy efficiency,
one sy ob redueng the antersvinbol anterference is by applving proper wave

Shagpang to che aata pulsess T other words, one needs to lind suitable shapes p(t)

thed e ot therr etfecr of antersyvimbol anterference due to bandlimiting is

ctther ehnnnated completely or reduced greatly.

[ s section we ook mto QPSR transmission in the baseband domain.
Fhe saseband moder of the transmitter and receiver is illustrated in Fignre 6.1.
“lnoan aerual artoation, however, two such blocks of transmitter and receiver are
present: ane < assoctated with the sine carrier, the other is with the cosine car-
rier f I ctus model the inpat binary data stream has been represented by a series
ol unpuises oceurring at intervals of T sec. The amplitude factor ¢, can be either
-1 or -1. The input stream is demultiplexed iuto two streams; the rate of
impulses in the demultiplexed streams is half the rate (1,7T) in the incoming
stream.  P,(f) and P,(f) are the pair of transmitter filters; P,"(f) and P,"(f) are
the corresponding matched filters at the receiver. The receiver and transmitter
filters oceupy a common bandwidth (-W,W). In absence of noise n(t), the signal

at the input of receiver is given by,

©

qupak“) = Y (al,h pi{t-2kT) + a,, Pz(ffsz)) (6.1)

k=-m

where p,(t) and p,(¢) are the impulse responses of the transmitter filters which are
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Figure 6.1. Baseband model of Q?PSK transmitter and receiver.
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not necessarily time limited ( unlike the original @?PSK data pulses ) and the

e, ' s being either +1 or -1 represent the demultiplexed information bits over the
interval (k-1)T <t <(k+1)T .

At the receiver the matched filter outputs are sampled at regular intervals of
2T and binary decisions are taken using a threshold detector with the threshold
set at zero. The sampled values at the output of the two matched filters
represent the coordinates of the baseband signal in a two dimensional signal
space where p,(t) and p,(t) serve as the bases. Suppose the two observation bits

are a,, and a,,. The coordinate values are given by
a0 Ry(0) + E ap . Rp(n) + 3, ag,Ryln)
n#0

al.anz(")

Ru(n) = R(2nT) =] piit-2nT) p,(t) dt
r

,
Rn(n) = Ryp(2nT) =[ py(t-2nT) pyft) dt
r

T
Risin) = R4(2nT) “—_f p(t-2nT) polt) dt
T

;
Ryuln) = Ry(2nT) = py{t 2nT) p,(t) dt (6.7)

T
are the sampled values of the auto and cross-correlation function of the pulses
pi(t) and p,(t) . The Hrst term on the right of (6.2) or (6.3) is the desired one ;

the remaining two summation terms are due to intersymbol interferenece. it s to

be noted that p,it) and par). i general, are nor umelimited: <o both <tream of
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pulses are causing intersymbol interference. To eliminate the effect of ISI in the

process of making binary decisions one needs the following criterion

Ryln) = Rp(n) = b0 (6.8a)
Riz(n) = Ry(n) = 0 (6-8b)
where,
bpg = 1 n =0
= 0 n 70 .

{t should be observed that the above set of criterion imposes much stronger
restrictions on the shape of the two data pulses than the Nyquist criterion | 2,25 |
or simple orthogonality between the two pulses. The auto and cross-correlation

functions are related to the pulse spectra by the following relations :

Ru(n) = [ P'\(f) Pi(f) er*IT df (6.9)
Ruln) = [ P"u(f) Pi(f) e*™1T 4f (6.10)
ki=1,2; k5l .

Now, Ry,(n) can be written in the following form

2m +1
Tar
Ruln) = 8 [ P ) Pulf) T 4f . (6.11)
m im-]
Y

A change of variables and an interchange of summation and integration gives
(6.4a) as

1
AT

/(lk(’t ) - f .5“,.‘/ )e,vhnrlr d/ = énO (612)
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where,

is the equivalent wrapped version ol The handainnled poses e

pulse pgie) .

where,

ckd
> rq(//)

is the equivalent wrapped version of the bandliimited cross hower e
pulses py(t) and pit) . The equivalent wrapped version s constracrea o
vhe original spectrum into segments of width T 2T wad saper mposina o

ments on the interval -1

In an attempt to improve the energy ctficieney of Qv hA we

the following guidelines to study the scope of wave ~bagn

of 1=1:
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T sned Tor aoupiete ennnation ot ISL or the above two integrals are

cet oo e etteer of IS s minimized in the sense of minimizing the
. Cerror

.3  Solutions to Pulse Shaping Problem
v e anner ol songtons tor P and Puf) which satisfy
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Figure 6.2. Transmitter filter pairs for QPSK transmitter with =)
N
zero inphase and zero cross intersymbol interference. e
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However, instead of sharp cut off filtering at f = 1517, if one allows a

Butterworth filtering alongwith an ideal differentiator, the realization problem is
greatly reduced. The bit error rate performance has been studied for
P(/) = 2T cosnfT and P,(f) = fB(f), where B(f) is a Butterworth low pass filter
of second order with three dB bandwidth as W = 0.5 R, . The corresponding

transfer function is given by,

Pys) = (6.17)

where s is the complex frequency ( normalized with respect to 3 dB bandwidth ).
This is a realizable transfer function. The corresponding bandwidth efficiency is
substantially higher than that of the original version of @*PSK. The energy

efficiency is also improved from 11.2 dB to 10.8 dB. Thus pulse shaping provides

improvement in both energy and bandwidth efficiencies over the original @*PSK. N
~
~

If. bowever, the bandwidth of the Butterworth filter is reduced from 0.5 R, to 0.4 N

R,, the bandwidth efficiency is increased from 2.0 to 2.5. The energy efficiency in
this situation is 12.7 dB. This energy efficiency is comparable to the 12.6 dB
value of Lender's Duobinary scheme, although the @?PSK transmission rate in
this situation is higher than the Duobinary rate. And above all, a noticeable

advantage of Q*PSK over Duobinary is its binary detection at the receiver. It is

noteworthy that @?PSK assumes a zero memory ‘ransmission while Duobinary .1
oy
ey

. . . . - . \ e o4

signal exploits the advantage of correlative coding on Nyquist's minimum 2y
.‘_-'
-'.-1

bandwidth zero memory signal. So the introduction of some sort of memory in N
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]
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@*PSK format through the use of correlative coding may turn out to be quite :::'_
oy
interesting and remains an open problem. . A
I,
3
'_.J'
6.4 Summary Y,
Pulse shapes which are optimum for @?PSK transmission are derived. The -;:
optimality of this class of pulse shapes lies in zero in-phase and zero cross inter- “‘-'_'.
IS
symbol interference. A few members of this class are convenient from a realiza- -.
tion point of view and achieve the limit of two bits per second per Hertz using '_f:::
.'ﬂ_'*.
binary detection. Bit energy expenditure and system complexity are reduced 2N
compared to the Duobinary scheme, which uses three level detection. :::::
i
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CHAPTER SEVEN

CONCLUDING REMARKS

7.1 Thesis Summary

Quadrature-Quadrature phase shift keying ( Q?PSK ) is a new spectrally
efficient modulation scheme which can be considered as two minimum shift key-
ing type signalling schemes in parallel. [t uses two data shaping pulses and two
carriers which are pairwise quadrature in phase; the scheme thus utilizes available
signal space dimensions in an efficient way to increase the bandwidth efficiency by
a factor of two over two dimensional schemes such as QPSK, MSK, TFM. The
bit error rate performance, however, depends on the choice of the data shaping
pulse pair. With simple cosinusoidal and sinusoidal data shaping pulses the E, /.,
requirement is approximately 1.6 dB higher than that of MSK and 0.6 dB higher
than that of TFM. With the suboptinum pulse shapes discussed in chapter six,
the bit error rate performance of Q?PSK becomes closer to that of MSK, though
for a given bandwidth the transmission rate in @*PSK remains twice the rate in

MSK.

Quadrature-Quadrature Phase Shift Keying, unlike MSK and TFM.does not
maintain a constant envelope, which is desirable for certain non linear channels.
However.a simple parity check coding on @2PSK format with cosinusoidal and

sinusoidal pulses as data shaping components forms a constant envelope signal,
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The bandwidth efficiency of this coded @*PSK is 1.5 times that of MSK and
TIE'M. The receiver based on the assumption of bit by bit detection has been con-
sidered; the bit error rate performance of this coded scheme is about 0.3 dB
better than that of TFM while 0.7 dB worse than MSK. However, with symbol
by symbol detection the bit error rate performance is expected to be much better
than that of MSK; this is because the Euclidean distances among the signal

points in the coded Q*PSK format is higher than that in MSK.

Like MSK, @*PSK also has self synchronizing and self clocking ability. A
synchronization scheme which recovers carrier phase and bit timing information
is presented for coherent demodulation of the Q*PSK signal. Due to the coding
effect, this synchronization scheme does not work for the coded @?PSK; a similar
but ditferent synchronization scheme is presented for coherent demodulation of
coded @Q*PSK signal.

The original @*PSK uses two data shaping pulses and two carriers which are
pairwise quadrature in phase. The scheme is generalized by incorporating n
number of orthogonal data shaping pulsec alongwith two orthogonal carriers to
create a 2n-dimensional signal space. The original case of n—=2 increased the
bandwidth etficiency by a factor of two over MSK at the expence of 1.6 dB
inerease in the average bit energv. The extra bit energy requirement is avoided
by allowing a loss in the bandwidth eftliciency: in the special case of n -3 a
bandwidth efficiency which 15 1.5 times that of MSK is achieved without any
inerease n the average bit energy. In applications where bandwidth etficiency s

of primary concern and QPSK (n 0 2) seems 1o be a better candidate: but where
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energy elficiency is more important or use of fine filtering ( bandlimiting ) is cost

o

o
prohibitive , @*PSK{n=3) may lind a suitable position.

The original @2PSK uses a half cosinusoid and a half sinusoid as two data o7
shaping pulses. On bandlimiting, these two pulses cause intersymbol interference e
and therefore ©*PSK requires a little higher bit energy compared to MSK. In an -

'_'J.
attempt to eliminate both in phase and cross intersymbol interference a new class oy

A
of pulse shapes is suggested. A few members of this class are convenient from an
implementation view point and improve both energy and bandwidth efficiencies ::::
considerably over the original scheme. With these pulse shapes, Q?PSK achieves :::}_

the Duobinary rate of two bits per second per Hertz using binary detection at the

receiver while Duobinary needs three level detection and hence higher bit energy

requirement.

7.2 Possible Future Developments

Pl ot aul ik

R L

Constant Envelope in Multidimensional Space

Many of the constant envelope modulation schemes in the literature .

3,08.10,23 | assume a two dimensional transmission. The development of con-

4
3
b
h
3
o
¢

stant envelope Q°PSA showed that a four dimenional transmission achieves con-

siderable higher spectral ethiciency. [n the two dimensional situation the tip of the

o

modulated signal vector moves over a circle, while in @*PSK (coded) the tip

moves over a hyper sphere of dimension four. In general, one may consider a con-

“tant envelope moduiated sianal as being one with a constellation of signal points

.
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PSSP

q
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g Iving on a hyper sphere inoa muttidimensional signal space. An attempt to -]
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develop the theory of such multidimensional constant envelope modulation may
bring a better understanding of the trade off between constant envelope and

efficient use of bandwidth; it may also bring some spectral efficiency.

Correlative Coding on Q*PSK

In the last decade, considerable research has been done on correlative coding.
In many occasions it has been found to be effective in (i) achieving spectral
efficiency | 6,11 | (ii) providing suitable spectral shaping | 11 | and (iii) designing L
a class of constant envelope signals | 4,10,23 |. Most of the results apply to one or
two dimensional transmission. One may easily extend the usefulness of these

results to higher dimensionai transmission such as Q*PSK.

In chapter six, we discussed optimum pulse shapes for ¢?PSK transmission.
In deriving these pulse shapes we assumed a zero memory channel; in other
words, we assumed signal levels to be independent over successive intervals. Some -
of the pulse shapes we discussed in this context suffer from realization problems.
It is expected that application of correlative coding to these pulse shapes will ease

the realization problem; at the same time it may improve the spectral efficiency. -

Correlative coding has also been successfully applied to PSK systems in
smoothing out the phase trajectories of the carrier. Such smoothing operation

results in good power efliciency and low level out-of-band radiation. For example,

when phase trajectories of an MSK signal is smootbed out by the use of correla-

tive coding one gets TFM signal which is more spectrally compact than the MSK
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signal. One may apply the same idea to the newly developed @?PSK signal and

lower the out-of-band radiation.

Convolution Coding on Q*PSK

With the present day technology, Viterbi decoding has become a practical
and a powerful method for decoding convolutional codes and improving the
energy efficiency over uncoded schemes by an amount of 4-6 dB | 26 |. This result
applies to a wide variety of one and two dimensional transmission schemes. It has
been found that with simple hand-designed trellis codes, coding gains of 3-4 dB
can be achieved without any noticeable loss in the bandwidth efficiency | 27 |.
The design procedure of this simple treilis code assumes that m bits of informa-

tion are encoded per modulation interval so that there are 2™ possible transitions.

An extended set of 2™*' channel signals is considered and half of these channel

S

-"

signals are assigned to the 2™ possible transitions such as to achieve maximum -
K

Fuclidean distance among the code words. After the development of @*PSK, it is 1
<

an open problem to search for suitable trellis codes which may increase the free o
distance among the signal points in coded @?PSK type modulation. In addition °
«, ;

g

to the coding gain, one may also expect to find a suitable set partitioning tech- K
4

nique { on extended channel signals ) which results in constant envelope signals. D
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APPENDIX A
PROBABILITY DENSITY FUNCTION OF SIGNAL LEVEL

IN BANDLIMITED SITUATION

The bandlimited baseband @*PSK signal can be written as

U
Sq“‘psk“) = k}_jw [“l.k pit 26T) - ayy pg(t-'.ZkT)] ~ n(t) -T- ¢t T (A])
where p,(t) and p,(t) are the bandlimited data pulses extending over -(2N - [T
to {2M - 1)T, where M is an integer and n(t) is the additive Gaussian noise with

two sided spectral density as v, 2. Here, o, ,' s being either <1 or -1 represent the
0/ 1.k o ;

demultiplexed information bits over the interval (k-1)T <t < (k- 1)T .

The receiver consists of two filters matched to p,(t) and putr). The matched
filter outputs are sampled at regular intervals of 2T and binary decisions are
taken using zero crossing detectors. The sampled values at the outpat of the two
matched filters represent the coordinates of the received baseband signal in a two
dimensional signal space where p () and p.(¢) serve as the bases. Sappose the
two observation bits are o, . and o . The coordinates are given by the random

variabies X, and X, where

AR ayy 001 - \: oL iy \ ERI ST A P AL
A n
Xy a0y - NT Ry N i N CALg
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v e s 2 s st ronabity L 2 and 14 respectively.
e e et errnr srobiatn 2ty 2ok one needs to compute the sig-
o Pooateriee of e cunoen s e randorn vanables,
- voN (A.6)
{ - o)
A \ V. \;\ 7) .
Do e 0t o mrnhatgity Py f 0 can be computed from
Detag B
- e -
o Voo - B {A-8)
N “ N R0 Nol2.0)
A e pnet over oM ey combiuations. Inoorder to ealculate #0487 one
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X, and X, and then calculating the bit error probability using the following rela-

tion

Py(E) = 5 f fxlu (z10) dzyg + 2 f /x,, {z20) dzyg - (,\,9)
“ R,(0) R4(0)

In this method, computation effort increases only linearly with 2(2M+1).

Computation of pdf’s

The characteristic function | 18 | of the random variable X, is

b lf) = E [

_‘3,,3/1‘,2 M ) i M R )
= b oocos 2 f R (0) . [] cos®2xfRyy(3) . [] cos®2x SR, (3) . (A.10)

=] 1=

Similarly,

b i) =E ()

Canf 2 M R ) v . ,
= ¢ toocos 2mfR,(0) . | cos*2nfRyp(v) . [ cos®2afR (i) . (A.11)
1

‘= =1

The probability density functions [x,lzw0) and [y (1) are given by the Fourier
transforms of by (f)and ey (/).
The bit error rate performances of Q*PSK under bandlimited situation have

been evaluated using the relations (A.9) through (A.11). The procedure lies in the

following steps:

(i) Compute the sampled auto and cross-correlation functions R, (&),

It sk, etes of the bandlimited data pulses for k = 0,1,2,3......
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(i) Choose M and compute the sample points of by /) and by, (/)

using {A.10) and (A.11) typical selected set of parameters : M = 10 i.e. ISI from

ten adjacent symbols on either side, Number of sampling points, N = 1024,

(ii)  Take FFT of the set of sample points found in step (ii) for

)

E inding sampled values of [x,(10) and [ x,(220) and then use (A.9) for computing
the bit error probability P,(E).

: This procedure has been followed in chapter three, four, five and six for

I
evaluating the bit error rate performance of different signalling schemes under
bandlimited situations in the presence of additive white Gaussian noise (AW GN).
The key equations (A.9) through (A.11) used in the evaluations were moditied
according to the need of the situations involved. For example, with MSK or any

; two dimensional scheme, one need not consider the cross-correlation functions

and the computational effort is reduced by half. Similarly, for Q*PSK(n =3), one

needs modifving all of (A.9), (A.10) and (A.11) in order to include the effect of

transmission due to the third pulse shaping component.
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APPENDIX B -
-
Q PSK AND FOUR LEVEL MSK o
iy
The four level MSK scheme is similar to the conventional biorthogonal MSK \
>
scheme except the fact that here each pair of input information bits ( each bit
being of duration T/2 ) is first coded into one of the four possible levels "9
L, .+ = 1234 . The stream of coded levels ( each level being of duration T ) is R
L)
b . M)
& rhen treated as the input to a conventional MSK modulator. So, the amplitude of o
L 7L
E_ the cosine shaped data pulses, as described in Figure 2.2, instead of being only <
- ‘ : @
: -1 or -1, takes one of the four values from the set {L, . Thus four level MSK ..
> =1 '_:
<
- accepts twice as many input bits as ordinary MSK. To minimize the average bit =
x ;—
energy requirement for a given probability of error, the amplitude levels are .4
-
assutned to be placed symmetrically around the origin as illustrated in Figure ]
B
9
B.1. The optimum decision regions D, for each level L, are also shown. The cod- o]
e,
ing has been performed in such a way that adjacent levels differ by one bit only; o
-4
. : . ]
this will reduce the average bit error rate. [f we maintain the 9999 power oy
bandwidth (| W = 1.2, T ) as the channel bandwidth, there will be no noticeable °
{" intersymbol interference. In that situation, the channel is completely defined by a 3
] .
p- . '\-'_-\
f.-. set of probabilities Ip”l where p_is the probability that level L, is transmit- ~
. L
3 (%] | [
hY)
‘ hy
ted and 1, is detected. The average bit error probability is given by, .
. Ly o
Pylk) ‘ I_I/s. (13.1) .

where P2, s the bit error probability if only the . level were allowed to he
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5 transmitted. By trivial reasoning one may write

. Py, = }! (Pi2=2P13~P14) (B.2) ‘

. Pyo = ‘; (P2i+P23+2p24) (B.3)
and by syminetry,

P12 = P23 - (8-6)

Hence the average bit error probability is

. 1 , -
" Py(E) = 3 [2P12*3P13*‘2P24*P14+P21] . (B.7)
g Now referring to Figure B.1 and writing n(t) for the additive Gaussian noise com-
i ponent, -
d 3d '~‘
Do — Prob [-; > n(t) > -y _:
d 2 3d/ 2 -
: vV Vo/ 2 VVo/ 2
- — Q(r] . Q[Br] (B.8)
i where,
o :
[ LE,
- "V v,
- and -
o :
) . 5d*
- LD - ‘QW
- is the average bit energy. -
. o
. b
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Similarly,

Pz = Q3r) - Q5r) (B.9)
Pia = Q(57) (B.IU)
P2 = Q(r) (B.11)

P = Q@3r). (B.12)
Hence the average bit error probability is
Py (E) = 5{3Q(r}«EQ(IBr)—Q(Sr)]. (B.13)

It follows from (B.13) that for a bit error rate of 10° , a four-level M5SK

requires 13.4 dB  E£,, ¥, Thus in achieving twice bandwidth efficiency of

’I.l v
SO
U 3

biorthogonal MSK, the four-level MSK requires about 14290 increase in the aver-

— ‘{ ‘l'

age bit energy;, whereas with @°PSK the increment is only 1575, Thus @°PSK
turns out to be a more energy elficient candidate to increase the bandwidth

efficiency by a factor of two over ordinary or biorthogonal MSk.
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APPENDIX C
SUFFICIENT STATISTIC FOR DECISION IN

CODED Q°PSK

[n chapter four, demodulation of coded @?PSK signal was based on hard
decision as shown in Figure 4.1. The meaning and definitions of ditferent sym-
bols and variables used in the following discussions are consistent with Figure
t.1. As shown in this tigure, the decision about the information bits in «,it) and
a5t} are made independently from the observations on the respective pulse trains
only. To make a decision about a, ., we make a simplifying assumption that a,
and a, are decoded correctly. Correctly made decisions of «, and a, alongwith the
estimates a,, of ¢, and its redundant version a,, of a, are then the observations
for making decision about a,. A decoder, which is optimum in the sense of
minimizing the probability of error, will maximize aposteriori probability given
by

play  a,ayay, ay,) (C.1)

In other words, the decoder choses a, -1 if

ploa. el 1y boptoa I Ayalad sy, dg, |0 (2

and a, 1 otherwise,
Let us write

i 2, M S DU O

I [ [

where o, and =, are the signal cnd noise components in the recerved sample o,
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Now (('.2) can be rewritten as

a, ) a, .
plas= 'lzn{au:";— az + nyjey,a3f) - play=-1 ‘12..{04,:*'&“ a7 + ng-aya3})2 0
ki 3
If probability of 4, == +1 and a, = -1 are same and equal to half then the decod-
ing rule reduces to
pﬂ7(a27 - l) p.'V‘(fl4r - 1) - pnz(a'h + 1) p.‘V‘(Aﬂ A l) - 0. ((~3)
where,
a,
Alr = oo Gy
aj
8,
.V1 = - Ny
a3

and p, and py are the probability density functions of the random variables n,
and .V, and the arguments of p, (), py (-) are the values of the random variables

fuy 1) (A, 1) respectively ( retaining the same notations for the random vari-
ables and the corresponding random values ). Each of these two density functions
are normal with variance Ny/ 2. After simplifying (C.3), one can be write the

optimum decoding rule as follows:

Choose a, = 1 if

and ay, -1 otherwise,

Thus the optimum decoding is based on the observaticn Vv . Hence V' is the

suthictent statistie
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