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Abstract

We generalize a delayed computer virus model, known as the SLBQRS model in a

computer network, by introducing the time delay due to the period that the antivirus

software uses to clean viruses in the breaking out computers and the quarantined

computers. By choosing the delay as the parameter, we prove the existence of a Hopf

bifurcation as the delay crosses a critical value. Moreover, we study properties of the

Hopf bifurcation by applying the center manifold theorem and the normal form

theory. Finally, we carry out numerical simulations to support the obtained theoretical

conclusions.
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1 Introduction

With the rapid development of the communication technology and network applications,

the Internet has become an important platform for people sharing news and ideas [].

Meanwhile, the Internet has become a powerful mechanism for propagating malicious

computer virus programs such as worms, Trojans horses, and so on. What is more seri-

ous, enormous financial losses and social panic have also been caused by these computer

viruses []. Therefore, it is urgent to understand the behavior of computer viruses and to

pose effective measures of controlling their spread across the Internet.

In recent years, many models have been established to investigate spread of computer

viruses since the pioneering work of Kephart and White []. They investigated the com-

puter virus spreading in the Internet by using the SIS epidemicmodel inspired by the com-

pelling similarities between computer viruses and their biological counterparts. The SIR

classical epidemic model and some other different epidemic models are used to investi-

gate the spread of malware in the Internet [–]. The authors of [–] proposed different

SEIR models that assume that the recovered computers in networks have a permanent

immunization period. SEIRS models and SEIQRS models have also been developed and

studied in [–]. However, all the models mentioned overlook the fact that a computer

can infect other computers immediately after it gets infected []. This is not consistent

with realization. Because of that, an infected computer has infectivity during its latent pe-

riod. Very recently, Kumar et al. [] proposed the following computer virus model with
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graded infection rate based on the work by Yang et al. []:
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dS(t)
dt

= µ – βS(t)(L(t) + B(t)) + εR(t) –µS(t),

dL(t)
dt

= βS(t)(L(t) + B(t)) – (µ + α)L(t),

dB(t)
dt

= αL(t) – (µ + γ + η + σ )B(t),

dQ(t)
dt

= γB(t) – (µ + σ + δ)Q(t),

dR(t)
dt

= δQ(t) – (µ + ε)R(t) + ηB(t),

()

where S(t), L(t), B(t), Q(t), and R(t) denote the percentages of uninfected computers that

have no immunity, infected computers that are latent, infected computers that are break-

ing out, infected computers that are quarantined, and recovered computers that have tem-

porary immunity at time t, respectively; µ is the rate at which external computers are

connected to the Internet, and it is also the rate at which the internal computers are dis-

connected from the Internet; σ is the crashing rate of the computers due to the attack of

computer viruses; and α, β , γ , ε, η, and δ are the state transition rates of system ().

It is well known that it needs some time to clean the computer viruses in the infected

computers that are breaking out and in the infected computers that are quarantined for

the anti-virus softwares. That is, system () neglects the delay due to the period that the

anti-virus software needs to clean the viruses. To the best of our knowledge, until now

there is no analysis on the dynamics of system () with time delay. Motivated by this fact,

we consider the following delayed system:
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dS(t)
dt

= µ – βS(t)(L(t) + B(t)) + εR(t) –µS(t),

dL(t)
dt

= βS(t)(L(t) + B(t)) – (µ + α)L(t),

dB(t)
dt

= αL(t) – (µ + γ + η + σ )B(t),

dQ(t)
dt

= γB(t) – (µ + σ + δ)Q(t),

dR(t)
dt

= δQ(t – τ ) – (µ + ε)R(t) + ηB(t – τ ),

()

where τ is the delay due to the period that the antivirus software needs to clean the viruses.

This paper mainly focuses on the effect of time delay on system ().

The subsequent materials of this paper are organized as follows. In Section , we prove

the local stability of the viral equilibrium and the existence of a Hopf bifurcation. Section 

is devoted to investigations in direction of the Hopf bifurcation and stability of the bifur-

cating periodic solutions. Then, we validate the obtained results by using simulations in

Section . We summarize this work in Section .

2 Stability of viral equilibrium and existence of Hopf bifurcation

According to the analysis in [], we can obtain that system () has a unique viral equilib-

rium E∗(S∗,L∗,B∗,Q∗,R∗) if the basic reproduction number R =
β(α+γ+µ+η+σ )
(α+µ)(γ+µ+η+σ )

> , where

S∗ =
(α +µ)(γ +µ + η + σ )

β(α + γ +µ + η + σ )
=



R

, L∗ =
γ +µ + η + σ

α
B∗,

Q∗ =
γ

µ + σ + δ
B∗, R∗ =

δγ + η(µ + σ + δ)

(µ + ε)(µ + σ + δ)
B∗,
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B∗ =
µα(µ + σ + δ)(µ + ε)( – R)

Rαγ δε + (µ + σ + δ)[Rαηε – β(µ + ε)(µ + α + γ + η + σ )]
.

The linearized system of system () at the viral equilibrium E∗(S∗,L∗,B∗,Q∗,R∗) is
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dS(t)
dt

= aS(t) + aL(t) + aB(t) + aR(t),

dL(t)
dt

= aS(t) + aL(t) + aB(t),

dB(t)
dt

= aL(t) + aB(t),

dQ(t)
dt

= aB(t) + aQ(t),

dR(t)
dt

= aR(t) + bQ(t – τ ) + bB(t – τ ),

()

where

a = –β(L∗ + B∗) –µ, a = –βS∗, a = –βS∗, a = ε,

a = β(L∗ + B∗), a = βS∗ – (µ + α), a = βS∗,

a = α, a = µ + γ + σ + η, a = γ , a = –(µ + σ + δ),

a = –(µ + ε), b = η, b = δ.

The characteristic equation of system () at E∗(S∗,L∗,B∗,Q∗,R∗) can be obtained as fol-

lows:

λ + pλ
 + pλ

 + pλ
 + pλ + p + (qλ + q)e

–λτ =  ()

with

p = aa
[

a(aa – aa) + a(aa – aa)
]

,

p = a
[

aa(a + a) + aa(a + a)
]

+ aaaa

+ aaa(a + a) – aa
[

a(a + a) + aa
]

– aa
[

a(a + a) + aa
]

,

p = aa(a + a + a) + aa(a + a + a)

– aaa – aa(a + a) – aa(a + a)

– a
[

aa + aa + (a + a)(a + a)
]

,

p = aa + aa + a(a + a + a + a)

+ (a + a)(a + a) – aa – aa,

p = –(a + a + a + a + a),

q = aa(ab – ab), q = –aab.

When τ = , equation () becomes

λ + pλ
 + pλ

 + pλ
 + (p + q)λ + p + q = . ()
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Suppose that the following inequalities are satisfied, which we refer to as condition (H):

det = p > , ()

det =

(

p 

p p

)

> , ()

det =

⎛

⎜

⎝

p  

p p p

 p + q p

⎞

⎟

⎠
> , ()

det =

⎛

⎜

⎜

⎜

⎝

p   

p p p 

p + q p + q p p

  p + q p + q

⎞

⎟

⎟

⎟

⎠

> , ()

det =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

p    

p p p  

p + q p + q p p p

  p + q p + q p

    p + q

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

> . ()

Then E∗(S∗,L∗,B∗,Q∗,R∗) is locally asymptotically stable.

For τ > , let λ = iω (ω > ) be a root of equation (). Then,

⎧

⎨

⎩

qω sin τω + q cos τω = pω
 – pω

 – p,

qω cos τω – q sin τω = pω
 –ω – pω.

()

It follows that

ω + eω
 + eω

 + eω
 + eω

 + p = , ()

where

e = p – q, e = p – pp – q ,

e = p + pp – pp, e = p + p – pp, e = p – p.

Letting ω = v, equation () becomes

v + ev
 + ev

 + ev
 + ev + e = . ()

The discussion of the distribution of positive real roots of equation () is similar to

that in []. Obviously, if e < , then equation () has at least one positive root. In the

following, we discuss the distribution of the roots of equation () as e ≥ .

Denote

h(v) = v + ev
 + ev

 + ev
 + ev + e. ()
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Then,

h′(v) = v + ev
 + ev

 + ev + e. ()

Define

v + ev
 + ev

 + ev + e = . ()

Let v = z – e

. Then, equation () becomes

z + cz
 + cz + c =  ()

with

c = –



e +




ee –




ee +




e,

c =



e +




ee +




e,

c = –



e +




e.

If c = , then we can obtain the four roots of equation () as follows:

z =

√

–c +
√

△


, z = –

√

–c +
√

△


,

z =

√

–c –
√

△


, z = –

√

–c –
√

△


,

with △ = c – c. Thus, vi = zi –
e

(i = , , , ) are the roots of equation (). Then we

have the following result.

Lemma  Suppose that e ≥  and c = .

(i) If △ < , then equation () has no positive real roots;

(ii) If △ ≥ , c ≥ , and c > , then equation () has no positive real roots;

(iii) If (i) and (ii) are not satisfied, then equation () has positive real roots if and only if

there exists at least one v∗ ∈ {v, v, v, v} such that v∗ >  and h(v∗) ≤ .

Next, we assume that c 	= . Consider the resolvent of equation ()

c – (s – c)

(

s


– c

)

= , ()

that is,

s – cs
 – cs + cc – c = . ()

Denote

α =



c – c, β = –




c +




cc – c ,
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△ =



α
 +




β
 , σ =




+

√



i.

By the Cardan formula equation () has the following three roots:

s =


√

–
α


+
√

△ +


√

–
α


–
√

△ +
c


,

s = σ


√

–
α


+
√

△ + σ 




√

–
α


–
√

△ +
c


,

s = σ 




√

–
α


+
√

△ + σ


√

–
α


–
√

△ +
c


.

Let s∗ = s 	= c. Then equation () is equivalent to

z + s∗z
 +

s∗

–

[

(s∗ – c)z
 – cz +

s∗

– c

]

= . ()

If s∗ > c, then equation () is

(

z +
s∗



)

–

(√
s∗ – cz –

c


√
s∗ – c

)

= . ()

After factorization, we obtain

z +
√
s∗ – cz –

c


√
s∗ – c

+
s∗


=  ()

and

z –
√
s∗ – cz +

c


√
s∗ – c

+
s∗


= . ()

Denote

△ = –s∗ – c +
c√
s∗ – c

, △ = –s∗ – c –
c√
s∗ – c

.

Then, we can obtain the roots of equation ():

z =
–
√
s∗ – c +

√
△


, z =

–
√
s∗ – c –

√
△


,

z =

√
s∗ – c +

√
△


, z =

√
s∗ – c –

√
△


.

Then, vi = zi –
e

(i = , , , ) are the roots of equation (). Thus, we have the following

result.

Lemma  Suppose that e ≥ , c 	= , and s∗ > c.

(i) If △ <  and △ < , then equation () has no positive real roots;

(ii) If (i) is not satisfied, then equation () has positive real roots if and only if there

exists at least one v∗ ∈ {v, v, v, v} such that v∗ >  and h(v∗) ≤ .
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Finally, if s∗ < c, then equation () is

(

z +
s∗



)

–

(√
c – s∗z –

c


√
c – s∗

)

= . ()

Denote v̄ = c
(c–s∗)

– e

. Hence, we have the following result.

Lemma  Suppose that e ≥ , c 	= , and s∗ < c. Then equation () has positive real

roots if and only if
c

(c–s∗)
+ s∗


=  and v̄ > , h(v̄) ≤ .

In conclusion, we can obtain that equation () has at one positive real root if the coef-

ficients in equation () satisfy one of the conditions in (H):

(H) (a) e < ; (b) e ≥ , c = , and c <  or c > , and there exists at least one v∗ ∈
{v, v, v, v} such that v∗ >  and h(v∗) ≤ ; (c) e ≥ , c 	= , s∗ > c, △ ≥ , or

△ ≥ , and there exists at least one v∗ ∈ {v, v, v, v} such that v∗ >  and h(v∗) ≤ ;

(d) e ≥ , c 	= , s∗ < c,
c

(c–s∗)
+ s∗


= , and v̄ > , h(v̄) ≤ .

Suppose that the coefficients in equation () satisfy one of the conditions in (H). Then

equation () has at least one positive real root v such that equation () has a pair of

purely imaginary roots ±iω = ±i
√
v. For ω, we have

τ =


ω

arccos

{

–qω

 + (pq – pq)ω


 + (pq – pq)ω


 – pq

q + qω



}

. ()

Differentiating equation () with respect to τ and using equation (), we get

[

dλ

dτ

]–

= –
λ + pλ

 + pλ
 + pλ + p

λ(λ + pλ + pλ + pλ + pλ + p)
+

q

λ(qλ + q)
–

τ

λ
. ()

Substituting λ = iω into equation () and taking its real part, we have

Re

[

dλ

dτ

]–

τ=τ

=
h′(v∗)

q + qω



,

where v∗ = ω
.

Obviously, if condition

(H) h′(ω
) 	= 

holds, then Re[ dλ
dτ
]–τ=τ

	= . Thus, we can conclude that if condition (H) holds, then the

transversality condition is satisfied. According to the Hopf bifurcation theorem in [], we

have the following:

Theorem  For system (), if conditions (H)-(H) hold, then the viral equilibrium

E∗(S∗,L∗,B∗,Q∗,R∗) is asymptotically stable for τ ∈ [, τ). A Hopf bifurcation occurs at

the viral equilibrium E∗(S∗,L∗,B∗,Q∗,R∗) when τ = τ, and a family of periodic solutions

bifurcate from the viral equilibrium E∗(S∗,L∗,B∗,Q∗,R∗) near τ = τ.
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3 Stability of the bifurcating periodic solutions

Let u(t) = S(t) – S∗, u(t) = L(t) – L∗, u(t) = B(t) – B∗, u(t) = Q(t) – Q∗, u(t) = R(t) –

R∗, τ = τ + µ, µ ∈ R. By the transformation t = t/τ system () becomes the following

functional differential equation in C = C([–, ],R):

u̇(t) = Lµut + F(µ,ut), ()

where ut = (u(t),u(t),u(t),u(t),u(t))
T = (S(t),L(t),B(t),Q(t),R(t))T ∈ R, ut(θ ) = u(t +

θ ) ∈ C, and Lµ : C → R and F(µ,ut)→ R are defined by

Lµφ = (τ +µ)

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a a a  a

a a   

 a a  

  a a 

    a

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

φ() + (τ +µ)

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

    

    

    

    

  b b 

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

φ(–)

and

F(µ,φ) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

–β(φ()φ() + φ()φ())

β(φ()φ() + φ()φ())







⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

By the Riesz representation theorem there is a bounded-variation function η(θ ,µ) in

θ ∈ [–, ] such that

Lµφ =

∫ 

–

dη(θ ,µ)φ(θ ) for φ ∈ C. ()

In fact, we choose

η(θ ,µ) = (τ +µ)

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a a a  a

a a   

 a a  

  a a 

    a

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

δ(θ )

+ (τ +µ)

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

    

    

    

    

  b b 

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

δ(θ + ),

where δ(θ ) is the Dirac delta function.

For φ ∈ C([–, ],R), we set

A(µ)φ =

⎧

⎨

⎩

dφ(θ )
dθ

, – ≤ θ < ,
∫ 

–
dη(θ ,µ)φ(θ ), θ = ,
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and

R(µ)φ =

⎧

⎨

⎩

, – ≤ θ < ,

F(µ,φ), θ = .

Then system () can be rewritten as

u̇(t) = A(µ)ut + R(µ)ut . ()

For ϕ ∈ C([, ]), (R)∗, we define the operator

A∗(ϕ) =

⎧

⎨

⎩

– dϕ(s)
ds

,  < s ≤ ,
∫ 

–
dηT (s, )ϕ(–s), s = ,

and the bilinear inner form

〈

ϕ(s),φ(θ )
〉

= ϕ̄()φ() –

∫ 

θ=–

∫ θ

ξ=

ϕ̄(ξ – θ )dη(θ )φ(ξ )dξ , ()

where η(θ ) = η(θ , ).

Then, it is easy to see that A() and A∗() are adjoint operators and that ±iω are the

eigenvalues of A() and also the eigenvalues of A∗().

Let ρ(θ ) = (,ρ,ρ,ρ,ρ)
Teiωτθ and ρ∗(s) = (,ρ∗

 ,ρ
∗
 ,ρ

∗
 ,ρ

∗
 )e

iωτs be the eigenvectors

of A() and A∗() corresponding to +iωτ, respectively. Then, it is not difficult to show

that

ρ =
iω – a

a
ρ, ρ =

aa

(iω – a)(iω – a) – aa
,

ρ =
aρ

iω – a
, ρ =

bρ + bρ

(iω – a)eiτω
,

ρ∗
 = –

iω + a

a
, ρ∗

 = –
a + (iω + a)ρ

∗


a
,

ρ∗
 =

abe
iτω

(iω + a)(iω + a)
, ρ∗

 = –
a

iω + a
.

Using equation (), we can obtain

〈

ρ∗(s),ρ(θ )
〉

= D̄
[

 + ρρ̄
∗
 + ρρ̄

∗
 + ρρ̄

∗
 + ρρ̄

∗
 + τe

–iτωρ∗
 (bρ + bρ)

]

.

Then we choose

D̄ =
[

 + ρρ̄
∗
 + ρρ̄

∗
 + ρρ̄

∗
 + ρρ̄

∗
 + τe

–iτωρ∗
 (bρ + bρ)

]–

such that 〈ρ∗,ρ〉 =  and 〈ρ∗, ρ̄〉 = .
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Following the method introduced in [] and using a similar computation process in

[–], we can get the following coefficients:

g = τD̄β
(

ρ̄∗
 – 

)

(ρ + ρ),

g = τD̄β
(

ρ̄∗
 – 

)(

Re{ρ} + Re{ρ}
)

,

g = τD̄β
(

ρ̄∗
 – 

)

(ρ̄ + ρ̄),

g = βτD̄
(

ρ̄∗
 – 

)

(

W
()
 ()ρ +




W

()
 ()ρ̄ +W

()
 () +




W

()
 ()

+W
()
 ()ρ +




W

()
 ()ρ̄ +W

()
 () +




W

()
 ()

)

,

with

W(θ ) =
igρ()

τω

eiτωθ +
iḡρ̄()

τω

e–iτωθ + Ee
iτωθ ,

W(θ ) = –
igρ()

τω

eiτωθ +
iḡρ̄()

τω

e–iτωθ + E,

where E and E can be determined by the following equations:

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

iω – a –a –a  –a

–a iω – a –a  

 –a iω – ae
–iτω  

  –a iω – a 

  –be
–iτω –be

–iτω iω – a

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

E

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

–β(ρ + ρ)

β(ρ + ρ)







⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a a a  a

a a a  

 a a  

  a a 

  b b a

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

E = –

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

–β(Re{ρ} + Re{ρ})
β(Re{ρ} + Re{ρ})







⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Then, we can get the following coefficients:

C() =
i

τω

(

gg – |g| –
|g|



)

+
g


,

µ = –
Re{C()}
Re{λ′(τ)}

,

β = Re
{

C()
}

,

T = –
Im{C()} +µ Im{λ′(τ)}

τω

. ()
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In conclusion, we have the following results.

Theorem  Let E∗(S∗,L∗,B∗,Q∗,R∗) be the viral equilibrium of system ().

(i) The Hopf bifurcation at the viral equilibrium E∗(S∗,L∗,B∗,Q∗,R∗) is supercritical if

µ >  and subcritical if µ < ;

(ii) The bifurcating periodic solutions are stable if β <  and unstable if β > ;

(iii) The period of the bifurcating periodic solutions increases if T >  and decreases if

T < .

4 Numerical simulations

This section is concerned with some numerical simulations of system () to illustrate the

results obtained in Sections  and . We fix the parameter set µ = ., β = ., ε = .,

α = ., µ = ., γ = ., η = ., σ = ., δ = . and let τ vary. With these parameter

values, we get the following particular case of system ():

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

dS(t)
dt

= . – .S(t)(L(t) + B(t)) + .R(t) – .S(t),

dL(t)
dt

= .βS(t)(L(t) + B(t)) – .L(t),

dB(t)
dt

= .L(t) – .B(t),

dQ(t)
dt

= .B(t) – .Q(t),

dR(t)
dt

= .Q(t – τ ) – .R(t) + .B(t – τ ).

()

By direct computation we get R = .. Then, we obtain the unique viral equi-

librium E∗(., .,., ., .). Further, we can verify that the con-

ditions for the occurrence of a Hopf bifurcation are satisfied. By complex computa-

tions we obtain ω = . and τ = .. From Theorem  we easily see that

E∗(., .,., ., .) is asymptotically stable for τ ∈ [, .),

which is illustrated by Figure . A Hopf bifurcation occurs when τ = τ = .,

E∗(., .,., ., .) loses its stability, and a family of periodic so-

lutions bifurcate from E∗(., .,., ., .). Therefore, the bifurcat-

ing periodic solutions exist at least for the values of τ larger than the critical value τ. This

property can be seen from Figure .

Further, we obtain λ′(τ) = . – .i and C() = –. – .i by some

complex computations. Then, we can get β = –. < , µ = . > , and T =

. > . According to Theorem , we can conclude that the Hopf bifurcation is su-

percritical, the bifurcating periodic solutions are stable, and the period of the bifurcating

periodic solutions increases. Since the bifurcating periodic solutions are stable, we know

that the five kinds of computers in system () may coexist in an oscillatory mode from

the viewpoint of biology. In this case, it is difficult to control the propagation of computer

virus described in system ().

5 Conclusions

A delayed SLBQRS computer virus model is proposed based on the model studied in [].

Compared with the model studied in [], the model in this paper incorporates the time

delay due to the period that the antivirus software uses to clean the viruses in the breaking

out computers and the quarantined computers. So, our delayed SLBQRS computer virus

model is more general.
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Figure 1 E∗ is locally asymptotically stable when τ = 48.2308 < τ0 = 53.3616 with initial value ‘0.65,

0.049, 0.0552, 0.007, 0.018’.

Figure 2 P∗ loses its stability when τ = 68.4658 > τ0 = 53.3616 with initial value ‘0.65, 0.049, 0.0552,

0.007, 0.018’.

We mainly investigate the effect of the time delay on the model. We prove that there

exists a critical value τ of the time delay below which the model is stable and above which

the model will lose its stability. Practically speaking, propagation of the computer viruses

can be controlled easily when the model is stable. However, it will be out of control when

the model is unstable. That is, the time delay in system () can affect propagation of the

computer viruses. Furthermore, properties of the Hopf bifurcation at the critical value τ

are also investigated.

It should be pointed out that the delayed model in this paper only considers the time

delay due to the period that the antivirus software uses to clean the viruses. There are also

some other types of delay in system () such as latent delay and delay due to a temporary

immunity period of the recovered computers. We will investigate dynamics of system ()

with multiple delays in the near future.
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