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Abstract

This paper investigates the problem of reasoning about the kinematic
interactions between parts of a mechanism We introduce the concept
of Place Vocabularies as a useful symbolic description of the possible
interactions We examine the requirements for the representation and
introduce a definition of place vocabularies that satisfies them We show
how this representation can be computed from metric data and used as a
basis for qualitative envisionments of mechanism behavior, and describe
implemented algorithms to solve this problem

1 Introduction

The question of how to describe the physical world in a discrete, sym-
bolic manner is a fundamental scientific issue in Artificial Intelligence
As computers are increasingly applied to solve problems involving the
physical world, it is also of great practical importance This paper ad-
dresses the problem of reasoning about the mechanical interactions of
objects, which we call qualitative kinematics The goal is to develop
methods for constructing a qualitative description of freedom of motion
sufficient to understand a mechanism This work lies in the framework of
Qualitative Physics ((FORBUS84|. [DEKLEER84]. [FORBUS81]. |DEK
LEER79|. [HAYES79). [DEKLEER75]) The representation we construct
can be used to compute an envisionment of the possible behaviors of a
mechanism

A mechanical device achieves its function by the relatively constrained
motion of its parts, a single rigid object considered by itself has no me-
chanical function The constraints on the motion of a part are determined
by the points where it is in contact with other objects An adequate repre
sentation of the function of a mechanism must therefore be based on the
connectivity of the parts rather than the parts by themselves ([FFN87])

The connectivity of the parts varies with motion of the objects Changes
in connectivity therefore define a tesselation of the space of possible posi-
tions of the objects into regions where the connectivity is constant The
set of all such regions and their adjacency can serve to describe the pos-
sible behavior of the mechanism This is a generalization of the idea of
a place vocabulary first proposed by Ken Forbus in ([FORBUS81|. [FOR
BUS80]) In this paper, we show how the original concept, which was
defined for the motion of points can be generalized to the case of moving
geometric objects

An essential prerequisite to manipulate information about the physical
world is an adequate representation of the continuum. There are two
commonly used ways to do this (i) numerical solutions and (ii) reasoning
in a fixed discretization A numerical solution exploits the mapping of all
parameters of the system into the same domain (the number system) to
achieve greater efficiency, but this fact also limits its power. For example,
it is very hard to assess the effect of changes in parameters other than
by explicit simulation for specific values, making problem solving very
difficult Furthermore, because it is based on evaluating the description
of the system at points in parameter space, the technique is necessarily
incomplete: the point where undesired behavior occurs may not be among
those evaluated. There has to be an explicit choice of parameter values
for the evaluation, which makes it very difficult to reason with incomplete
or uncertain information  Much work has gone into this problem, the
most successful results being Fuzzy Logic ([ZADEH79]) and the Shafer-
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Dempster theory ([SHAFER76]) but the solutions are still unsatisfactory
An application of such quantitative methods to geometric problems has
been studied in the ACRONYM system ([BROOKS81])

As an example of the second technique one might use a finite set of
symbols to describe the standardized types and sizes of nuts and bolts and
rules that state how these can fit together Such a technique is often very
useful for practical applications, in fact, nuts and bolts are catalogued
by such a fixed standardized scheme However, the scheme is missing
generativity it can not deal with objects that fall outside its restricted
symbol set Examples of this type of approach in Al applications include
[STANFILL83) and [GELSEY87]

In the paradigm of qualitative reasoning, parameters are discretized in
a problem-dependent manner A parameter is characterized by its relative
magnitude with respect to a set of landmark values, which are parameter
values where the solution of the problem considered changes This tech
nique is both generative and complete, thus avoiding the above problems
In this paper we show how to apply this paradigm to kinematics

E Davis ([DAVIS86]) has developed a set of special axioms for spatial
reasoning in a naive physics framework Beyond the examples he has re
searched it is not clear yet what the scope of application of this technique
is As his approach uses less input information that ours, his reasoning
does not have the level of detail that our approach gives This may be an
advantage in many cases, but it seems that for mechanism analysis it is
necessary to describe the interactions in greater detail

While the concepts we are proposing are very general, in the present re-
search we restrict their application to two-dimensional analyses of mech-
anisms A mechanism can be defined as a kinematic chain used in such
a way as to transmit or transform forces and motion A kinematic chain
is a chain of kinematic pairs, which are pairs of elements linked together
such that their relative motion is completely constrained By completely
constrained" we mean that a motion of one of the elements completely
determines the way that the other element must move As a further
restriction on a kinematic chain, each element forms part of at most 2
kinematic pairs While this does not mean that each element only inter-
acts with at most 2 others it assures that the function of the mechanism
does not depend on the simultaneous interaction with multiple objects,
so that each can be analyzed independently

We chose the mechanism domain for the following reasons

+ Mechanisms exhibit interesting kinematics and there is practical
interest in their analysis

The freedom of the parts in a mechanism is very restricted, so that
there are few parameters to be considered This makes the problem
more tractable

Mechanisms have been studied for a long time There exist many
analyses which may help us evaluate our techniques

Mechanisms are man-made devices Their kinematics are likely to
be such that people are very good at analyzing them Discovery of
techniques suitable to mechanisms might shed light on the nature
of human spatial reasoning abilities.

We impose the two-dimensional limitation to simplify our algorithms
and reduce the time spent on side issues, such as developing three-
dimensional displays to debug our algorithms. However, we believe that



amost all of the interresting phenomena can still be explored in two di-
mensons  Furthemmore, weplenbemloremeted\rqmmlghtbe
exended to three dimensions as the project
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2 Place Vocabularies

The concept of a place vocabuiary originated in FROB (FORBUSS1),
[FORBUSS80)). This work investigated the quilitative analysis of the mo-
tion of point messes in polygonal, two-dimensional regions uncer the in-
fluence of gravity The qualitative of the of the
regions wes derived by dividing the space into regions called places, ad
aranging them in a connectivity giaph  Because the work considered the
motion of points the places could be abtained by a simple division of
the physical space using horizontal and vertical fines In this peper we
generalize the notion of a place to moving objects of finite dmensions by
making a further abstraction from i
and then defining a useful way to break up this spece into paces

The position of a physical object can be desaribed by a small set of
paameiers In the case of unrestricted motion in 3 dimensions, there
ae 3 Eudidian position parameters and 3 orientation parameters which

determine the placement of the object  In mechanisms, the

motions of the parts ae usualy restricted by joints In most cases
a singe perameier sufices o desaibe its position We call the space
spared by the characterizing the of all the obiects
of a medhenism its configuration space ([TLP79|. [TLP83]. [DON84])
At ary time, the position of all the parts of the medensm comesponds
to a particular point in this space, we call this a configuration. As the
parts of a medhansm mutually constrain their positions, the configuration
space consists of regions comesponding to legal and illegal configurations.
We call the union of all legal regions the free space ad its complement
the blocked space The boundaries between the 2 regions are formed by

configuration space constraints They are defined by pairs of objects and Of bounding aunves (surfaces) C(x) =

to either a vertex or a of ane object touching

the boundary of the other We call the former vertex constraints and the
latter boundary constraints From any configuration on the boundary
of free space, points in both blocked in free space can be reached by
arbitrarly small motions  This is the case only if the 2 objects fouch
Boundary and vertex constraints cover all possible cases of this and thus
ae the only possible boundaries between free and bloded spae Each
constraint is applicable only within a certain interval, this can be expressed
by applicability constraints (DON84]) Applicability constraints restrict
the domain of configuration space within which the assodated constraint
is valid The actual boundaries between regions of free and blodked space
ae defined by the envelope of the constraints Constraints are subsumed
(and not applicable) wherever they fall inside this envelope

In general, we can think of a mechanism as having an underlying con-
figuration space of a finite, but passibly enomous, number of dimensions
In the analysis, ane only considers interactions between small numbers of
parts, which coresponds to working in subspaces of the full Cspece

To anive at a useful definition for places in configuration space, we
consider the following 3 requirements that the place vocabulary must sat-
isfy to capture the kinematics of mechanism:

1. The places must distinguish at which points the objects are in con-
tact.

2. For each contact point, it must be possible to give the contact force
in an arbitrary qualitative coordinate system, and

3. For motions spedified in an arbitrary qualitative coordinate system,
it must be possible to enumerate the set of possible pace transi-
tions.

These conditions ensure that the place vocabulary can serve as a ba-
sis for qualitative spatial reasoning about motion The place vocabulary
provides a symbolic framework for spatial reasoning by providing answers
to the following questions;

space to configuration space

» Gven a st of objects, what configurations of contact are possibke?

» Given that some objects ae moving in a particular direction, what

dhenges of contact can result?

This information, combined with qualitative coordinate systems and
dynamical information (i.e.. information about forces, expressed using
Qualitative Process Theory [FORBUS84)) provides the information re-
quired to reason about motion

I-bNdowed’mseadmsmdoonﬁgurahonspaoesmmmhe
resutting regnrsaeplacmsatsMngirmerequwemenls Requirement
(1) mears that there are severa dasses of places fulkdimensional places
where no contact points between objects exist and they ae free to nowe
in any direction, and lower-dimensional paces where the objects are in
contact and some degrees of freedom ae thus eliminated. Note that the
boundaries of a place of dimension d ae formed by places of dimension
d-1 This type of arangement is called a cell complex in topology. Note
aso that all places of dimensions kess than that of the configuration space
ae defined by segments of the constraints or intersections of these

If the boundaries of the places ae desaibed in algebraic fom it is
possble fo satisfy requirements (2) and (3) by computing the directions
of the nomal foroes and boundaries. If such a description is not available,
this information may be found by computing the desired quantities by
local analysis for a sample point In oder to gve unioue results for these
quantiies in a gven qualitative coordinate system, the places have to
be monotonous in the coordinate system, i.e. the qualitative directions
that are computed mey not change. Additional divisions into monotonous
segments have o be mece where this is not the case

As defined so far. the places only distinguish conneded regions of
free space This is a very week description, as the number of different
constraint segments bounding such a region mey be very large This in
tum mey resutt in an impractically large number of ambiguities in the
analysis of the mechanism. We therefore bregk up these regions further
into quasi-convex cells. By this term, we meen cells defined by a set
0 such that all of the points in
the cell satisfy a certain conjunction of inequaliies on the signs of the
C, In oder to ensure this property, we somelimes nesd additional
auves fo further tesselate places, these are caled free-space divisions
ad defined using the aurves of the applicabiity constraints
Whie this implicitly defines a further tesselation. it is infroduced purely
to compensae for idiosyncradies of the algebraic representation, therefore
we do not indude it in the place vocabulary definiion Details of how
regions are broken up can be found in ([FALS87)).

The paces where objects are in contact ae gven by the roots of one
or moe of the constraint polynomials They can be expressed in the same
formalism by replacing the inequalies by equalties \We have
thus obtained a uniform definition of places for any number of degrees of
freedom

The places thus constructed ae amanged in the place graph The ver
tices of this graph are the places, and each places is conneded by edges o
the places forming its boundaries, and possibly to adiacent paces within
the same connected region. This place graph forms the spatial substrate
for an envisionment, which is a directed graph desaribing the possible
qualitative states (places) and transitions between them (FORBUS84].
(DEKLEERS84). [FORBUSS1], [DEKLEERT79]. (DEKLEER75)

2.1 Example of a Place Vocabulary

In this section, we give a brief example of what the place vocabuiary for
an actual medhanism looks like and indicate how it can be used o reason
about the function of a mechanism. Consider the shoan in
Fig. 1 below. Gven that the freedom of the parts has been identified, the
configuration space for this interaction is 2 dimensional, spaned by the
parameters o for the orientation of the wheel and w for that of the anchor
The valid configuration space constraints for this exampe are shown as
solid ines in figure 2 below. The program in this case finds 4 faces of
megaphbrmedbyoonstralntlntersechons These form the boundaries

mecallﬂwsqmwtﬁamﬂhebarrhmdﬂ'eoelaeskagtm
itis just the convexty property
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Figure {: Escapement Exampie

[ orfiguration Dnace

Figure 2: The configuration =pace for the escapement example Note
that the space is a torus surface and thus wraps around on the sides
The horizontal direction is ¢, the vertical y.

of 2 free-space regions ane commesponding to the nomal operation of the
escapement and ane comesponding o the anchor tumed over examples of
these ae shown in figure 3 below We discuss the region comesponding
to the nomal operation of the escapement Figure 4 shows an enlarged
sechion of this part of the configuration space The program adds divisions
of the free space which are indicated by the dashed lines The region is
bounded by of constraint coresponding fo the right
sde and the left side of the anchor touching the whed  These form the
1-dimensional paces the set of configurations where there exists a point
of contact between a cerain vertex and a certain boundary segment of
the object satisfies the comesponding constraint cuve For each tooth,
the program finds 1-dimensional places comesponding to the 6 different
configurations of touch shown in figure 5 below The constraint segments

ing to these are indicated by letters in figure 4 In cases A).
C) and D). there exists a point where the qualitative relation between the
configuration space parameters changes they are thus further subdivided
by the progam Noke that in the actual pace graph, these places art
further broken up by intersecting free space divisions  The places shown
in each row of figure 5 ae conneded in a sequence as indicated by
the amows. There are 14 teeth on the whed so there are 14 periodic
repetitions of the places shown In the actual operation of the escapement.
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Figure 3. Configurations in the 7 legal connected regions

Figure 4 An enlarged section of the configuration space. The letters
refer to the configurations shoan in figure of the amows indicate motion
of escapement during nommal operation

F}

i, — —— oy

Figure 5. Sample configurations for the 1-dimensional places in the
escapement example.



the whedl is moving dockwise and the anchor altematively touches the
whed with its right and its left end This motion is indicated by the
amows in figure 4. The sequence of places it passes through is then A)
-+ B) — infemittend motion — E) —> intermittend moti —+ A)" ...
whee A)' refers to the next periodic repetition of A). The intermittend
motions, where no contact between the objects exists, are represented by
2-dimensional paces

The intersection points between the one-dimensional places are the O
dimensionai places of the place vocabulary The free space region between
the 2 sequences is broken up by severd freespace divisions in order to
satisfy the quaskconvextty criterion. These are indicated by the dashed
lines in figure 4. Note that each free space division begins at a vertex in
configuration space, as the defining applicability constraints intersect the
associated constraints at their endpoints The tesselation infroduced by
the these divisions defines the set of 2-dimensional paces Noke that the
tesselation strongly reduces the number of adiacent 1-dimensional places
and thus senves to reduce ambiguiies in the envisonment that can be
produced using the place graph In this example, the program generales
3 2-dimensional places for each tooth

We can express the adiacendes between the places in the adacency
graph, part of which is shoan in Fig 6 The adacency relation defining
the edoes in the graph is the boundary relation beween the paces A

of motions of the mechanism can be desaibed as a sequence of

pboehansmonsnlfepboegraph and ay ssquene of places admitted
by the adacency relation is an achievable motion In the place graph
free space divisions are represented by explicit objects In figure 6. the
links between identical free-space divisions have been eiiminated to allow
a planar display of the graph

We outline how an envisonment of the escapement s operation can
be obtained using the pace greph  For each place, the set of possibe
transitions s gven as the set of adjacent paces  We desaibe the ve-
locities and forces or moments of the objeds by their signs Noie that
the 2 quantities are related by a simple qualitative differential equation
Each of the one-dimensional places enforoes a monctone relation between
the configuration space parameters  This results in a constant relation
between the qualitative parameters for the motion and foroes within these
paces  The O-dimensional places are contained in 1-dimensional places
and so shae these characteristics For the 2-dimensional places, there
is no contact between the objects and they therefore do not influence
?[Iem ofne)r Details of the actual qualitative simulation are described in
FFN87]
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As a final point, note that we have not described the other region of

free space This region is also boken up into subregions by free-space
divisions and foms a disjoint component of the place graph.

3 Descriptive Power of the Place Vocab-
ulary

The descriptive power of the place vocabulary as a knowledge representa-
tion is characterized by the following three properties First, it mees the
necessaty distinctions to support qualitative mechanica analy-
sis. Seoond, it fully descrbes the topology of configuration spece The
existence of a legal trajectory between 2 points in Cspace is represented
by a path in the place graph, and all topologically distinct trajectories are
distinguished in the place graph Third, there exists a simple mepping
from the symbolic description bed<bﬁ‘eong|naldo'rm Tralectories in
oonﬁguranonsra:eoon&spordlngbpahsnihepboega)hcmbeas
from trajectories through the regions comesponding to the places
ﬂepboembtbyalbmustowﬂnuwslymntalnasetcfapplk
cable constraints on the configuration, so that such traj can be
found by application of relaxation algorithms such as those described in
(KHATIBS85]). The existence of such a mapping is important for any
ion because it defines the meaning of its instances
Note that every non-convex intersection of constraints forces a change
in the qualitative description of the constraint surfaces involved There
fore, the distinctions the place vocabulary mekes are also necessary, and
thus the place graph is the simplest symbolic description that satisfies
our requirements

4 Computation of Place Vocabularies

In this section, we give a brief description of the algorithm to compute
pece vocabularies from a metiic diagram for the case of a kinematic
pair of 2 objects in 2 dimensions, with 1 degee of fieedom each With
vary few exceptions, this case covers all interactions in 2-dimensional
mechanisms, such as geawhesd!s, ratchets escgpements and so forth.

We have implemented a complete system to hande this case for objects
whose boundary aurves are etther straight lines or arcs As the kinematic
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Figare 6: Purt of the Place Graph for the escapement. 2-dimensional places are labelled with FULL-FACE. i-di-
mensional ones with CSEG, and O-dimensional ones with IP. Free-space divisions are indicated by {FD-n.:PLUS)

and (FD-n.:MINUS) to indicate the 2 sides.
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pairs in the medchanism form a kinematic chain a description of it can be
built up from descriptions of the undertying kinematic pairs
The algorithm we are descarbing is not designed to analyze joint con-
figurations This problem has been exduded from this research because
+ There aready exist condse theories of joints and their compaosition

* The space of possibe joints is finite, eliminating the reed for a
generative sysiem
Thus, we assume that the freedom of each part is expilicitly stated as part
of the input information We distinguish the 2 cases of translational and
rotational fieedom As a symbolic description of the parts themselves, we
assume the following boundary-based representation
* an object consists of a set of boundaries and a local coordinate
system centered at the reference point

* aboundaryis an altemating sequence of vertices ad boundary

segments such that each connedts the 2 vertices
adiacent to it and the first ad last vertex of the list ae identical

* a vertex comesponds to a discontinuity in the direction of the bound-
ary, or a change in curvature or the agebraic fom

In our implementation we alow the algebraic type of the boundary curves
to be efther straight lines or arcs Allowing generd algebraic aurves would

reqneagmerdalgebracerg’metosdvepoblemhkedetermnlngln—
and edrema whie the algorithms for such systems exist it
lsrrithefowsofarr&eead\b them Noke that the sym
bolic representation we assume oould be readiy obtained by reamanging
the output representation of a vision sysiem such as Smoothed Local
Symmeties (BRADY86])

4.1 Computing Place Vocabularies for Kinematic
Pairs

The algorithm first computes the set of all possible constraints that the
2 objects may form For vertex constraints which comespond to a vertex
of ane object touching a boundary segment of the other, the constraint is
gven by the condition that the vertex must lie on the boundary segment
Boundary constraints in our implementation ae formed by arcs  They
can be handed in the same manner by observing that an arc touches a
straight line exactly when its center lies on an imaginary line offset by
the radius of the cirdle from the actual are (see in figure 7\ In the case
of rotational freedom for each possible configuration where the objects
touch there exists a dual configuration where the same contact exists In
this case, there then exist 2 aopies of each constraint to account for the
2 cases For each constraint the program computes

« its equation and tangents as function of the configuration space

parameters
* a parameterizaion in ferms of a parameter comesponding to the
location of the point of touch on the boundary segment

« the set of endpoints of the constraint, gven by the condition'that
the contact ooours at the ends of the boundary segment

* a set of applicabiity constraints which separate the valid segment
of the constraint curve between the endpoints from the rest

As the boundary segmerts are connected at their endpoints each endpoint
is common fo 2 boundary segments, and the configurations where 2 such
endpoints touch each ather are common endpoints of up to 4 constraints
We call such configurations touchpoints

Depending on the relative of the objects only a certain
subset of these constraints and touchpoints will aclually be valid For
example, for 2 rotationally atiached objects a touchpoint will only exist
when the distance between the 2 centers is in the interval between the
am ad the difference of the radii of the 2 vertices that generale the
touchpoint This set of actually valid eemernts is determined in the second
siage of the computation
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Figure 7: The arc touches the lines exactly when its center lies on ane
of the dashed lines

The constraints may intersect each other not only at touchpoints  but
can also fom subsumptxon intersections For example, in the exampe
of 2 geawheds, there exists a point where the contact at one tooth is
subsumed by the next Such infersections can ooour anywhere along a
constraint The 3d stage of the algorithm thus tests ail pairs
of constraints for intersection This is implemented by testing endpoints
of constraint segments As the constraints ae 2nd degee curves, there
is a possibility that 2 constraint segments intersect in 2 points, which
would not be detected by this test. This case can be dealt with using
algebraic dedsion techniques based on Stum's theorem So far. we have
not implemented this as we have not obsenved this case in an actual
medensm

Finally, the boundaries of the connected regions of free space can be
found by tracing the faces of the graph fomed by the constraints and
their intersections Only a subset of these qualifies as actual free-space
regons These ae charadterized by the condition that the inside of the
face lies on the legal side of all its bounding constraint segments It is
still possble that a face found in this way is not part of free space This
can be determined by testing a sample point for the existence of overlap
between the objects

In the case of rotational attachment, the topological form of the con-
figuration space mey be a cylinder or torus On such surfaces there mey
exist regions that are bounded by mare 2 distinct connedied boundaries.
This comesponds to having 2 faces of the graph forming the boundary of
a single regon The next step in the algorithm is thus the assodiation of
the faces to find such pairs It is also possble that a region of free-space
hes several disjoint boundaries this case is tested for in a final stage

Finally we introduce further tesselations into the regions to achieve the
quastoonvexity property  For each region, the applicability constraints for
the constraints bounding the region ae tested for valid segments within
the regon Each such segment forms a free space division of the region
This step is camied out separately from the constraint intersection tests
because the assodiation with regions significantly reduces the complexity

4.2 Composition of Place Vocabularies

Place composition is the intersection of severd different place vocabularies
sharing ane or more configuration space parameters to find a singe de-
scription of the places alowed by the objects in conjunction There are 2
different cases in which such place composttion is necessary to compose
pace vocabularies generaied by different boundaries of the same objects,
ad for composing place vocabularies for kinematic pairs into desarip-
tions of kinematic chains We refer to the first case as codxmensxonat
composition, and to the seaond case as chain composition

421 Co-dimensional Place Composition

To compose places in the same configuration space, we have o find the
regons fomed by intersecions of the regons forming the places  In
the general case, this is not an easy problem (see [PS85)) In the case
of 2-dimensional configuration space, the boundaries of the places ae
one-dimensional and have points as intersections. We can find the in-
tersections between the regions by finding all intersections and tracing
out the faces of the resulting graphs, where again an association step is



needed o hande regions with multiple boundaries Note that because the

intersections of quaskoonvex regions ae again quasiconvex the resulting

regons will be legal paces This prooess is the same as that used for
combining the tesselations given by concave chains

Figure 8: The intersections of the backprojections of a, b, ¢ and d define
a face bounding the intersection volume on the backprojection of e.

422 Chain Composition

In the problem of chain composition we heve 2 place vocabularies whose
configuration spaces have ane ar moe parameiers in common The re-
gions corresponding to the places must be ' backprojected” into the prod
uct space of the 2 C spaces  The composed place vocabulary is defined
by the regions formed by the intersections of these badkprojections Like
the co-dimensional problem, in the generd case, this is also a very difficult

In the case of 2-dimensional configuration spaces, however, the pace
vocabulaies share at most ane singe parameter The intersection prob-
lem is then very smple as it is reduoed o interval intersection tests in
that parameter This is because the plares fomed by the badkprojections
of the constraint segmens bounding the places intersect if and only
the intervals they cover in the common parameter intersect  Furthemrmore,
nore of these intersections can be subsumed by other backprojections. so
that all the intersections of the badkprojections actually ooour as bound-
anes of the intersecting voume The composition process is illustrated
in Fig 8 below

4.3 Implementation
We have implemented the algorithm for computing place vocabularies for
kinematic pairs in Common Lisp on a Symbolics Lisp machine The ini-
tial instantiation of the constraints is rather sow due to the symboiic
algebra required (for the escapement example this stage takes about SO
minutes) The further computation of the place vocabulary for the escape-
ment takes about 35 minutes, with completely unoptimized code Because
it is intended to be usad for further research the implementation wses a
symbolic algebra system for manipulation of the information about the
objects The computation could be sped up markedy by computing these
directly Also, the algorithms could be very well implemented in parallel
The program hes also run on other examples like a ratchet and gear
wheels, and we are curently in the process of analyzing the interactions
in an actual dockwork, the ORG dock shown in figure 8

5 Conclusions

We have presented an application of the qualitative reasoning approach

o mechansm kinematics We have infroduced the conoept of place vo-

cabularies and shown that it is a welkdefined and useful representation of

mechansm kinematics We have presented an implemented algorithm o
place vocabularies and gven an exampe of its application.

We have not investigated as yet how the techniques we have imple-

mented can be generalized to 3 dimensions or moe degrees of freedom

Figure 8: The QRG dock

There exist ic techniques besad on dedsion methods ((TAR4S].
[SCHS83). [BKR85] [KY85]) which provide an existance proof of such
algorthms but ae rather cpace and inefficient Because the input
ad output of the algorithms ae the same as those of a spedak
ized algorithm, it may be possble to specialize them to obtain algorithms
similar 1o the ones we have presenied for moe caes This might
be a promising research strategy for extending the range of validity of the
curent implementation

Currently, we are investigating ways to compute the place vocabuiary
in a qualitative merner with partial information Such algorithms will alow
us o apply the pace vocabuiary concept to medhensm design problems

A question we ae unfortunately still far from answering is that of the
humen spatial ability The problem here is that there is no well defined
dass of problems that people can solve perfectly, which prohibits formula-
tion of smple requirements for a theory. By showing more dearly what the
actual requirements for perfect reasoning are, we hope o have provided a
basis for deriving cognitive theories by weakening the techniques
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