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ABSTRACT

Compression dilatometer tests were used to study the hot deformation response

of a zirconium (Zr)-2.5% niobium (Nb) alloy over the temperature range 650!C

to 850!C and strain rates of 10"2.5 s"1 to 10þ1 s"1. A high number of test

conditions was used (72, with every test duplicated) in order to assess how

differences in data processing influence the resulting relationships among flow

stress, temperature, and strain rate. Particular attention was paid to processing

maps, showing strain-rate sensitivity over the processing domain, commonly

cited in the field and widely used as a basis to determine optimum processing

conditions. Significant variations in these maps were found to depend on the

number of data points included and the fitting procedure used to smooth the data.

A finite element model of the test demonstrates the order of the corrections that
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can be required to the flow stress and the consequent processing maps due to

friction at the platen-workpiece interface and nonuniform temperature and

deformation in the test piece. Changes in crystallographic texture, measured using

electron-backscatter diffraction, illustrate the effect of temperature, strain, and

strain rate on the deformation, phase transformation, and recrystallization

mechanisms. A significant spread in response arises as a result of variation in

microtexture among samples and the tendency for flow to localize, giving rise to

scatter in the measurements and generating artifacts in the processing map.

Although the processing map methodology is strongly affected by experimental

uncertainty, a detailed analysis of the final microstructures in the test samples

shows similar features to those produced during industrial-scale processing,

providing insight into the deformation mechanisms in dual-phase Zr-Nb alloys.

Keywords

alpha beta processing, zirconium, compression testing, processing maps

Introduction

The specific thermomechanical processing route for zirconium (Zr) alloys is chosen

to control the development of microstructures and favored crystallographic orienta-

tions (textures), which greatly affect the mechanical properties of nuclear reactor

components in service.1,2 For the use of stronger dual-phase zirconium-niobium

(Zr-Nb) alloys in new nuclear applications,3 containing both a (hexagonal close-

packed) and b (body-centered-cubic) phases, a better understanding of the effect of

processing parameters on two-phase microstructure and texture evolution during

high-temperature deformation is required to minimize process development costs

and for optimization of the processing route.

In an ideal process optimization study, the microstructure evolution would be

studied by characterizing the material deformed under well-controlled process con-

ditions. But because the stress-strain response of a material is affected by the consti-

tutive behavior and microstructural evolution, it has been suggested that the stress-

strain behavior alone could be used to determine the optimum processing condi-

tions. This is the idea behind the processing map tool proposed by Prasad et al.,

which is based on the approach of dynamic materials modeling (DMM).4,5 In this

approach, effective processing conditions are those that maximize the power dissi-

pation term g, which describes the partitioning of deformation energy between dis-

sipated heat and storage through microstructural changes in the material.6 The

term g is defined as m/(1 þ m); therefore, maximizing g is equivalent to maximiz-

ing the strain-rate sensitivity, m. Processing maps have been widely used to deter-

mine the optimum hot deformation regimes in all materials, including Zr alloys7–20

and titanium (Ti) alloys,21–26 in studies where observations of the final microstruc-

tures at room temperature are used to validate the process map. The processing

map approach has become even more popular recently, with the wider availability

of thermomechanical simulators such as the Gleeble and compression dilatometers,

which significantly speed up compressive testing. These machines make it very easy
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to rapidly produce process maps and quickly assess new alloys for processability,

which has led to an explosion in the number of process map studies for all kinds of

alloys and composites.

Despite its popularity and wide acceptance, there are significant shortcomings

with using the process map methodology to identify processing conditions. There

has been strong criticism of the DMM approach underpinning the method. It has

been called too simple to account for the complexity of the many deformation and

microstructure evolution processes involved.6,27,28 Many recent articles avoid using

the power dissipation term from the DMM approach and instead create processing

maps using only strain-rate sensitivity values, which are almost equivalent. It is

plausible that a high strain-rate sensitivity might identify deformation conditions

where nonconservative mechanisms are active, involving grain and phase boundary

movement, for example.13,16,20,29–33 However, obtaining strain-rate sensitivity varia-

tion using the methodology proposed is fraught with difficulties that are very often

ignored or given only cursory attention. The method relies on data from hot uniax-

ial compression tests, during which the deformation conditions always vary across

the sample in ways that depend on the details of the experimental setup. Although

the data are often “corrected,”12,30 details of these corrections are often not given.

Furthermore, the material tested often has large microstructural features of sizes com-

parable to those of the samples tested,12 which cause experimental scatter, but this is

either ignored or not reported. One of the consequences is that although the processing

map methodology is very popular, reproducibility is very poor. For example, the con-

tour maps for a Zr-2.5Nb alloy in the low strain-rate regime (10"3 to 10"2 s"1) show

many different maximum values for m formed at either 710!C to 830!C,16 730!C,16

750!C,11 770!C to 900!C,16 900!C,11 920!C to 1020!C,12 and 950!C.15

The aim of this study was to critically assess whether the processing map

approach can be used to predict microstructural development in Zr-2.5Nb and to

identify ideal process conditions. The process map methodology was used but with

many more tests than is usual and repetitions at each condition. A finite element

(FE) model of the tests was used to evaluate the effects of friction and thermal gra-

dient and the resultant inhomogeneous deformation. This paper explores these fac-

tors and highlights the variations in outcome that can arise in interpreting flow

stress data to develop process maps purely derived from differences in analysis

method. It then tests processing map predictions by comparing the microstructures

of samples deformed under different conditions.

Compression Dilatometer Tests

STARTING MATERIAL

The material studied was a Zr-2.5Nb alloy specially produced by the Wah Chang

Corporation to obtain a small prior-b grain size. This was achieved through forging

of a 27-in.-diameter ingot into a 5-in.-thick slab, which was then hot-rolled to 3 in.

thick and finally machined to a starting material block, shown in figure 1A.
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The b-transus in the starting Zr-2.5Nb material was recorded at 890!C, which was

determined by length changes measured on a DIL 805 A/D/T quenching and defor-

mation dilatometer during an inductive heating cycle at 1.5!C/s. The initial forged

microstructure was air-cooled from just above the b-transus, resulting in a micro-

structure of Widmanstätten packets of a-laths, as shown in figure 1C and D, sepa-

rated by fine filaments of retained metastable bzr.
34 Analysis of the starting material

shows prior-b grains covering an average area of 0:596 0:04mm2 with a diameter

of 0:756 0:03mm, which are significantly smaller compared with previous hot-

deformation studies on Zr-2.5Nb.12

A number of cylindrical specimens measuring 10 mm in height and 5 mm in

diameter were machined from the forged block, as shown schematically in figure 1B,

with orientation relative to the plate. These were cut with a starting texture such

that the a-phase basal pole maxima was initially aligned parallel with the compres-

sion direction (CD) along the longitudinal axis of the sample, as shown in figure 2.

A map of the indexed a orientations, as slices taken from cross sections of the sam-

ple, are shown in the radial (R1, R2) plane and in the CD-R2 plane. Also shown are

reconstructed maps of the larger b-grains formed at high temperature, which were

determined using a b-phase reconstruction software developed by Davies et al.35–38

FIG. 1 (A) Schematic of the starting forged block of Zr-2.5Nb material and

(B) a machined compression cylinder, showing orientation of the sample

compression (CD) and radial (R1 and R2) directions relative to the rolled plate.

The optical polarized light micrographs of the starting microstructure show

(C) packets of fine Widmanstätten a-laths, along with (D) the outline of much

larger prior-b grains.
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HOT-COMPRESSION TESTING

Compression tests were carried out using a TA Instruments DIL 805 A/D/T

quenching and deformation dilatometer. A disadvantage of other high-temperature

compression rigs is that a furnace is usually used to heat samples, which is time

FIG. 2 Analysis of starting a and b orientations within a compression sample. Pole figures,

showing the texture measured over an area of 145mm2 at a step size of 5 μm, are

plotted for the a-phase in (A) and b-phase in (D) with respect to the subsequent

compression (CD) and radial (R1 and R2) directions. The orientation maps are

shown as cross sections of a compression sample, with many fineWidmanstätten

a-laths in (B) and (C) and a number of larger b-grains appearing at high

temperature in (E) and (F), which were reconstructed using a software algorithm.
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consuming and expensive. Temperature on the dilatometer is instead controlled

through induction heating of samples, which has the advantage of providing fast

heating and cooling rates, with minimum sample changeover time between tests,

for quick investigation of a large hot-compression matrix.

Test temperatures were chosen to cover the range over which the a/b volume

fraction changes with temperature.39 Temperature was monitored using an S-type

thermocouple, welded at mid length on each specimen. Compression tests were

conducted at temperatures, T, of 650, 675, 700, 725, 750, 775, 800, 825, and 850!C.

Tests were conducted in an inert helium (He) gas atmosphere to minimize sample

oxidation. The specimens were heated to the deformation temperature at 5!C/s and

held for 3 min to homogenize the temperature. At each temperature, tests were con-

ducted at a constant strain rate, ė, of 10"2.5, 10"2, 10"1.5, 10"1, 10"0.5, 10þ0, 10þ0.5,

and 10þ1 s"1 to a true strain, e, of 0.69 (corresponding to 50% height reduction).

Tests were also repeated at each condition. In order to minimize frictional stresses

generated during deformation, a graphite and nickel lubricant was applied between

the specimen and the silicon nitride (Si3N4) compression platens. Heat loss to the

silicon nitride platens was found to contribute to a 50!C to 100!C temperature dif-

ference from the edge to the center of the compression sample. Immediately after

the hot-compression test, specimens were cooled at a rate of 5!C/s and the recorded

data converted to true stress and true strain plots.

DATA REPOSITORY

All experimental data are available from the Zenodo repository, along with an

accompanying python script to generate the plots.40

TRUE STRESS-STRAIN RESPONSE

The convention in compression testing is to convert the measured force-

displacement response to a true stress-strain response, assuming homogeneous fric-

tionless deformation:

rtrue ¼
F

pD 2
and etrue ¼ ln

H

H0
(1)

The instantaneous diameter, D, is calculated from the height, H, the original diame-

ter, D0, and the original height, H0, using volume conservation. Figure 3A and B shows

the idealized shape change assumed in equation (1); in contrast, figure 3C shows a pre-

dicted sample shape with barreling due to friction and a nonuniform temperature. It

is still convenient to convert the force-displacement data using equation (1), using a

notional average diameter as calculated as usual, for example, to compare test data FE

predictions and published constitutive data. Test data presented in this way will be

referred to as notional true stress-strain curves, to distinguish between these and a

corrected constitutive response. Figure 4A shows a sample of measured force-

displacement curves at a constant temperature for various strain rates and the corre-

sponding true stress (r) versus true strain (e) responses.
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The experimentally measured true stress-true strain responses are shown in

figure 4B and C, demonstrating the effect of different temperatures at constant strain

rate (10"2:5 s"1) and different strain rates at constant temperature (800!C), with

the complete data set available in the repository.40 The yield strength shows a clear

trend with strain rate and temperature, with higher material strength at low tem-

peratures and high applied strain rates. Following peak stress, the curves indicate

that the material undergoes flow softening. All curves exhibit flow softening to a

degree, although the amount varies with temperature, as well as with strain rate.

The largest reduction in flow stress is recorded at 650!C. Continuous apparent flow

softening always appears at higher strain rates ( _e > 10þ0 s"1), along with flow soft-

ening exhibited in all tests at temperatures up to 800!C up to the largest strain

increment (e ¼ 0:69). Near steady-state behavior is only reached in the majority of

tests at 825!C and 850!C. These characteristics of flow softening are commonly

observed during deformation in the a þ b regime of Zr and Ti alloys with starting

lamellar microstructure.12,15,16,24,30,31

The repeatability in most cases is very good, with variation between duplicates

of the order of 5% to 10%, which may reflect real microstructural variation rather

than experimental variability. The flow behavior is mostly reproduced in the major-

ity of repeat tests, although there are noticeable differences in the flow stresses at

some conditions. The uncertainty is greatest at low temperatures and high strain

rates, when the flow curves exhibit some sharp variations in stress over time.

Although the majority of raw data show relatively smooth flow stress behavior, a

few tests at lower strain rates also showed occasional sharp drops in stress. Even at

the highest temperatures, when the flow curves appear smooth and closely repli-

cated, differences of around 5 MPa exist between samples. Therefore, for the pur-

poses of fitting an average response, two flow stress data points were extracted for

analysis at a given strain in each given test.

FIG. 3 Sample shapes in hot compression: (A) initial, (B) idealized homogeneous and

frictionless, and (C) predicted shape, showing barreling due to friction and

temperature gradient.
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MICROSTRUCTURAL ANALYSIS

Analyses of the microstructures and crystallographic textures of the Zr-2.5Nb alloys

were made on the deformed specimens after sectioning parallel to the compression

axis. Following sectioning, samples were mounted in Bakelite and ground using wet

silicon carbide abrasive papers with 600 and 800 grit, followed by 6 lm and 1 lm

diamond mechanical polishing, with a final polish using a 5:1 solution of colloidal

silica/hydrogen peroxide.

FIG. 4 (A) Sample force-displacement responses and corresponding notional true

stress-strain responses at a range of different strain rates at 750!C. The effect of

(B) different temperatures, T, at a strain rate of 10"2:5 s"1 and (C) different strain

rates, ė, at a temperature of 800!C on the measured notional true stress-strain

responses represents a sample of the flow stress data for Zr-2.5Nb in uniaxial

compression recorded using the dilatometer.
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Macrotexture measurements of the selected regions, before and after deforma-

tion, were performed using electron backscatter diffraction (EBSD) on the FEI

CamScan MX2000 field emission gun scanning electron microscope and TESCAN

MIRA3 field emission gun scanning electron microscope. EBSD data were collected

at an operating voltage of 20 kV with a working distance of 27mm for the CamScan

and 20mm for the TESCAN. Both systems are equipped with AZtecHKL EBSD sys-

tems for pattern indexing, with subsequent analysis performed using Channel 5

software.

For the initial measurement of the starting forged material texture, a 5lm step

size was chosen and a total area of 145 mm2 was analyzed. Following compression,

macrotexture maps of the deformed samples were also recorded at a step size of

5lm, over the entire surface parallel to the compression axis, in the R1-CD plane.

Texture changes were measured both across the entire specimen and located within

a deformed band at the center, covering a rectangular area of about 5 by 1 mm.

Fine microstructure orientation maps were also recorded at the center of samples

following deformation at different strain rates of 10þ0 s"1 and 10"2:5 s"1 at 800!C,

using a step size of 0:25 lm to index both the a and b phases and to investigate the

differences in grain structure.

The images of compression samples deformed at 700!C, 800!C, and 850!C at

strain rates of 10þ0 s"1 and 10"2:5 s"1 are shown in figure 5. The microstructures

show clear evidence of nonuniform straining, with undeformed material in the

form of dead metal zones (DMZs) at the top and bottom of the sample, retaining

the large prior-b grain structures from the starting material. Heavily deformed

regions localize at the center. The different combinations of deformation parame-

ters (temperature and strain rate) contribute to the extent of nonuniform strain gra-

dients, affecting flow localization at the center and barreling of the edges. Flow

localization at the center appears to increase at higher deforming temperatures, at

800!C and 850!C, leading to extensive breakdown of the starting prior-b grain

structures, which is also most significant at lower strain rates of 10"2:5 s"1. At

700!C, and at both 10þ0 s"1 and 10"2:5 s"1, the sample center contains larger indi-

vidual prior-b grains that are less deformed, suggesting a more homogenous strain

gradient and less localization. Throughout the samples, the dependence of the mac-

roscale deformation on interaction of large prior-b grain regions, along with strain

localization at grain boundaries, is evident. In some cases, whole prior-b grain

regions are seen to slide out from the barreled surface. This is most clearly seen at

the top right of the specimens in figure 5C as well as in the bottom right of figure 5D.

The strain gradient in the sample is reflected in the variation of the a crystallo-

graphic orientation across the sample, as shown after deformation at 850!C and

10"2:5 s"1 in figure 5E. In the DMZs, each prior-b grain retains the different a vari-

ant orientations. However, at the center, in the region of localized flow, the a orien-

tations develop a weak texture, aligning the 11!20h i parallel to CD and forming the

0002 basal pole with maxima in R1 and R2, along with a spread throughout the

radial plane.
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Finite Element Modeling of Hot-Compression

Tests

Finite element analysis was used to assess the influence of inhomogeneous deforma-

tion in the dilatometer tests, in particular the apparent shift in true stress-strain

behavior due to friction at the platens, and a temperature gradient due to heat loss

to the platens. Capturing the nonuniform temperature field requires a full heat

transfer analysis of the dilatometer rig. This is challenging because the control

FIG. 5 Optical polarized light micrographs of the Zr-2.5Nb compression samples after

deformation at different temperatures and strain rates of (A) 700!C, 10þ0 s"1;

(B) 800!C, 10"2:5 s"1; (C) 800!C, 10þ0 s"1; and (D) 850!C, 10"2:5 s"1 . The extent of

flow localization and barreling is seen to increase with increasing temperature

and decreasing strain rate. An a-phase orientation map shows dead metal zones

(DMZs) at the top and bottom of the sample after deformation at 850!C,

10"2:5 s"1 in (E), along with crystallographic texture changes observed in the

central deformed region.
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system includes both induction heating and forced inert gas cooling to manage the

sample temperature, and heat losses occur into the loading platens, while plastic

dissipation adds a further nonuniform internal heat source. Furthermore, a single

central thermocouple does not provide sufficient information to calibrate the heat

transfer conditions between the sample and the platens. This study therefore

involved a parametric investigation of the effect of friction and temperature gradi-

ent, using simplified boundary conditions.

MODELING METHODOLOGY

A numerical scheme was developed for inferring the uniaxial true stress-strain

response by applying a systematic correction to the notional true stress-strain

response taken directly from the test data, accounting for the influence of friction

and inhomogeneous temperature. The procedure is illustrated in figure 6 and is

summarized as follows:

(a) Take a first estimate for the constitutive response, r ¼ f T , _e, eð Þ, as input

to the FE analysis, predicting the force displacement for the test matrix,

and converting to notional true stress-strain (as for the experimental

response, using equation [1]).

(b) At a number of discrete strains, evaluate the offset in stress, Dr ¼ f T , _eð Þ,

caused by friction and a temperature gradient.

(c) Subtract this Dr from the experimental notional true stress-strain data, to

give a corrected input data set for r ¼ f T , _e, eð Þ, and use this to repredict

the experimental curves (in the form of notional true stress strain) to vali-

date the corrected constitutive data.

FE MESH AND THERMAL BOUNDARY CONDITIONS

The axisymmetric mesh and initial dimensions are shown in figure 7, along with the

idealized temperature boundary conditions. The temperature gradient was not mea-

sured in situ for the Zr-2.5Nb alloy. Nevertheless, similar tests using a Ti-6Al-4V

alloy, under similar conditions using the same dilatometer, indicate peak gradients

of the order 50!C to 100!C, which reduce during the test as the sample shortens. It

is reasonable to expect a similar temperature gradient to appear in the Zr-2.5Nb

alloy because it is mostly affected by heat conduction to the loading platens, and

Zr-2.5Nb has a similar thermal conductivity to Ti-6Al-4V (17:1W=mK compared

with 7:1W=mK). The central temperature is well-maintained by the dilatometer, up

to strain rates around 1 s"1, above which adiabatic heating by plastic dissipation

leads to a rise in the central temperature. In the current work, in the absence of

temperature data from the Zr-2.5Nb instrumented tests, a gradient was maintained

from the nominal test temperature at the center of the sample to a fixed tempera-

ture below nominal at the platen interface.

Friction is difficult to measure so a constant friction coefficient was applied in

the model and treated as an adjustable parameter. It is found that beyond a value of

l ' 0.5, the radial spread at the platen is small, and there is little sensitivity to the

value of l. A sensitivity analysis was conducted to explore the influence of friction
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and the imposed temperature difference, with the final sample shape providing a

qualitative comparator with the experiments (as in fig. 5). This analysis included the

usual checks on mesh sensitivity and convergence, and details are available

FIG. 6 Methodology for correcting the true stress-strain response using the FE model:

(A) taking an initial r ¼ f(T, ė, e) from the notional experimental data as input and

determining a correction Dr(T, ė) from the FE output; (B) applying correction

Dr(T, ė) to the experimental data; and (C) validating the corrected FE input by

matching the FE prediction with the experiment. FE modeling of true stress-

strain curves for two temperature/strain rate combinations: (D) and (E) 700!C,

10þ0:5 s"1 and (F) and (G) 800!C, 10þ0:5 s"1 , show the initial input from the

experiment (solid red), the resulting output (solid blue), the corrected input

(dashed red), and the resulting corrected output (dashed blue) responses.

The offset, Dr, indicated by the black arrows, is seen to vary with strain at the

different conditions.
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elsewhere.41 The results presented in this paper apply a friction coefficient l ¼ 0.5,

and a temperature difference of 100!C, which represent a worst-case upper bound,

as a proof of concept.

CONSTITUTIVE DATA

The methodology addresses something of a circular problem—correcting the stress-

strain response requires a reasonable first estimate of the constitutive response—to

use as an input to the FE analysis. Options for this first estimate are: (a) true stress-

strain constitutive response from the literature, if available and reliable, and (b) a

data set for r ¼ f T , _e, eð Þ that is extracted from the experimental data. Because the

objective is to find the offset in the data Dr ¼ f T , _e, eð Þ, due to friction and a tem-

perature gradient, it is reasonable to assume that this correction will be insensitive

to the absolute values used as input, provided the flow stress and its variation r ¼

f T , _e, eð Þ cover the same processing domain as the experiments.

FIG. 7 FE model, showing the axisymmetric mesh, geometry, and boundary conditions.

The compressive force is defined by F, and the friction force is defined by the

product of the friction coefficient, μ, and the pressure, p. The temperature

gradient is defined by a nominal temperature at the center, Tnominal, and the

temperature drop, DT.
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An isotropic plastic response for the Zr-2.5Nb alloy was assumed, in spite of its

strong texture and complex phase transformations, as the goal is to capture the first-

order effects of friction and temperature gradient. Hence, an isotropic average constitu-

tive response is sufficient. The initial FE analysis used a perfectly plastic (strain-inde-

pendent) fit to the raw data at a low strain e ¼ 0:05. This implementation was used for

setting up the FE model as outlined previously (e.g., for checks on convergence and

mesh size and the sensitivity analysis on friction and temperature gradient41).

For the full analysis of the correction to flow stress, it was preferable to avoid

loss of detail by curve-fitting directly to the experimental data before they had been

compensated for inhomogeneity in deformation. The analysis therefore reverted to

a full look-up table for flow stress r ¼ f T , _e, eð Þ, using the notional true stress-

strain curves directly, rather than a perfectly plastic response. This still required

judicious smoothing of the experimental data (to avoid introducing artifacts in the

data, such as local nonphysical fluctuations in strain-rate sensitivity). The data were

extracted at discrete strains at intervals of 0.05, and second-order surface fits were

used to find r ¼ f T , _eð Þ at each strain, taking account of the scatter between repeat

experiments. Smoothing of point-to-point fluctuations in the raw experimental data

is best conducted as a simultaneous surface fit in both T and _e because fitting at an

isolated temperature or strain rate readily introduces nonphysical artifacts, such as

crossover of curves at different T or _e. The goal was therefore to achieve a surface fit

for flow stress r ¼ f T , _eð Þ, with smooth continuous gradients and curvature, while

using the lowest order fit possible, to avoid any overfitting. Note that these argu-

ments also apply to the generation of processing maps considered later in the

paper.

CORRECTION USING FE MODEL

A 2( 2 matrix of tests was chosen with conditions that fell inside the upper and

lower limits of both temperature and strain rate: 700!C and 800!C, 10"2 s"1 and

10þ0:5 s"1, subsequently expanded to a 3( 3 matrix with an intermediate T and _e.

The real tests experience T and _e distributions above and below the nominal test

value, so narrowing the test matrix for the FE analysis limited the uncertainty

caused by extrapolation beyond the ranges of the input constitutive data.

Figure 6 shows FE results taken from the 2( 2 matrix of conditions: the input

and output stress-strain responses, indicating the stress offset Dr, and the corrected

constitutive data, with the predicted and experimental notional true stress-strain

curve. The correction methodology works well, only requiring a single iteration to

generate a corrected look-up table for r ¼ f T , _e, eð Þ. Note that the magnitude of

the correction varies with strain, so that the interpretation of the extent of work

softening may be significantly modified, as well as the magnitude of the flow stress.

The analysis was then conducted over the 3( 3 temperature and strain rate matrix,

at every strain up to 0.6 in intervals of 0.05. It is not claimed that this yields a defin-

itive constitutive response because the correction applied depends on the tempera-

ture gradient and friction coefficient. But, the analysis demonstrates that there is a
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significant influence on the true stress-strain response of the inhomogeneity in the

deformation. A more accurate correction could be made, given a better knowledge

of the temperature distribution, via experiment and heat flow modeling.

The FE model in its current form can be used for further analyses—for exam-

ple, to estimate the discrepancy between the nominal test conditions and those

experienced in the central region of the sample. Figure 8 shows a number of pre-

dicted distributions in local conditions at the end of the deformation stage, for a

high strain rate (1 s"1) at a test temperature T ¼ 800!C at the center of the sample,

with a temperature gradient of 100!C. The plots of strain and strain rate show good

qualitative equivalence with the experimentally observed deformation in figure 5C,

with clear DMZs and deformation concentrated in the midplane of the sample. A

semiquantitative comparison can be made with the extent of barreling, character-

ized by the ratio of the maximum cross-section area to that of the notional cross-

section area in the absence of barreling—as in figure 3B and C. Figure 9 shows a heat

map fitted to the experimental data and to the corresponding predictions of the FE

analysis. The trend of increased barreling from top left to bottom right is captured

well, with reasonable quantitative agreement.

Figure 8 shows that the local strains and strain rates in the center of the sample are

approximately four to five times higher than the nominal values. From equivalent

FIG. 8 Contour maps of the FE predictions at the end of a test at an initial central

temperature of 800!C and nominal strain rate of 10þ0s"1, showing equivalent

von Mises stress and strain, temperature, and axial strain rate.
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output at other strain rates, it is apparent that the kinematic self-similarity on the

deformation means that this factor is almost independent of the imposed strain rate, in

part because the imposed temperature profile is identical in all cases. The analysis dem-

onstrates therefore that microstructural interpretation of dilatometer samples (or,

equally, deeper analyses of the central region using crystal plasticity) must take due

account of the inhomogeneity in the deformation conditions.

A further application of the FE corrected flow stress data is in the extraction of

material characteristics from the constitutive data—such as strain-rate sensitivity—

as presented in the literature as processing maps. This is investigated in the next sec-

tion, following a study of the influences of data sampling procedures on the form of

these maps.

Discussion

STRAIN-RATE SENSITIVITY PROCESSING MAPS

The standard procedure for obtaining strain-rate sensitivity (processing) maps is as

follows.12

• Obtain flow stress values from experimental stress-strain curves at a prede-

termined strain value (usually 0.5).

• Fit cubic polynomials to log(r) vs log( _e) values at each constant temperature.

• Differentiate the cubic polynomials to obtain the strain-rate sensitivity m.

• Plot m on a map of log( _e) against temperature.

The results of this analysis are shown for the uncorrected data in figure 10A. The

overall trend is an increase in strain-rate sensitivity with decreasing strain rate and

increasing temperature. The analysis yields negative strain-rate sensitivity values for

FIG. 9 Heat maps of the cross-sectional area showing (A) experimentally measured

barreling and (B) barreling predicted by the FE model.
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FIG. 10 The development of processingmaps for Zr-2.5Nb using experimental stress data

at e ¼ 0:5. Showing (A) the entire dataset, plotted as log of stress versus log of

strain-rate data at each temperature, with the derivative of the cubic fit used to

determine a contour map of strain-rate sensitivity,m. Reducing the data set in (B)

and (C) sees different maxima andminima appear across the processing map,

which differ in comparison with a previous study by Chakravartty et al.12 in (D)

and demonstrate the dependence of the results on the number of data points

included in the study. The true material stress calculated from the FEmodel

produces a correctedmap in (E), which smooths out maxima andminima and

shows only an increase inm at higher temperatures and lower strain rates.
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tests at low temperatures and high strain rates, which may be a consequence of adi-

abatic heating or nonuniform conditions in the sample (or both) or could be a

numerical artifact due to the data sampling. In previous studies, adiabatic heating is

corrected for using a variety of different methods.12,15,16,42,43 Here, the thermocou-

ple on the sample measured a 50K temperature spike during the initial stages of

deformation at the highest strain rates, which is eliminated during the test by the

temperature controller on the dilatometer. Nevertheless, the initial temperature

spike may be sufficient to induce permanent softening in these samples, producing

apparent negative strain-rate sensitivity.

The process map has a clear peak in strain-rate sensitivity at 775!C, which

would indicate optimum processing conditions. Peaks at 750!C to 775!C have

been reported by other researchers.11,15,16 However, it is difficult to compare pro-

cess maps directly because the maps are plotted differently, and the regimes

change when they cover different process parameter ranges.12,18 They also invari-

ably contain fewer measurement points (five temperatures and strain rates and

sometimes fewer), with no repeated tests. To illustrate the variability in the map

due to the size of the data set, subsets of the data produced here were used to pro-

duce process maps using only five different strain rates at each temperature. The

resultant maps are shown in figure 10B and C. These show that reducing the num-

ber of points noticeably changes the appearance of the processing map: it changes

the values of the maximum and minimum strain rate measured and moves the

position of the high strain-rate sensitivity peak by as much as 50!C. This is a

direct consequence of using a cubic polynomial with only five experimental

points, of what is, unavoidably, somewhat noisy data. Interestingly, one of these

new maps (fig. 10B) agrees reasonably well with the map from the data by Chakra-

vartty et al.,12 shown in figure 10D, unlike the original map with all the data points,

which looked quite different.

To explore the effect of measurement uncertainty on individual measurements

on the final process map, random noise normally distributed over a 65MPa range

around the mean was added to the mean of the flow stresses measured at each

FIG. 10 (continued)
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condition. The results of this exercise are shown in figure 11. Although all process

maps show the same overall trend of increasing strain-rate sensitivity with decreas-

ing strain rate, the temperature at which peaks in m appear varies, as do the calcu-

lated values. This variation in map appearance is consistent with the variation seen

in the literature,11,12,15,16,18 but it is again the consequence of using a cubic polyno-

mial to fit the data. These maps use all the data points measured, and the differ-

ences among the maps are even more noticeable if fewer points are measured.

The data used to produce these processing maps assume ideal uniaxial com-

pression conditions, which cannot be met during compression testing, especially at

high temperatures where friction is always significant. New fast-testing solutions

such as the Gleeble and the compression dilatometer used here introduce larger

temperature gradients than in more conventional isothermal tests. In our case, and

as demonstrated by the FE analysis, there are both clear friction and temperature

effects that produce both a strain and strain-rate gradient along the gauge. The

most obvious manifestation of these effects is sample barreling. In some processing

map studies, a barreling correction is applied to the results to account for the sam-

ple shape change during deformation and the development of triaxiality.42,44,45

However, these corrections are insufficient since as the FE simulations show the

link between the macroscopic nominal stress-strain curve and the actual stress-

strain behavior of the material is not so simple. In each test, the macroscopic sam-

ple response is an average of the material behavior over all the different conditions

in the sample. The range of conditions within a sample depends on the experimen-

tal setup and the constitutive behavior of the material. In materials with coarse

microstructural features, the magnitude of these effects will vary from sample to

sample. This is evident in the results for the tests at 700!C as can be seen in the

heat map in figure 9, where the barreling varies significantly for samples tested at

similar, relatively low strain rates. Because the processing map workflow involves

fitting the data at different temperatures separately using a cubic polynomial, these

effects propagate into the strain-rate sensitivity map, producing a peak in m. It is,

therefore, not surprising that process maps have poor repeatability.

FIG. 11 Analysis of the effect of 65 MPa random noise on the predictions of the

experimental processing map. Showing differentm maxima and minima

appearing at different temperatures at a low strain rate 10"2:5 s"1
! "

.
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In order to determine the true constitutive response of the material, data from

the FE analysis were fitted using a surface fit in temperature strain-rate space, where

it became clear that the scatter in the data did not justify the use of a polynomial of

an order higher than two. Using this data to create a process map produces the

map shown in figure 10E. The corrected data slightly decrease the gradient in strain-

rate sensitivity with temperature and completely remove the peaks in m between

725!C and 800!C, yielding a smooth increase in strain-rate sensitivity with increas-

ing temperature and decreasing strain rate, peaking at 800!C. The peak value of m

at 800!C is somewhat higher than the measured values and could be a consequence

of extrapolating beyond the calibration data at this extreme condition, where the

strain and temperature gradients are highest and there is a lack of a correction

at 850!C.

The variation in deformation conditions experienced within one sample are

reflected in variations in the microstructure seen after the test. These variations in

microstructure provide a range of opportunities to find evidence for the regime pre-

dicted by the process maps, which helps explain why many studies are successful in

validating the approach via postmortem microstructural analysis.7–26 Very few

articles contain full sample metallographic images, such as those shown in figure 5,

and only give limited consideration to the range of deformation conditions in the

sample. However, strong emphasis is invariably given to examining the sample at

the midsection, away from the platens, which implies that the microstructure does

vary significantly in all cases.

Given this deformation inhomogeneity, identifying the best region to study

becomes very difficult because there is no volume for which the conditions are con-

stant. This is made even more difficult by the presence of coarse microstructural

features such as grain boundary a that cause strain localization and introduce

asymmetry to the deformation. Nevertheless, with the assistance of the FE simula-

tions, we can estimate the actual process conditions in the center of the samples

tested here. The predicted effective strain and strain rates at the midpoint of four of

the samples are shown in table 1. The predicted strain and strain-rate values are

some two to five times higher than the nominal test strain value. This implies that

even if one is careful to analyze only the midsection of the sample, the

TABLE 1 Comparison between nominal strain (0.69) and strain rate and the finite element (FE)

predicted strain and strain rate, at the center of the sample at 700!C and 800!C

Temperature (8C) Nominal Strain Rate (s
"1
) FE Predicted Strain Rate (s

"1
) FE Predicted Strain

700 10þ0 10þ0:5 1.6–2.0

700 10"2:5 10"1:9 2.8–3.2

800 10þ0 10þ0:6 2.8–3.2

800 10"2:5 10"1:9 3.6–4.0
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microstructure observed will usually not correspond to the nominal test conditions

identified in the process map. The difference in total deformation is most signifi-

cant: whereas the assumed, nominal strain is 0.7, the actual strain can be as high

as 4. Furthermore, the difference in the strain and strain rates increases with

increasing temperature and decreasing strain rate, a consequence of the increasing

strain-rate sensitivity and its effect on increasing the deformation inhomogeneity

observed in Figure 5.

These considerations make it difficult to analyze the microstructural changes in

the samples tested, as shown in figure 12. For example, it could be argued that, at

800!C, there is a trend toward more globularization of the microstructure at the

lower strain rates and at the same temperature, but because the total strain at the

lower strain rate is twice that at the higher strain rate, it is difficult to say that this is

purely a strain-rate effect. In this case, strain rate is probably the main effect

because the microstructure changes only very slowly at large strains. There is a gen-

eral trend toward more globularization or recrystallization in the processing map

conditions where the strain-rate sensitivity is higher,20 but it is not possible to be

more quantitative.

Texture control is an important aim of the thermomechanical processing of

Zr-2.5Nb because it strongly affects in-reactor performance. The pole figures for

the material at the midpoint of the samples are shown in figure 13 for three different

temperatures and two extreme nominal strain rates. There appears to be clear

trends in the texture development, both with temperature and strain rate: the tex-

ture appears to be stronger at the higher strain rates and the 0002 poles seem to

gradually align toward the radial directions as temperature increases and strain rate

decreases. However, because the texture of this material is strongly affected by the

amount of deformation,39 it cannot be determined whether these changes are

driven by time-dependent strain-rate changes or if they are simply a consequence

of the higher level of strain reached at the lower strain rates.

The EBSD analysis confirms the observations from the metallographic exami-

nation. Figure 13H and I shows two maps of the microstructure after deformation at

800!C. There is clearly more evidence for recrystallization/globularization in the

material deformed at the lower strain rate, although it is noticeable that the recrys-

tallized grains appear in clusters of similar orientation—the majority with 0002

basal poles aligned in the radial directions (perpendicular to the compression direc-

tion). Surprisingly, the b texture appears to be much stronger after deformation at

the higher strain rate. The b texture develops a cube component, with 100jjCD,

which is unusual in lacking the axial symmetry expected for uniaxial compression,

which could be due to the inhomogeneity in deformation in the sample and the

interaction of large prior b grains.3 In Zr-2.5Nb deformed at 800!C, the texture is

created during both deformation and phase transformation on cooling; therefore, it

cannot be completely determined by the deformation conditions.

Given the inhomogeneity of the dual-phase microstructures and textures, it is

not surprising that there is little agreement in the ideal processing conditions for
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Zr-2.5Nb recommended in the literature.11,12,15,16 The inhomogeneity of the defor-

mation behavior exacerbates two consequences within the processing map method-

ology. First, the measurement reproducibility is affected, meaning the same ideal

process conditions will rarely be predicted. Second, if a regime is identified for

investigation, the deformation state of the material analyzed, using optical micros-

copy or EBSD, is unlikely to correspond with the processing parameters

FIG. 12 Optical polarized light micrographs at the center of deformed Zr-2.5Nb

compression samples. Showing differences in the a-grain structures at room

temperature, following deformation at different temperatures and nominal

strain rates of (A) 700!C, 10þ0 s"1; (B) 700!C, 10"2:5 s"1; (C) 800!C, 10þ0 s"1;

(D) 800!C, 10"2:5 s"1; (E) 850!C, 10þ0 s"1; and (F) 850!C, 10"2:5 s"1 .
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recommended in the map, particularly if the ex situ observations are made at the

center of the specimen. As these results show, optimal processing regimes can only

be discovered using small-scale, hot-compression testing if careful consideration is

given to the experimental setup to determine the true deformation conditions.

FIG. 13 The a-phase pole figures taken from the central deformed region of the

Zr-2.5Nb compression samples. Showing the texture changes from (A) the

starting material and after deformation at (B) 700!C, 10þ0s"1; (C) 700!C,

10"2:5s"1; (D) 800!C, 10þ0s"1; (E) 800!C, 10"2:5s"1; (F) 850!C, 10þ0s"1; and

(G) 850!C, 10"2:5s"1. Fine a-phase orientation maps, at the center of Zr-2.5Nb

samples deformed at 800!C, show microstructures following deformation

at applied nominal strain rates of (H) 10þ0s"1 and (I) 10"2:5s"1 . Much larger

a-grains, with the 0002 basal pole oriented in the radial plane, appear following

low strain-rate deformation.
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Conclusions

Despite the convenience and popularity of the processing map approach, there are

inherent issues with the methodology. The use of high-temperature uniaxial com-

pressive tests leads to deformation inhomogeneity in the sample during the test,

which affects the measured stress-strain response and creates microstructural inho-

mogeneity in the sample. Because the deformation inhomogeneity depends on the

experimental conditions such as the thermal gradient in the sample and the friction

at the platens, the measured stress-strain curves are inherently difficult to repro-

duce. Because the calculation of strain-rate sensitivity relies on fitting data from dif-

ferent temperatures separately, using a cubic polynomial, it is very sensitive to noise

in the data. The procedure overfits the data, which is particularly problematic when

the samples are tested at only four or five different strain rates and without repeat.

For Zr-2.5Nb deformed in the a þ b region, there seems to be only a gradual

increase in strain-rate sensitivity with increasing temperature and decreasing strain

rate. Because of the deformation gradients in the sample, it is difficult to link micro-

structure evolution to processing conditions without a rigorous FE analysis of the

tests. Thus, although the processing map methodology appears to be a fast method

of identifying optimum processing conditions, it requires a highly detailed analysis

of the test to improve reproducibility and to make the best of a large data set of

thermomechanical testing regimes.
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Discussion

Questions from Alexis Gaillac, Framatome:

1. Does the friction have more or less impact compared to temperature inho-

mogeneity during your compression test?

2. Why are you using this dilatometer compression test instead of a standard

compression test in a furnace or even torsion tests, which are without fric-

tion and with less temperature inhomogeneity?

3. The order of magnitude of strain is 1 to 10 and strain rate is 1"1 to 10"1

during industrial hot forming processes (forging, extrusion, rolling). Your

processing maps seem far from these processing conditions. How do you

handle these differences for an industrial application?

Authors’ Response:

1. Temperature inhomogeneity has the most impact on the barreling.

2. Sample changeover is very quick using the dilatometer, meaning it is possi-

ble to test a large matrix of test conditions and investigate the effect of
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incremental changes in temperature and strain rate. Our work demonstrates

the importance of acquiring a large number of data points to constrain any

fit to the log of stress versus log of strain-rate plots when deriving processing

maps of strain-rate sensitivity. Compression tests using a furnace could

reduce temperature inhomogeneity and barreling (although platens can still

act as heat sinks, reducing temperature at the contact points), but such tests

require much longer sample changeover times for heating/cooling samples

and for adjusting furnace temperature, making it very difficult to investigate

a similar-sized test matrix. Our additional experiments, using Gleeble and

Servotest thermomechanical testers, not presented here, show barreling will

always result to some extent in dual-phase Zr and Ti alloys, affecting the

measured stress response.

3. Strain rates during forging are often similar to those used in these tests.

We also wanted to use strain rates comparable to those published in other

articles with processing maps for these alloys. However, the FE model

showed that microstructures at the center of compression samples are

much higher than the macrostrain imposed. Although the ideal true strain

only reached 0.7, the predicted strain in the FE model could be as high

as 4.0. Strain rates were also up to five times higher than the nominal

applied rate.

The test conditions covered by the processing map are slightly below

the industrial strain rates for extrusion, for example. Our study shows only a

gradual increase in strain-rate sensitivity at lower strain rates and higher

temperatures, a general trend that could be applied to optimize industrial

processing routes. Nevertheless, it is important to note that we do not rec-

ommend any specific combination of optimized processing conditions here

(temperature and strain rate). Previous studies on Zr-2.5Nb processing

maps imply that the material should be processed in “idealized” regimes

where peaks appear in the strain-rate sensitivity map, which we comprehen-

sively show arise from experimental noise and scatter in the data.

Question from Kit Coleman, ANT International:—How many times was the

starting ingot melted in vacuum? This can make a difference in the residual halo-

gens that, in turn, may affect fracture toughness and high temperature oxidation of

Zr-2.5Nb.

Authors’ Response:—The starting ingot was triple melted in vacuum to reduce

the risk of nitrides and improve homogeneity. The oxygen content of the starting

material was measured as 0.10 wt.% throughout the block, which is in the typical

range of 0.09 to 0.15 wt.% for Zr-2.5Nb alloys. The hydrogen content was within

the specified maximum of 25 ppm and measured to be < 12 ppm throughout the

starting material block. The nitrogen content was within 80 ppm and measured as

< 21 ppm.
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Question from Linhua Chu, State Nuclear Baoti Zirconium Industry Company:—

What is the link between the experimental results and the finite element model? In

other words, how can you prove the FE model you used in the work is correct?

We use the force-displacement curves from the experiment and FE model to

test/verify the accuracy of the FE model.

Authors’ Response:—The FE analysis is somewhat limited by the lack of

detailed knowledge of the temperature field; hence, the analysis assumes a realistic

worst-case upper bound as a proof of concept. Reproduction of the sample barrel-

ing goes some way toward verifying the FE model (shown by comparison of the

sample sections in fig. 8 and in the heat map in fig. 9). Given the experimental lim-

itations on the modeling, it is not possible to generate definitive corrected stress-

strain data. However, we clearly demonstrate the order of corrections to the flow

stress curves that can be needed (fig. 6), and—importantly—that the strain-rate

sensitivity inferred from the raw experimental flow stress curves may deviate

significantly from the true strain-rate sensitivity of the material (fig. 10) because

the offset correction was found to vary with strain and at the different test

conditions.

Questions from Rick Holt, Queen’s University:

1. How were the ends of the specimens lubricated to prevent barreling?

2. In the actual manufacturing process, there is a wide range of strain rates.

How would DMM theory be applied in this case?

Authors’ Response:

1. We lubricated the ends of the samples with a nickel-graphite paste to reduce

friction in these tests. Molybdenum discs can also be placed on the ends of

the sample to reduce the temperature inhomogeneity and friction.

2. This question highlights another limitation of the processing map method

and DMM theory for industrial application. As mentioned previously, we

do not recommend any particular “idealized” regime within the processing

map, as suggested in other such studies. However, we do find a gradual

increase in strain-rate sensitivity at lower strain rates and higher tempera-

tures, which could be used to tailor the manufacturing process. With careful

application of the FE model, using corrections to the flow stress, we find a

range of deformation conditions develop across each of the compression

specimens, meaning it is possible to examine a range of different micro-

structures and relate them to exact process conditions. We believe this type

of systematic examination, in combination with the FE model, would be

more revealing and transparent than using DMM theory to produce proc-

essing maps.
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Question from Bruce Kammenzind, Naval Nuclear Labs:—Your temperature

range processing is in the middle of the two-phase field for Zr-2.5Nb alloys, which

can also be affected by impurity contents. Is there an optimal alpha/beta phase frac-

tion for processing and what was the oxygen content of the material used in the

study?

Authors’ Response:—The oxygen content of the starting material is mentioned

in an earlier question and was carefully controlled during production, along with

the impurity contents.

The final processing map, produced after correcting the flow stress using the

FE model, is not particularly revealing about an optimal processing temperature,

except to show that strain-rate sensitivity increases at higher temperatures. The

change in processing temperature also changes the a/b volume fraction, which can

dramatically alter the crystallographic texture. We would recommend using final

texture to guide any optimization of processing temperature because texture has a

significant effect on the in-reactor performance and service lifetime. Our recent

study investigates the effect of incremental changes in the processing temperature

and the effect on final texture, which was shown as a poster at the latest symposium.

The results have also been published in our paper.1

1. C. S. Daniel, P. D. Honniball, L. Bradley, M. Preuss, and J. Quinta da Fonseca, “A Detailed

Study of Texture Changes during Alpha–Beta Processing of a Zirconium Alloy,” Journal

of Alloys and Compounds 804 (2019): 65–83.
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