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Large investments are made annually to develop and maintain
IT systems. Successful outcome of IT projects is therefore cru-
cial for the economy. Yet, many IT projects fail completely or are
delayed or over budget, or they end up with less functionality than
planned. This article describes a Bayesian decision-support model.
The model is based on expert elicited data from 51 experts. Using
this model, the effect management decisions have upon projects
can be estimated beforehand, thus providing decision support for
the improvement of IT project performance.

Keywords IT project success factors; decision support; Bayesian
networks; Noisy-OR; expert elicitation

1. INTRODUCTION
As the operations of companies and organizations become

increasingly automated and computerized, these companies also
become increasingly dependent on their, often complex, IT sys-
tems. Huge amounts of money are invested in IT projects aiming
to develop, improve, and maintain these systems. According
the U.S. Department of Commerce, U.S. investments in IT
(Information processing equipment and software) alone went
from slightly below $200 billion in 1990 to slightly above
$400 billion in 2003 (nominal figures; U.S. Department of
Commerce, 2003). The trend is similar in the rest of the indus-
trialized world. The ability to successfully manage IT projects
is thus as important as ever for companies in any line of
business.

In spite of the importance of IT projects, The Standish Group
establishes in the latest version of their CHAOS report that the
share of IT projects that exceed time and budget, or that fail
to fulfill basic systems requirements, continues to be high (The
Standish Group, 2009). The scientific rigor of the research per-
formed by The Standish Group has been questioned by some
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(e.g., Glass, 2006), as they are unclear about how the projects
they audit are selected. Nevertheless, the fact remains that a
disturbing number of IT projects actually do fail. The cost of
project failure across the European Union was, for instance,
142 billion Euros in 2004 (McManus & Wood-Harper, 2007).
Considering the importance of IT systems, this seems seri-
ous enough, and many have asked: Why do all these projects
fail? Lack of easily available information on how to manage
IT projects is no longer a sufficient answer. Researchers and
authors within the project management field have written run-
ning meters about how to handle different aspects of projects.
Coordinators of projects need to consider an almost endless
amount of technical, market-related, and organizational interde-
pendencies. Most often, this requires mutual adjustment across
many boundaries, both technical and organizational (Adler,
1999).

Moreover, the management of projects is also challenged
by an ever-increasing pace of technical development, new
standards, new features, product releases, reduced time-to-
market, and changing customer demands (Bowersox, Stank, &
Daugherty, 1999; Taxén & Lilliesköld, 2008). This requires
flexibility to incorporate new technical solutions or function-
alities during the development process. Consequently, new
circumstances arise throughout the project that must be dealt
with dynamically to meet both fixed and emerging targets and
requirements. At the same time, companies need to prioritize
their project portfolios in order to follow the overall strategy
and build the company following a long-term view (Elonen &
Artto, 2003). The prioritization is also necessary to make the
most out of the company’s scarce resources. Moreover, long
lists of factors that significantly affect the outcome of the project
have been identified. The question is no longer “what to do?”
but “where to start?”

In several research fields, Bayesian networks are used to
predict outcomes of complex situations (Jensen, 2001). Using
Conditional Probability Distributions (CPDs), Bayesian net-
works make it possible to estimate the outcome of modeled
scenarios, based on the probability distributions that underpin
the model. Plugging such a Bayesian model into a decision
theoretic framework, the effects of various decision scenarios

21

D
ow

nl
oa

de
d 

by
 [

K
un

gl
ig

a 
T

ek
ni

sk
a 

H
og

sk
ol

a]
 a

t 0
6:

51
 2

7 
Ju

ne
 2

01
4 



22 L. GINGNELL ET AL.

can be evaluated beforehand, facilitating more rational decision-
making (Resnik, 1987).

The contribution of this article is twofold. First and fore-
most, this study provides an expert-based Bayesian model that
enables beforehand analysis of IT projects, based on measure-
ments of widely cited success factors for IT projects. These
success factors are derived from previous research on IT project
management. A web-based survey with email invitation was
answered by 51 experts on IT project management, which
provided the probability data needed to build the Bayesian
network.

Much has been written about success factors for project man-
agement. The same cannot be said about IT project management
in specific. The second contribution of this article is therefore
the focus on IT projects, summarizing existing knowledge on
the topic through a holistic approach.

1.1 Outline
The remainder of the article is structured as follows:

Section 2 briefly presents some recent research on IT project
success factors, and contrasts the present contribution with
some related work. Section 3 presents a literature review, and
Section 4 introduces Bayesian networks, survey methodology
in general, and the particular methods employed for teaching
Bayesian networks from experts. Section 5 is the locus of the
main contribution. Here, the results of the expert survey are
described, and the resulting Bayesian model for assessment of
the success of IT projects is built. The model is further explained
through an example in Section 6. A discussion of the strengths
and weaknesses of the contribution then ensues in Section 7,
followed by some concluding remarks in Section 8.

2. RELATED WORK
This section presents related work in the areas of general

project management and specifically IT project management
success factors, as well as expert-based Bayesian models.

2.1. Project Management Success Factors
Numerous studies aiming to increase the understanding of

factors that affect the outcome of projects have been conducted
(Belout & Cauvreau, 2004; Cooke-Davies, 2002; Fortunde &
White, 2006; Schindler & Eppler, 2003; Westerveld, 2003).
Among these studies, Fortunde and White (2006) give the most
extensive literature review. Cooke-Davies (2002) uses empirical
data from 70 multinational companies to derive project suc-
cess factors, while Schindler and Eppler (2003) strive to bridge
the gap between theoretical knowledge and managerial reality
by turning to learning methodology. Westerveld (2003) maps
known success criteria and factors to the European Foundation
for Quality Management (EFQM) excellence model (EFQM
Organization, 2003) to facilitate improvement of project perfor-
mance. Belout and Cauvreau (2004) make a profound contribu-
tion to the discussion of project success factors by noting that

independent variables for project success vary with the stages
of the project life cycle.

All of the above consider projects in general rather than spe-
cific types of projects. However, as the present study focuses
exclusively on IT projects, only research specifically about IT
projects will be included in the literature review presented in
Section 3.

2.2. IT Project Management
Different approaches have been applied in the quest to under-

stand causes of IT project failure. This study aims to include
an even distribution of sources based on theory, practice, and a
mixture of the two. The studies discussed in this section are also
used in the literature review and clustering of IT project success
factors in Section 3.

Mahaney and Lederer (1999), Neimat (2005), and Reel
(1999) use previous literature to investigate success and fail-
ure factors of IT projects. In Mahaney and Lederer (1999), the
authors formulate a number of hypotheses about escalating IT
projects that are to be tested in future research. Both Neimat
(2005) and Reel (1999) discuss how critical success factors
found in previous research can be used proactively to prevent
IT project failures.

The Standish Group (2009), Xia and Lee (2004), and Yeo
(2003) analyzed practical cases of project failure. Even though
The Standish Group (2009) fails to describe their research
methodology in a comprehensive way, the size of the study
makes it impossible to overlook. In their widely cited report,
The Standish Group (1993) analyzed 30,000 IT projects, and the
study is continuously updated with new empirical data, resulting
in a new report with a list of top-10 success and failure factors
every second year. Xia and Lee (2004) use survey data from
541 IT development projects to analyze the complexity of such
projects. In their study, they discuss how the identified complex-
ity components affect the project performance. In Yeo (2003),
the author conducts a survey where the respondents have expe-
rience from at least one failed IT project and summarizes the
critical failure factors according to their experience.

Brocke, Uebernickel, and Brenner (2009) and Keil (1995)
use a mixture of theory and empirics to investigate the causes
of IT project success or failure. Brocke et al. (2009) analyze
five cases of executed IT projects with a literature framework,
thereby identifying critical success factors. Keil (1995) presents
a model in which he summarizes factors that promote esca-
lation of IT projects. The model is based on literature and
tested through a case study where interview data, observations,
and historical documents from a single project were used to
triangulate the results (Keil, 1995).

Another interesting approach is applied by Wateridge (1997)
that uses questionnaires and interviews to investigate how the
triple constraint of time, budget, and quality affects the project
success. He finds that a too one-sided focus on project time
or budget is more likely to fail than projects that focus on
commercial success. He also aims to broaden the definition of
IT project success to include more than the triple constraint.
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QUANTIFYING SUCCESS FACTORS FOR IT PROJECTS 23

2.3. Expert-Based Bayesian Models
The application of Bayesian networks for information

system quality analysis is proposed and applied in Lagerström,
Franke, Johnson, and Ullberg (2009). In this article, an enter-
prise architecture evaluation framework for the analysis of
information systems modifiability is presented. An expert
survey was conducted in order to create a Bayesian model,
the details of which are found in Lagerström, Johnson, Höök,
and König (2009). A similar method was applied by Franke,
Johnson, König & Marcks von Würtemberg (2012), investi-
gating the reasons for IT systems un-availability. The present
article uses the same research approach to investigate IT project
success factors.

3. LITERATURE REVIEW
This section introduces the success factors proposed by

selected literature sources, which were used when identifying
and creating the factors employed in the survey presented in
this article.

3.1. IT Project Management Success Factors
Several authors refer to the core three: (i) On time, (ii) within

budget, and (iii) to quality, as the criteria to measure project
success. One such source is Wateridge (1997), who also identi-
fied some additional factors through a literature study. Finally,
Wateridge’s personal hit list of project success factors is cre-
ated based on a questionnaire where respondents were asked to
indicate the four most important criteria for project success:

• Inadequacy in incorporating the views of all stakehold-
ers in the project

• Project managers applying factors badly or applying
wrong factors

• Perceived success of a project (satisfied key people on
the project)

• Unrealistic timescale

Reel (1999) uses the 10 signs of IT project failures identi-
fied by Tom Field’s analysis of pitfalls in software development
(Field, 1997). Based on this list, Reel (1999) interprets the
following factors of how to get a successful project start:

• Set realistic objectives and expectations—for everyone
• Build the right team
• Give the team what they think they need
• Developer attrition—keep it low (low rotation of stuff)
• Establish procedures and expectations
• Manage your product more than your personnel
• Track progress
• Establish routines to avoid bad decisions while select-

ing technologies
• Institutionalize a process for learning from your mis-

takes

Within a paper introducing ongoing research about failure
rates of IT development projects, Mahaney and Lederer (1999)
present 14 hypotheses about why IT development projects

fail. These hypotheses will be evaluated in a survey on IT
project managers conducted by the researchers. Ten of the pre-
sented hypotheses, listed below, deals with different aspects
of “runawayness” which derives from the four management
disciplines—planning, organizing, controlling, and leading—
and thus are relevant for this paper:

• The size of the project will be positively related to
project runawayness

• Poorer planning will be positively related to project
runawayness

• Poorer control of projects is positively related to
project runawayness

• Poor estimation will be positively related to project
runawayness

• Poorer monitoring of projects is positively related to
project runawayness

• The degree of requirements that are misunderstood are
positively related to project runawayness

• The newness of technology is positively related to
project runawayness

• The degree of lack of senior management sponsorship
is positively related to project runawayness

• The magnitude of problems with requirements specifi-
cation is positively related to project runawayness

• The rate of turnover of key personnel is positively
related to project runawayness

Another attempt to make sense in the field of IT project
management studies is presented by Yeo (2003). This paper
describes a proposal of expanding Checkland and Holwell’s
Processes for Organizational Meanings (POM) model, includ-
ing existing organizing system and formalized information
system, with the strategic project planning and delivery pro-
cess system. Within this “triple-S” framework, an analysis of
failure factors identified from 92 survey respondents has been
conducted. The first one-third of the failure factors, five factors
from each category, are presented in the paper:

• Minimization of timeline
• Weak definitions of requirements and scope
• Inadequate project risk analysis
• Incorrect assumptions regarding risk analysis
• Ambiguous business needs and unclear vision
• Lack of user involvement and inputs from the onset
• Top-down management style
• Poor internal communication
• Absence of an influential champion and change agent
• Reactive and not pro-active in dealing with problems
• Consultant/vendor underestimation the project scope

and complexity
• Incomplete specifications when project started
• Inappropriate choice of software
• Changes in design specifications late in project
• Involvement high degree of customization in applica-

tion

D
ow

nl
oa

de
d 

by
 [

K
un

gl
ig

a 
T

ek
ni

sk
a 

H
og

sk
ol

a]
 a

t 0
6:

51
 2

7 
Ju

ne
 2

01
4 



24 L. GINGNELL ET AL.

Based on a literature review, interviews, and focus discus-
sions with IT development project managers, Xia and Lee
(2004) have developed a taxonomy and measurement of the
complexity of IT development projects. The taxonomy has also
been evaluated through a survey to North American IT develop-
ment projects. Finally, the survey result was evaluated according
to its correlation with four project performance measures:
(i) Project delivery time, (ii) cost, (iii) system functionality,
and (iv) end-user satisfaction. The taxonomy identified by Xia
and Lee encompasses both organizational/technological and
structural/dynamic aspects of IT development projects (ITDPs),
including the following factors:

• The project manager did not have direct control over
project resources

• Users provided insufficient information
• Project had insufficient staffing
• Project personnel did not have required knowledge/

skills
• Top management offered insufficient support
• The project involved multiple user units
• The system involved real-time data processing
• The project involved significant integration with other

systems
• The project involved multiple contractors and vendors
• Users’ information needs changed rapidly
• Users’ business processes changed rapidly
• Organizational structure changed rapidly
• IT infrastructure changed rapidly
• IT architecture changed rapidly
• Software development tools changed rapidly
• The project involved multiple technology platforms
• Rapid technological changes make ITDPs even more

complex
• The project involved multiple software environments
• Technical specifications are difficult to estimate and

manage
• IT projects are more complex than project teams

expect them to be
• Business requirements are difficult to estimate and

manage
• Tougher business demands make ITDPs even more

complex

The survey of Xia and Lee is rather similar to the one
presented in this article. While they base their evaluation
survey on responses from IT development project man-
agers, the expert survey in this study is based on responses
from IT project manager experts selected based on academic
publications.

According to Neimat (2005), common IT project failure
causes are related to project management. Based on research by
the Coverdale Organization and observations from the Virtual
Case File, the following causes are identified:

• Poor planning
• Unclear goals and objectives
• Objectives changing during the project
• Unrealistic time or resource estimates
• Lack of executive support and user involvement
• Failure to communicate and act as a team
• Inappropriate skills

Another perspective on success factors of IT projects is
presented by Brocke et al. (2009), who extended their litera-
ture review with five case studies of IT projects executed at
a European telecommunications company. Results from this
study showed that successful projects are highly correlated
with efforts to understand customers business and their needs.
Specific important factors identified were:

• Poor top management support
• Poor understanding of the business of the customer
• Lack of close collaboration
• Unsuccessful communication
• Lack of alignment of approaches of processes
• Personnel selection
• Late identification of stakeholders

An escalation model based on literature has been created
by Keil (1995) and used for analysis of a case study of an
IT project. The result from the study suggests escalation being
encouraged by a combination of project, psychological, social,
and organizational factors. To avoid the escalation problems,
the following failure factors are identified within the four factor
groups:

• Evidence that continued investment could produce
large payoff

• Project regarded as an investment in research and
development

• Project setbacks appeared to be temporary problems
• Prior history of success
• High degree of personal responsibility for the outcome

of the project
• Errors in the information processing
• Emotional attachment to the project
• Competitive rivalry between sales and manufacturing
• Need for external justification
• Norms for consistency
• Strong advocates who provided continued funding and

protection
• Empire building
• Slack resources and loose management controls

The Standish Group CHAOS report (1993) is an important ref-
erence for most of the described works, as well as for the present
article. An often-cited summary of the CHAOS top-10 fac-
tors (The Standish Group, 2009) includes the following success
factors:
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QUANTIFYING SUCCESS FACTORS FOR IT PROJECTS 25

• User involvement
• Executive support
• Clear business objectives
• Emotional maturity
• Optimization
• Agile process
• Project management expertise
• Skilled resources
• Execution
• Tools and infrastructure

3.2. Clustering of IT Project Success Factors
The IT project success factors from the papers briefly

described in Section 3.1 were compared to each other and clus-
tered into new factors. The clustering was carried out by four
of the authors in a workshop. Every explicit IT project manage-
ment success factor found in previous literature was discussed
in order to investigate the uniqueness of each factor. The reason
for this is twofold. Firstly, the Noisy-OR approach used to build
the Bayesian network (cf. Section 4.2), requires independent
factors, meaning that it is important not to include several over-
lapping factors, nor the same factor, differently worded, sev-
eral times. Secondly, a longer survey with several overlapping

questions would decrease the response rate (Blaxter, Hughes, &
Tight, 2006).

The purpose of the clustering was thus not to cover every
success factor found in literature, but to separate or merge them
into independent factors when necessary. As a consequence of
this, the factor project planning (Mahaney & Lederer, 1999) was
excluded, since the meaning of the success factor as defined by
Mahaney & Lederer was covered by other factors, such as risk
analysis and good estimations, both of which are part of the
planning process.

A more straight forward example is the success factor skilled
resources that consists of personnel selection (Brocke et al.,
2009), inappropriate skills (Neimat, 2005), project personnel
did not have required knowledge/skills (Xia & Lee, 2004) and
project had insufficient staffing (Xia & Lee, 2004). The fac-
tor project had insufficient staffing as defined by Xia and Lee
(2004) refers both to the skills and the amount of resources
in the project team, wherefore it also is a part of the clustered
factor good estimations; see the factor definitions.

The results from the clustering was reviewed by a fifth
author, who is a project management expert according to the
same qualifications used to select experts for the survey, see
further Section 4.1.1. The result of the clustering can be found
in Table 1.

TABLE 1
IT Project Success Factors Found in Literature

Success Factor Sources

Coworker influence (Reel, 1999; Yeo, 2003)
Goals and objectives (The Standish Group, 2009; Reel, 1999; Yeo, 2003; Xia & Lee, 2004; Neimat, 2005; Brocke

et al., 2009)
Good estimations (Wateridge, 1997; Mahaney & Lederer, 1999; Yeo, 2003; Xia & Lee, 2004; Neimat, 2005)
Handling of size and complexity (The Standish Group, 2009; Mahaney & Lederer, 1999; Yeo, 2003; Xia & Lee, 2004)
Internal communication (Wateridge, 1997; Reel, 1999; Mahaney & Lederer, 1999; Yeo, 2003; Neimat, 2005; Brocke

et al., 2009)
Less commercial pressure (Xia & Lee, 2004)
Less customized solution (Yeo, 2003; Xia & Lee, 2004)
Lessons learned (Reel, 1999)
No immature technology (Reel, 1999; Mahaney & Lederer, 1999; Xia & Lee, 2004)
No late changes (Yeo, 2003; Xia & Lee, 2004; Neimat, 2005)
No superfluous activities (The Standish Group, 2009)
Project monitoring (The Standish Group, 2009; Reel, 1999; Mahaney & Lederer, 1999; Yeo, 2003; Keil, 1995)
Risk analysis (Yeo, 2003)
Skilled project manager (The Standish Group, 2009; Xia & Lee, 2004)
Skilled team (The Standish Group, 2009; Xia & Lee, 2004; Neimat, 2005; Brocke et al., 2009)
Stakeholder politics (The Standish Group, 2009; Keil, 1995)
Systems requirements (Mahaney & Lederer, 1999; Yeo, 2003; Xia & Lee, 2004; Brocke et al., 2009)
Top management support (The Standish Group, 2009; Mahaney & Lederer, 1999; Yeo, 2003; Xia & Lee, 2004;

Neimat, 2005; Brocke et al., 2009)
Use of tools and infrastructure (The Standish Group, 2009; Yeo, 2003; Xia & Lee, 2004)
User involvement (The Standish Group, 2009; Yeo, 2003; Xia & Lee, 2004; Neimat, 2005; Brocke et al., 2009)
Working routines (Reel, 1999)
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26 L. GINGNELL ET AL.

The clustered success factors are defined as follows:

Coworker influence means that the project manager does not
make important decisions without consulting with the team.

Goals and objectives about the project outcome and purpose of
the project are clearly formulated and successfully commu-
nicated to relevant stakeholders.

Good estimations means that the estimation of needed resources
is realistic and measurable.

Handling of size and complexity includes allocation of
enough resources to coordinate project stakeholders and
personnel.

Internal communication means the communication within the
project team.

Less commercial pressure enables a project timeline suited to
the project rather than to the market.

Less customized solution enables a higher degree of modular
reuse of solutions from previous projects.

Lessons learned means that established routines for knowledge
transmission within and between projects are used.

No immature technology means that the system developed
only depends on technology that is acknowledged to be
operational.

No late changes refer to requirement changes regarding the
outcome of the project.

No superfluous activities that do not, directly or indirectly, add
value to the project outcome are carried out.

Project monitoring includes active use and continuous updating
of the project plan and actions taken immediately when the
project moves in unexpected directions.

Risk analysis includes established routines for discovering
risk and to take preventive or responsive action to avoid
them.

Skilled project manager refers for instance to the ability to
adjust the leadership style depending on the group and the
situation.

Skilled team refers not only to competent personnel in gen-
eral, but requires that the team as a whole covers relevant
knowledge to perform all tasks in the project.

Stakeholder politics means that relevant stakeholders (e.g., the
board of directors) have the best for the project in mind
rather than departmental interest.

Systems requirements should be complete, clearly formulated,
and measurable.

Top management support means that the project sponsor is
actively involved in the project.

Use of tools and infrastructure means that the use of tools and
infrastructure is customized to the project needs.

User involvement means that the end user of the project outcome
should be consulted throughout the project.

Working routines should be standardized and communicated to
relevant personnel.

4. BAYESIAN NETWORKS
Friedman, Linial, and Nachman (2000) describes a Bayesian

network, B = (G, P), as a representation of a joint probability

distribution. The first component G is a directed acyclic graph
consisting of vertices, V , and edges, E, (i.e., G = (V, E)). The
vertices denote a domain of random variables X1, . . . , Xn , also
called chance nodes.

Each chance node, Xi may assume a value xi from the
finite domain Val(Xi). The edges denote causal dependencies
between the nodes (i.e. the causal relations between the nodes).
Whenever an edge goes from a node Xi to a node Xj, Xi is said
to be a causal parent of Xj. The second component P of the net-
work B, describes a CPD for each chance node, P(Xi), given the
set of its causal parents Pa(Xi) in G. It is now possible to write
the joint probability distribution of the domain X1, . . . , Xn using
the chain rule of probability, in the product form

P(X1, . . . , Xn =
∏

n
i=1P(Xi|Pa(Xi)) (1)

In order to specify the joint distribution, the respective con-
ditional probabilities that appear in the product form must be
defined. The component P describes the distribution for each
possible value x1 of Xi, and pa(Xi) of Pa(Xi), where pa(Xi) is the
set of values of Pa(xi). These conditional probabilities are rep-
resented in matrices, here forth called CPDs. Using a Bayesian
network, it is possible to answer questions such as: What is the
probability of variable X being in state x1, given that Y = y1 and
Z = z1?

In the general case, the relations between variables described
by the conditional probability matrices can be arbitrarily com-
plicated conditional probabilities. The model presented in this
article uses only a single rather simple relation, leaky Noisy-
OR, described in Section 4.2. More comprehensive treatments
on Bayesian networks can be found in, for example, Neapolitan
(2003), Jensen (2001), Shachter (1988), and Pearl (1988).

4.1. Expert Elicitation
Expert elicitation, in the context of Bayesian statistics, is the

process where a person’s knowledge and beliefs about one or
more uncertain quantities are formulated into a joint probabil-
ity distribution (Garthwaite, Kadane, & O’Hagan, 2005; i.e., the
act of parameter estimation through the use of domain experts).
This approach is generally used when available datasets are
sparse in comparison with the number of nodes that need
to be parameterized (Johansson & Falkman, 2006). Using a
well-structured process for expert elicitation is important in
order to minimize the bias of the domain expert. A rough outline
of such an elicitation process is given in Renooij (2001):

1. Select and motivate the expert
2. Train the expert
3. Structure the questions
4. Elicit and document the expert judgments
5. Verify the results

In the following, we detail how each of these steps were
carried out in the present study. The aspect of result verification
is addressed in Section 7.
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QUANTIFYING SUCCESS FACTORS FOR IT PROJECTS 27

4.1.1. Select and Motivate the Expert
The selection of respondents in the present survey was

based upon academic publications. Papers published in
International Journal of Project Management 2005 – May
2010, International Journal of Managing Projects in Business
2008 – May 2010, and Project Management Journal 2009 –
May 2010 were manually screened based on title and abstract
to determine whether the authors should be invited to partic-
ipate or not. In all, 456 experts were invited to the survey,
of which 407 were found through International Journal of
Project Management. As it was sometimes difficult to distin-
guish experts on project management in general from experts
on IT project management, both categories were invited to the
survey. Respondents without experience of IT projects were
excluded from the analysis through background questions.

As the experts consulted in this study were widely spread
geographically, a web-based survey was used. A personal invi-
tation was sent to all respondents by email. A reason to use
personal invitations is that the non-response bias then tend to be
directly related to the subject, (i.e., chiefly respondents partic-
ularly interested in the subject participate; Fowler, 2002). This
effect will be further discussed in Section 5. The internet-based
application SurveyMonkey hosted the survey, which was open
for four weeks, from June 14 to July 12, 2010. As recommended
in Blaxter et al. (2006), reminders were sent to non-responding
participants in the middle of the second week and the end of the
third week to increase the response rate.

As noted in Renooij (2001), it is important to convince the
experts that there is no straightforward way to tell a “right”
from a “wrong” answer, but that their assessments should only
represent their very own knowledge and experience as faith-
fully as possible. Furthermore, each question in the present
survey included a self-assessment on the credibility of the
answer, enabling anyone feeling uncertain to communicate this.
As will be discussed in Section 4.2, this self-assessment also
plays an important role in the construction of the Bayesian
model.

4.1.2. Train the Expert
The validity of the study is highly dependent on the respon-

dents’ comprehension of the questions. Therefore, it is often
advisable to spend part of the survey to train the expert (Czaja
& Blair, 2005), so that she will not only be a subject matter
expert, but also an expert in giving probability estimates. In the
present survey, this was accomplished by the use of an initial
tutorial question, where the scope and aim of the question was
explained using text and figures.

During the training phase, feedback on answers with known
correct answers can help experts calibrate their responses
(Baecher, 1988). However, in the present study, this was not
feasible due to lack of indisputable data of sufficient general-
ity, as one of the main reasons for performing this study is the
lack of previous studies about quantified success factors. In the
absence of possibilities for actual calibration, the selection of

respondents serves as an indirect calibration. Having published
articles in the same forum and often referring to each other, they
all belong to the same research field. Thereby, their theoretical
knowledge on the topic can be assumed to be aligned with each
other’s.

4.1.3. Structure and Questions
There are some different approaches to elicitation, direct

elicitation being the most obvious and straightforward one.
Here, questions are asked along the lines of “What is the
probability that variable A takes state a, given the parent val-
ues b1, c1?” However, these questions can be hard for domain
experts to relate to (Garthwaite et al., 2005), forcing the use of
alternative approaches, as described for example in Woodberry,
Nicholson, Korb, and Pollino (2005). In the present survey, a
behaviorally anchored scale (Mangione, 1995) was used. The
experts were asked to answer “What is the probability that a
currently failed IT project would have been successful regard-
ing (a) time, (b) budget and (c) quality if a best practice factor X
had been present?” (Mutatis mutandis, depending on the appro-
priate grammar of each factor.) The factors were derived from
current research about IT project management as described
in Section 3. Their completeness is thoroughly discussed in
Section 7.

Including subjective formulations such as “best practice” in a
survey has both advantages and disadvantages. On the one hand,
it is possible to interpret the question in several ways, which
makes it more difficult to compare the answers with each other.
On the other hand, the answers are to a lower extent limited to
assumptions specified in the question (Mangione, 1995).

In this particular case, the authors of this article do not claim
to know IT project management “best practice” better than the
respondents, which is the reason that this subjective wording
was deemed acceptable.

As noted in Cooke (1991), experts dislike writing numbers
for subjective probabilities and prefer to check scales, place an
“X” in a box, and the like. In the present survey, this was accom-
modated by using predefined scales in drop-down lists for the
alternatives. To provide the respondent with a bird’s-eye view of
the survey, a figure illustrating all question categories in order of
appearance was continuously displayed throughout the survey.

4.1.4. Elicit and Document the Expert Judgments
Since elicitation is taxing for the expert, Cooke (1991) rec-

ommends that sessions should not exceed one hour. The present
survey being web-based, with the possibility for the respondent
to take a break or withdraw at his or her discretion, this problem
can be considered of marginal importance. However, if a survey
is too long or too complex, the response rate of the question-
naire decreases (Blaxter et al., 2006). The level of detail in this
study was therefore limited by the expected response rate con-
sidered acceptable. A survey of the responses ex post indicates
that a typical full response required about 20–30 minutes.
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28 L. GINGNELL ET AL.

4.2. Building Bayesian Networks
Bayesian networks are a powerful formalism, but their use

requires the specification of CPDs. As the number of vari-
ables X1, . . . , Xn causally affecting a target variable Y grows,
fully specifying these distributions becomes increasingly cum-
bersome. As noted by Onisko, Druzdzel, and Wasyluk (2001),
a binary variable with n causal parents requires 2n independent
parameters to exhaustively describe the conditional probabili-
ties. As n grows, 2n parameters quickly become a prohibitive
number. Often, however, canonical parameter-based distribu-
tions can be used to decrease the modeling effort, yet still give a
sufficiently good approximation of the true distribution (Onisko
et al., 2001).

The solution described in Onisko et al. (2001) is the use of a
Noisy-OR gate. Using this formalism, the number of parameters
required from expert estimation becomes only n, a significant
gain. The underlying assumption is that instead of investigating
every combinatorial interaction among the X1, . . . , Xn causal
parent variables, their interactions are modeled by a Noisy-OR
gate. Furthermore, since Noisy-OR distributions approximate
CPDs using fewer parameters, the resulting distributions are
in general more reliable, being less susceptible to overfitting
(Friedman & Goldszmidt, 1999).

The Noisy-OR gate (Onisko et al., 2001; Pearl, 1988) is typ-
ically used to describe the interaction of n causes X1, . . . , Xn

to an effect Y. In the present article, of course, this effect Y is
the success of IT projects. Two assumptions are made, viz. (i)
that each of the causes has a probability pi of being sufficient for
producing Y , and (ii) that the ability of each cause Xi to bring
about Y is independent. Mathematically, the following holds:

pi = P(y|x̄1, x̄2, . . . , x̄i, . . . , x̄n) (2)

where xi designates that causal factor Xi is present and x̄1that it
is absent. It follows that the probability of y given that a sub-
set Xp ⊆ {X1, . . . , Xn} of antecedent causes are present can be
expressed as:

P(y|Xp) = 1 − (1 − p0)
∏

i:Xi∈Xp (1 − pi) (3)

This is a compact specification of the CPD.
A natural extension proposed by Henrion (1989) is the so

called leaky Noisy-OR gate. The rationale for the leakage is that
models typically do not capture all causes of Y . If some potential
Xi have been left out, as is the case in “almost all situations
encountered in practice” (Onisko et al., 2001), this shortcoming
can be reflected by adding an additional parameter p0 the leak
probability, such that

po = P(y|x̄1, x̄2,. . . ,x̄n) (4)

In words, this reflects the probability that $Y$ will occur
spontaneously, in the absence of all the explicitly modeled

causes $X_1, \ldots, X_n$. In a leaky Noisy-OR gate, the CPD
becomes

p(y|Xp) = 1 − (1 − p0)
∏

i:Xi∈Xp

1 − pi

1 − p0
(5)

The aim of the expert elicitation survey can now be stated more
explicitly. For each of the factors X1, . . . , Xn identified in the
survey, a probability pi of Xi causing a successful outcome of
an IT project can be estimated. The respondents also provided a
numeric value of p0, see further Section 5.

5. RESULTS

5.1. The Respondents
Figure 1 and Figure 2 display some basic data about the

respondents who chose to complete the entire survey, viz.
their affiliation and their number of years of experience of IT
projects. Respondents with less than a year of experience with
IT projects have been excluded from the analysis.

5.2. The Bayesian Model
The main results of the survey are presented in Tables 2–4.

As described in Section 4, the respondents not only answered
each question but also stated their certainty. In these tables, the
N specified excludes respondents who stated to be unsure of
their answers, and retains only those who were 50%, 90%, or

FIG. 1. Data on respondents’ affiliations.

FIG. 2. Data on respondents’ years of experience related to IT projects.
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QUANTIFYING SUCCESS FACTORS FOR IT PROJECTS 29

TABLE 2
What is the Possibility That a Currently Failed IT Project Would Have Been Successful Regarding TIME if a Best Practice

FACTOR X Had Been Present?

Causal Factor X < 1% 1%–5% 5%–10% 10%–25% 25%–50% > 50% N

Coworker influence 5 12 18 15 3 1 54
Goals and objectives 3 3 5 13 13 21 58
Good estimations 4 6 3 7 10 21 51
Handling of size and complexity 3 5 9 10 12 12 51
Internal communication 3 7 6 13 11 14 54
Less commercial pressure 10 11 10 10 9 8 58
Less customized solution 6 7 10 9 11 8 51
Lessons learned 5 5 11 7 17 13 58
No immature technology 6 7 6 11 13 8 51
No late changes 5 4 7 8 14 13 51
No superfluous activities 4 13 13 9 8 4 51
Project monitoring 3 5 5 13 14 11 51
Risk analysis 3 4 12 17 20 20 76
Skilled project manager 1 5 12 8 8 20 54
Skilled team 2 6 7 12 7 20 54
Stakeholder politics 4 7 8 8 14 13 54
Systems requirement 4 6 13 10 10 8 51
Top management support 1 5 8 10 13 21 58
Use of tools and infrastructure 5 13 12 9 7 5 51
User involvement 4 6 9 12 12 11 54
Working routines 6 9 11 8 14 3 51

TABLE 3
What is the Possibility That a Currently Failed IT Project Would Have Been Successful Regarding BUDGET if a Best Practice

FACTOR X Had Been Present?

Causal Factor X < 1% 1%–5% 5%–10% 10%–25% 25%–50% > 50% N

Coworker influence 4 16 13 17 2 2 54
Goals and objectives 5 1 9 15 11 17 58
Good estimations 2 5 5 9 13 17 51
Handling of size and complexity 3 7 8 8 12 13 51
Internal communication 3 8 8 16 9 10 54
Less commercial pressure 9 5 14 12 10 8 58
Less customized solution 6 10 12 6 9 8 51
Lessons learned 4 5 11 13 11 14 58
No immature technology 5 6 7 13 11 9 51
No late changes 4 3 9 11 12 12 51
No superfluous activities 6 14 11 9 6 5 51
Project monitoring 3 5 4 16 14 9 51
Risk analysis 6 6 14 13 16 21 76
Skilled project manager 2 2 11 9 9 21 54
Skilled team 4 10 5 10 12 13 54
Stakeholder politics 4 6 10 9 14 11 54
Systems requirement 3 8 12 9 10 9 51
Top management support 3 5 4 20 9 17 58
Use of tools and infrastructure 4 16 13 6 9 3 51
User involvement 4 4 9 18 9 10 54
Working routines 4 8 15 10 11 3 51
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30 L. GINGNELL ET AL.

TABLE 4
What is the Possibility That a Currently Failed IT Project Would Have Been Successful Regarding QUALITY if a Best Practice

FACTOR X Had Been Present?

Causal Factor X <1% 1%–5% 5%–10% 10%–25% 25%–50% >50% N

Coworker influence 5 13 13 16 5 2 54
Goals and objectives 3 3 6 9 17 20 58
Good estimations 1 9 13 7 9 12 51
Handling of size and complexity 4 4 7 8 12 15 51
Internal communication 3 8 6 10 12 15 54
Less commercial pressure 8 8 10 14 10 8 58
Less customized solution 8 10 13 4 9 7 51
Lessons learned 4 7 8 8 14 17 58
No immature technology 7 7 10 5 12 10 51
No late changes 4 8 10 9 8 12 51
No superfluous activities 7 17 8 13 4 2 51
Project monitoring 4 10 6 10 9 12 51
Risk analysis 5 11 8 15 14 23 76
Skilled project manager 3 5 9 10 8 19 54
Skilled team 3 6 6 9 11 19 54
Stakeholder politics 5 5 8 8 10 18 54
Systems requirement 4 8 7 9 11 12 51
Top management support 2 5 12 11 10 18 58
Use of tools and infrastructure 3 17 11 10 5 5 51
User involvement 3 5 5 11 7 23 54
Working routines 6 11 10 10 10 4 51

9% certain. This corresponds to the answers actually used in
building the Bayesian model.

As can be seen, the number of useful answers vary from 51 to
76 over the causal factors, with a mean of 54. While Tables 2–
4 give a good overview of the results, they do not show the
self-assessed uncertainties associated with each answer by the
respondents. These, however, play a vital role in determining
the Noisy-OR probabilities p1 , . . . , pn associated with each
of the causes X1 , . . . , Xn listed in the table. To weight these
judgments into a single probability pi for use in the Noisy-OR
model, the respondents’ answers were added as weighted mean
samples

pi = wi1Pi1 + wi2Pi2... + winPin

Wi1 + wi2... + win
(6)

where P is the midpoint of the ith answer interval and wi is
the respondents’ certainty of their answers. pi is thus an arith-
metic mean (Lind, Marchal, & Wathen, 2008) of the answers,
weighted by the certainty levels wi ∈{0.5, 0.9, 0.99} of the
answers (these figures were the alternatives used in the sur-
vey). Respondents who stated to be unsure of their answers are
excluded from the weighting.The procedure is iterated for each
and every causal factor, resulting in probabilities p1, . . . , pn as
illustrated in Table 5– Table 7 (rounded to one decimal). Each
pi reflects the share of currently failed IT projects that would,

in the experts’ opinion, be successful if the factor Xi had been
managed according to best practice. It might seem counterintu-
itive that

∑pi >100%, but consider a project that failed because
of a poor risk analysis which did not identify a risk that subse-
quently occurred. Then it might also be true that this risk could
have been identified, and failure averted, if appropriate attention
had been paid to lessons learned from previous projects. Thus,
the factors need not be mutually exclusive.

As can be seen from Tables 5–7, judging from the respon-
dents’ answers, top management support is the most important
factor to finish on time, a skilled leader (project manager) is the
most important factor to finish on budget, and user involvement
is the most important factor to achieve acceptable quality.

One factor is still missing in order to obtain a complete leaky
Noisy-OR model, viz.∼the leakage p0. To obtain a numeric
value of p0, the respondents were asked to what extent they
believe that the aspects covered by the survey can explain
the success or failure of an IT project. A leakage of p0 =
28% corresponds to the answers and will be used through-
out the remainder of the article. However, several respondents
have explicitly commented that they think the survey “cov-
ers every important aspect,” at the same time as they assess
the leakage to 10–25 %. A possible interpretation of this is
that every project includes unique success factors that cannot
easily be generalized, but perhaps it is more plausible that the
respondents have not fully understood the question on leakage.
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TABLE 5
Causal Factors Regarding TIME With Probabilities for

Noisy-OR Model

Causal Factor Xi

Best Practice . . . pi

1 . . . top management support 46.7%
2 . . . good estimations 46.0%
3 . . . skilled team 44.8%
4 . . . goals and objectives 44.7%
5 . . . skilled project manager 44.6%
6 . . . stakeholder politics 38.7%
7 . . . risk analysis 38.6%
8 . . . no late changes 37.9%
9 . . . internal communication 36.0%
10 . . . project monitoring 35.9%
11 . . . handling of size and complexity 35.3%
12 . . . lessons learned 35.2%
13 . . . user involvement 31.2%
14 . . . systems requirement 29.0%
15 . . . less customized solution 27.4%
16 . . . no immature technology 25.0%
17 . . . less commercial pressure 22.9%
18 . . . working routines 22.4%
19 . . . no superfluous activities 19.9%
20 . . . use of tools and infrastructure 19.3%
21 . . . coworker influence 12.7%

6. A SCENARIO-ANALYSIS EXAMPLE
This section is intended to illustrate how the leaky Noisy-OR

model presented in the previous section can be used for actual
assessment on the outcome of an IT project and how it can guide
decision-making with an impact on IT project management. The
figures in the example are based on the assumed performance
level of the IT project success factors. These are then used as
input to the Leaky Noisy-OR model presented in Section 5.2 in
order to analyze different scenarios. All figures in this section
are derived from the calculations described in Section 5.2, given
the stated performance of the different success factors.

To improve the performance of the IT project success factors
defined in 3.1 is in most cases something that affects the project
management process rather than specific projects. The Leaky
Noisy-OR model presented in Section 5.2 could thus be used
as decision basis for process improvement or portfolio manage-
ment, comparing the expected outcome of possible investments,
such as project sponsor educations or software modularization
initiatives.

The model could also be used as input to specific projects.
Consider as an example a project that is just about to start.
The project comprises the development of the support system
Pegasus and its delivery to an external customer. During the pre-
study, the customer has claimed that the most important thing
is the functionality of Pegasus, but that both time and budget

TABLE 6
Causal Factors Regarding BUDGET With Probabilities for

Noisy-OR Model

Causal Factor Xi

Best Practice . . . pi

1 . . . skilled project manager 45.3%
2 . . . good estimations 43.7%
3 . . . top management support 38.5%
4 . . . goals and objectives 37.8%
5 . . . handling of size and complexity 36.8%
6 . . . risk analysis 36.6%
7 . . . lessons learned 36.4%
8 . . . no late changes 35.7%
9 . . . stakeholder politics 35.5%
10 . . . skilled team 34.8%
11 . . . project monitoring 32.9%
12 . . . user involvement 31.0%
13 . . . internal communication 30.5%
14 . . . no immature technology 29.8%
15 . . . systems requirements 27.0%
16 . . . less customized solution 25.4%
17 . . . less commercial pressure 24.2%
18 . . . working routines 21.6%
19 . . . no superfluous activities 20.4%
20 . . . use of tools and infrastructure 18.2%
21 . . . coworker influence 14.2%

also are important. The project manager PM is considered to be
one of the best project managers at the company and has many
years of managing experience. She has worked together with
the members of the project team before and has a good idea
of how to establish working routines that will be well suited
for everyone. She will also conduct a thorough risk analysis
with the project team. None of the other factors in the Noisy-
OR model however can be said to match best practice at the
time. The project team for instance consists of only capable
co-workers, but lack some technical competences that will be
needed to realize the project successfully. PM therefore assumes
that the success factors skilled project manager, working rou-
tines, and risk analysis, but no others match best practice. The
project outcome can then be estimated as shown in Figure 3.

Considering the fact that the customer values quality over
money, PM decides to add four weeks to the pre-study phase
of the project, dedicated to specify the goals of the project and
to communication with the end user of Pegasus. Thereby, she
increases the probability that Pegasus is delivered with the right
qualities from 79% to 94%, see Figure 4. She uses the model
to motivate the procrastination of the planned delivery and the
additional cost these changes bring about, arguing that they also
increase the chances of keeping the timeline and budget of the
project. The changes can therefore be seen as necessary invest-
ments for a successful development of Pegasus. It might be
objected that this could have been read straight off Tables 5–7,
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32 L. GINGNELL ET AL.

TABLE 7
Causal Factors Regarding QUALITY With Probabilities for

Noisy-OR Model

Causal Factor Xi

Best Practice . . . pi

1 . . . user involvement 45.7%
2 . . . skilled team 45.5%
3 . . . goals and objectives 44.6%
4 . . . stakeholder politics 43.4%
5 . . . skilled project manager 42.2%
6 . . . top management support 39.0%
7 . . . handling of size and complexity 38.9%
8 . . . lessons learned 38.5%
9 . . . internal communication 37.2%
10 . . . risk analysis 36.1%
11 . . . systems requirements 34.8%
12 . . . good estimations 33.1%
13 . . . no late changes 32.3%
14 . . . project monitoring 31.5%
15 . . . no immature technology 30.7%
16 . . . less customized solution 24.5%
17 . . . less commercial pressure 23.4%
18 . . . working routines 21.7%
19 . . . use of tools and infrastructure 19.3%
20 . . . coworker influence 16.8%
21 . . . no superfluous activities 14.9%

that finding the most promising candidates requires only an
ordinal ranking.

However, a key strength of the Bayesian method is the
possibility to investigate the impact of getting several factors
up to best practice level at the same time. To evaluate these
interactions of several factors, Tables 5–7 are not sufficient

by themselves, but the full leaky Noisy-OR model is needed.
Another strength of the full model is that the expected cost of
project failure (delayed delivery, loss of expected functionali-
ties, etc.) can be compared to the estimated costs for getting the
various factors up to best practice level.

7. DISCUSSION
From the results presented in Tables 5–7, it is worth not-

ing that only 13 factors make it to the top-10 list for any of
the success criteria time, budget, and quality. The remaining
eight factors are, accordingly, considered less important by the
experts for all the criteria. Indeed, the least-important factors
are almost identically ordered for each of the success criteria.
Among the top-10 success factors, however, the rankings dif-
fer over time, budget, and quality. The most drastic difference
is user involvement that is considered the most important factor
for the quality of an IT project, whereas it does not even make it
to the top-10 lists for the other success criteria. This seems rea-
sonable, as user involvement is a well-acknowledged (Brocke
et al., 2009; Charette, 2006; Neimat, 2005; The Standish Group,
2009; Xia & Lee, 2004; Yeo, 2003) condition for assuring that
the outcome of the project is possible to use, but also requires
investments in time and thereby also in money.

At first sight, the probabilities derived from the expert opin-
ions and presented in Tables 5–7 look surprisingly high. Could
it really be that there are several different factors, each of which
would suffice to increase the probability of success with almost
50% if performed according to best practice? If so, why are
there still so many failed IT projects? On a second thought,
however, managing any of these factors according to the best
practice level is not that easy, and in some cases not even
possible. For instance, many IT projects are performed under
circumstances that necessitate requirement changes late in the
project. On the other hand, education as well as experience

FIG. 3. Estimation of project outcome.
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QUANTIFYING SUCCESS FACTORS FOR IT PROJECTS 33

FIG. 4. Updated estimation of project outcome.

improves the performance of many of the apparently important
factors. This model could thus be used to give indications where
additional training of the coworkers would be beneficial for an
organization.

Several of the top-10 success factors (e.g., user involve-
ment, top management support and goals and objectives) are
addressed in process improvement frameworks such as ISO
9000 (European Committee for Standardization, 2005) and
EFQM (EFQM Organization, 2003), to some extent also in
IT specific frameworks like COBIT (IT Governance Institute,
2007), ITIL (ITSM Library, 2007), and CMMI (Software
Engineering Institute, 2009). Whether this indicates a real
causal effect or whether the experts consulted in this study have
been influenced by their knowledge about quality certification
frameworks is a question that only can be answered through an
empirical validation study.

Equally striking is the high degree of compliance between
the top-10 success factors in Tables 5–7 and the number of
citations per success factor shown in Table 1. Of the 13 con-
solidated top-10 factors derived from the expert survey, only
four (risk analysis, stakeholder politics, skilled leader, and no
late changes) did not make it to the top-10 most well-cited fac-
tors, though this might also depend on bias from respondent
familiarity with the most-cited studies.

Interesting exceptions from the alignment between literature
sources and the results are the factors systems requirements
and immature technology that, even though well cited, were
considered relatively unimportant by the experts. One possi-
ble interpretation of this is that these factors have been highly
important, but that their importance have decreased over the
years. The general approach to IT projects has undergone many
changes during the last decade. One difference is that use
of agile methods has grown more common, supposedly deal-
ing with uncertainties such as unclear systems requirements
in a better way throughout the project. This interpretation

is somewhat confirmed by the fact that a “clear statement
of requirements” was considered the third-most-important
success factor by the CHAOS report from 1993 (The
Standish Group, 1993), whereas in the report from 2009 (The
Standish Group, 2009), systems requirements are not mentioned
at all.

7.1. Why Use a Bayesian Model?
So far, the results from the expert survey have been dis-

cussed pretty straightforwardly. An intuitive question might
thus be: What does the Bayesian network approach add to the
IT project management research field? The procedure of letting
the respondents specify the importance of each success factor
using intervals of percentages obviously adds another level of
subjectivity to the results, compared to a simpler ranking of the
factors.

As explained in Section 6, a Bayesian network enables
beforehand analysis of certain scenarios. By adding infor-
mation on which causal factors that can be performed in
accordance with best practice, the model is able to predict
the probability that the project will succeed regarding time,
budget, and quality. The outcome of planned changes to a
company’s project management routines could thereby be esti-
mated beforehand. It is also possible to include the cost of
going from non-best practice to best practice and thus calcu-
late the optimal investment level in project management practice
for a company wishing to improve the performance of IT
projects.

The price that has to be paid for these possibilities is the
additional uncertainties attached to the expert elicitation. This
uncertainty can, however, be reduced by validation studies
reviewing the implementation and outcome of IT projects. The
study at hand shall be viewed only as a first version of the
model that will be iteratively improved by future empirical
studies.
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7.2. Validity of the Model
As noted in Section 4, proper use of the Noisy-OR gate

makes two assumptions regarding the structure of the interac-
tion of causes (X1 , . . . , Xn) and effect (Y; Onisko et al., 2001;
Pearl, 1988). These are (i) that each of the causes has a probabil-
ity pi of being sufficient for producing Y , and (ii) that the ability
of each cause X1 , . . . , Xn to bring about Y is independent. In the
present study, Y is successful outcome of an IT project regard-
ing the success criteria time, budget, and quality. X1 , . . . , Xn

are causal factors bringing the success about.
Arguing for (i) in this case is straightforward. Indeed, all

of the factors included in this study have been discussed in
the literature as having an immense impact on the project out-
come. However, this impact is not always deterministic (e.g.,
best-practice top management support will not infallibly lead
to project success, but will do so with a certain probability p).
Arguing for (ii) is harder. In many cases, it is reasonable to
assume that factors are independent, but this is not always the
case. One project manager could for instance promote exten-
sive use of risk analysis in the project planning, as could any
of the project team members. Therefore, the impact of factors
such as risk analysis and top management support depend to
some extent on other factors. In general terms, the distinction
between proactive and reactive factors indicate that (ii) is an
approximation that does not hold in all circumstances. In the
full model, such dependencies could be modeled by rescal-
ing different factors pi with different factors αi accounting for
interactions. However, to accurately reflect these phenomena,
more empirical data is needed. To conclude, while the assump-
tions required for the Noisy-OR model are reasonable as a first
approximation, the model should certainly be open to further
refinement. Such refinement is a matter of empirical investiga-
tion, where the handling of the success factors from IT projects
can be analyzed and statistically checked for independence and
compared to the actual project outcome. It should be noted,
however, that there is no need to refashion the entire Bayesian
model if some cause variables X1 , . . . , Xn turn out to be depen-
dent. The bulk of the causes can remain modeled in a Noisy-OR
relation to each other, while a select few can be modeled using
different CPDs.

Another potential weakness of the model is the absence of
respondent calibration (Baecher, 1988) in the training phase of
the survey. As one of the main reasons for performing this study
is the lack of previous studies about quantified success factors,
there are no figures at all to use for calibration, and even less
so indisputable figures of sufficient generality. In the absence of
possibilities for actual calibration, the selection of respondents
serves as an indirect calibration. Having published articles in the
same forum and often referring to each other, they all belong to
the same research field. Thereby, their theoretical knowledge
on the topic can be assumed to be aligned with each other’s.
Nevertheless, the results from this study are to be seen as a first
attempt to quantify IT project success factors. The model could
and should be validated through empirical data, which is on the
agenda for future research.

7.3. Limitations of the Model
The model presented in this article is based on theoreti-

cal expertise on IT project management, thereby providing a
general quantification of the success factors. The reason for
this is to make the model general enough to be adaptable
in all types of organizations. Few metrics-based models—
which are designed with generalized empirical data or expert
elicited data—that work perfectly for the specific case can
be found. Most models are built around the general case but
require calibration with case-specific data in order to work
well.

COCOMO, COnstructive COst MOdel, was in its first ver-
sion released in the early 1980s. It became one of the most
frequently used and most appreciated software cost estimation
metrics-based models (Boehm, Abts, & Chulani, 2000; Chulani,
Boehm, & Steece, 1999). Although the latest version is based
upon both empirically collected data from software projects and
expert information, Chulani et al. (1999) recommend that orga-
nizations using COCOMO calibrate it using company-specific
data to increase the model accuracy and usability.

TEAMATe, The Enterprise Architecture Modifiability
Analysis Tool, was proposed in its current form in 2010. It con-
tains a metrics-based architecture metamodel for change cost
analysis of software projects. The model is based on expert
elicited data and tested in industrial case studies. This model
is built as a general model but requires a categorization of
company-specific project measures in order to perform well
(Lagerström, Johnson, Höök, & König, 2010).

Chiesa, Frattini, Lazzarotti, and Manzini (2009) have stud-
ied Performance Measurement Systems (PMS) in R&D. They
found in both a literature study and a multiple case study
that the performance measurement system, and especially the
metrics used, need to be customized based on some contex-
tual factors of the firm in which the system is used. Similar
results were also found by Vanek, Jackson, and Grzybowski
(2008), who present a literature study focusing on systems-
engineering metrics in product development. One of their
main conclusions were that there is no ultimate key set of
metrics for the product development process, but there is
probably a set of metrics that are the most appropriate for
the product development process at one business unit in a
company.

Diez (1993) presents an algorithm for parameter adjust-
ment in noisy OR-gate based Bayesian models. According to
the author, “the knowledge engineer must resort to subjec-
tive assessments of probability obtained from human experts,
who make use of their memory and of the literature pub-
lished in their field.” Diez (1993, p. 99) concludes that these
expert-based models often need refinement based on real
cases.

This is also the case for the model proposed in this article.
It can and most likely it will need a company-specific calibra-
tion in order to perform as required. Thus, in future work, the
Bayesian model will be calibrated with industry cases using the
method presented by Diez (1993).
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