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Abstract The integration of visual and auditory inputs in the
human brain works properly only if the components are
perceived in close temporal proximity. In the present study,
we quantified cross-modal interactions in the human brain
for audiovisual stimuli with temporal asynchronies, using a
paradigm from rhythm perception. In this method, partici-
pants had to align the temporal position of a target in a
rhythmic sequence of four markers. In the first experiment,
target and markers consisted of a visual flash or an auditory
noise burst, and all four combinations of target and marker
modalities were tested. In the same-modality conditions, no
temporal biases and a high precision of the adjusted temporal
position of the target were observed. In the different-modality
conditions, we found a systematic temporal bias of 25–30 ms.
In the second part of the first and in a second experiment, we
tested conditions in which audiovisual markers with different
stimulus onset asynchronies (SOAs) between the two compo-
nents and a visual target were used to quantify temporal
ventriloquism. The adjusted target positions varied by up to
about 50 ms and depended in a systematic way on the SOA
and its proximity to the point of subjective synchrony. These
data allowed testing different quantitative models. The most

satisfying model, based on work by Maij, Brenner, and
Smeets (Journal of Neurophysiology 102, 490–495, 2009),
linked temporal ventriloquism and the percept of synchrony
and was capable of adequately describing the results from the
present study, as well as those of some earlier experiments.

Keywords Audiovisual synchrony . Temporal
ventriloquism . Temporal alignment

Perceiving temporal discrepancies between the various sen-
sory components of specific events rarely happens in daily
life. However, everyone knows that in technology-driven
events—that is, speech on television or communication by
webcams—a temporal conflict can occur when the sound is
not exactly aligned with the accompanying visual informa-
tion. Furthermore, the asynchrony is noticed only when one
of the sensory inputs is delayed by an amount that is larger
than the temporal delay that the human brain can integrate.
This window of temporal integration depends on many
factors—that is, context and stimulus identity (Van Eijk,
Kohlrausch, Juola, & Van de Par, 2008, 2010). The fact that
different propagation speeds for light and sound for distal
stimuli are combined with different neural conduction
times for proximal stimuli means that the brain must have
some tolerance for audiovisual (AV) temporal discrepancies
(Vroomen & Keetels, 2010).

Multiple studies focusing on temporal conflicts be-
tween visual and auditory information have concluded that in
the temporal domain, audition is the more dominant sen-
sory modality (Aschersleben & Bertelson, 2003; Bertelson
& Aschersleben, 2003; Morein-Zamir, Soto-Faraco, &
Kingstone, 2003). Shams, Kamitani, and Shimojo (2000,
2002) studied the illusory flash effect, in which multiple
auditory beeps can change the perception of a single flash into
two or more flashes. For periodically modulated auditory and
visual stimuli, it has been long known that, in the case of
temporal-rate disparities, the perceived rate of visual
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modulation is strongly influenced by the rate of auditory
modulation, while the reverse effect is nearly absent (for an
early demonstration, see Gebhard & Mowbray, 1959). More
recent research on this topic has shown that the amount
of cross-modal interaction in perceived rate can be controlled
by adjusting the within-modality rate discrimination
sensitivity—for instance, by changing the depth of modula-
tion (Roach, Heron, & McGraw, 2006). Also, the perceived
time of occurrence of a visual signal can be influenced by
asynchronous sounds (Bertelson & Aschersleben, 2003;
Morein-Zamir et al., 2003). In these two papers, this domi-
nance of the auditory modality in perceiving temporal posi-
tions was called temporal ventriloquism.

Morein-Zamir et al. (2003) designed an experiment in
which participants had to decide which of two lights was
turned on first in a visual temporal order judgment (TOJ)
task. Data were analyzed in terms of percentage of “onset of
light 1 first” responses as a function of the delay between the
two onsets, and just noticeable differences (JNDs) were
derived from the slope of the resulting psychometric func-
tion. By accompanying the onsets of the lights with irrele-
vant sounds, the authors influenced the JND between the
onsets. In fact, by presenting the two sounds such that one
appeared before the first light onset and the other after the
second onset, the psychometric function became steeper,
indicating an increase in sensitivity. The interpretation of
this observation was that the perceived temporal positions
of the onsets of the lights were attracted by the presence of
the sounds. This means that the onsets were pulled away
from each other when the sounds were presented before the
first light onset and after the second onset. Similarly, the
perceived onsets were pulled toward each other when the
sounds were presented in between the onsets. Morein-Zamir
et al. reported different shift sizes for different time delays
between light onsets and sounds and found significant de-
creases in JND for delays of 75–225 ms. To test whether this
effect was due to the influence of the first or the second
sound, another experiment was performed in which one of
the sounds was presented simultaneously with one of the
light onsets and the other sound preceded the onset of the
first or trailed the onset of the second light by 100, 200, 450,
or 600 ms. The authors observed a significant decrease in
JND only for the conditions in which the first sound
occurred simultaneously with the onset of the first light
and the second sound trailed the onset of the second light by
100 or 200 ms.

Perceived timing of a stimulus is not easy to measure, due
to the absence of an obvious absolute time reference, in
contrast to the effects of spatial ventriloquism, where the
three-dimensional space around the participant forms a ref-
erence frame. Therefore, the demonstration of temporal ven-
triloquism is often based on well-known visual effects, like
four-dot masking (Vroomen & Keetels, 2009), the flash-lag

effect (Vroomen & de Gelder, 2004), and the visual Ternus
effect (Shi, Chen, & Müller, 2010). All these stimulus con-
ditions share the following perceptual properties: In a visual-
only presentation, two different visual percepts are possible
depending on the value of a temporal parameter in the
stimulus. Typically, if the time interval is short, one percept
is seen, and when the time interval is longer, the other
percept is seen. When the probability of each percept is
determined as a function of the temporal parameter, a psy-
chometric function is obtained, allowing derivation of the
parameter value leading to an equal probability (50% prob-
ability of the psychometric function) of both percepts. When
sounds are added in spatial and temporal proximity to the
visual stimuli, the time interval at which this 50% probability
is obtained can be influenced, showing that the perceived
temporal distance between the visual stimuli is affected by
the sounds. However, there are different possible causes for
such an observation. In order to evaluate whether this effect
of sound was merely attentional or reflected a true influence
on the perceived timing, in various of the cited studies, the
influence of only one (preceding) sound was compared with
that of two sounds (preceding and trailing). If the effects
were completely due to attention, both conditions should
show the same result. Although, in most studies, a single
preceding sound had an influence on the visual timing, the
effects were stronger in the condition with a preceding and a
trailing sound (e.g., Morein-Zamir et al., 2003; Shi et al.,
2010; Vroomen & Keetels, 2009). In these studies, the au-
thors concluded that attention plays a role in their experi-
ments, but in addition, a temporal ventriloquism effect
seemed to influence the observers’ percepts.

All the experiments mentioned above demonstrate the
same basic effect: Temporal relations between two visual
percepts can change when they are accompanied by sounds.
Sounds can influence the steepness of the psychometric
function for visual temporal discriminations, which has led
some authors to conclude that the sounds pull the visual
stimuli along the temporal domain, consistent with the tem-
poral ventriloquism hypothesis. The fact that the perceived
temporal occurrence of visual information is influenced by
accompanying auditory information has been found in many
different settings, but a quantitative description of this effect
as a function of the temporal distance between auditory and
visual stimulus components has not yet been attempted
(Vroomen & Keetels, 2010).

In recent years, two studies have been published that
addressed temporal ventriloquism in AV stimuli in a different
experimental setting that enabled quantification of this effect
(Burr, Banks, & Morrone, 2009; Hartcher-O’Brien & Alais,
2011). Whereas previous studies had measured the shift in
perceived moment of the visual component across a wide
range of cross-modal stimulus onset asynchronies (SOAs) up
to 200 ms, the two recent studies measured the perceived
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moment of occurrence of AV stimuli with relatively small
SOAs. Although this distinction has not been made explicit
in the recent studies, we consider it to be of relevance
for the discussion of experimental effects and underlying
mechanisms.

In the first experiment published by Burr et al. (2009),
using a short high-frequency auditory stimulus, participants
performed a temporal bisection task between two AVmarker
stimuli that had a temporal separation of 800 ms. A third AV
signal (the target) was presented within a range of specific
delays near the middle between the two markers, and partic-
ipants had to indicate whether the central target appeared
closer to the first or the second marker. In the target stimulus,
the audio and visual components were always in physical
synchrony. In the two marker stimuli, an SOA between the
flash and the audio signal of ±120 ms in steps of 20 ms was
introduced, while keeping the mean temporal position con-
stant. The dependent variable was the temporal position of
the central component at the point of subjective equality
(PSE), defined as that temporal position that bisected the
interval between the two markers.

The first observation was that in the baseline condition,
when all three stimuli were presented in cross-modal syn-
chrony, the PSE appeared about 60 ms earlier than the
physical midpoint between the markers. This means that
the second interval had to be 120 ms longer than the first
one to lead to the percept of two intervals with equal dura-
tions. The authors argued that “this was a common feature in
all the data . . . and consistent with much other data in the
literature, showing that the first interval in a sequence is
perceived as longer than the others (Rose and Summers
1995; Tse et al., 2004)” (Burr et al., 2009, p. 52). However,
Tse, Intriligator, Rivest, and Cavanagh (2004) concluded
from their data that, in the comparison of two successive
intervals of equal duration, the second interval is judged as
longer, when the durations are greater than 150 ms. Thus, for
the interval durations of 400 ms each, as used by Burr et al.,
the two studies showed opposite results.

When Burr et al. (2009) introduced discrepancies between
the auditory signal and the visual flash in the markers, the
position of the target was displaced relative to the baseline
value. The resulting position of the PSE was dominated by
the position of the auditory component of the markers and
was influenced only to a minor extent by the position of the
visual component. The relation between SOA and adjusted
position could be well fitted by a linear function, indicating
that the relative weights of the auditory and the visual com-
ponents on the perceived timing of the AV markers were
constant over the SOA range from +120 to −120 ms. The
authors summarized their observations by stating that in AV
stimuli, the temporal positions of the auditory components
tend to dominate the perceived timing of the AV stimuli, but
the domination was not total.

Hartcher-O’Brien and Alais (2011) performed an experi-
ment similar to that of Burr et al. (2009) using a two-
alternative forced choice procedure. Two observation inter-
vals were defined by auditory stimuli of 1,250-ms duration.
In each interval, a short auditory, visual, or AV stimulus was
added. In one interval, this added stimulus occurred exactly
in the temporal center of the frame; in the other interval, it
had a temporal offset. Participants had to indicate in which of
the two observation intervals the added short component
occurred later. From these raw data, psychometric functions
were constructed and fitted with cumulative Gaussian func-
tions, allowing derivation of the mean (estimating the shift
with respect to the reference stimulus position) and standard
deviation (estimation of sensitivity). When using AV stimuli,
the reference interval contained synchronized AV stimuli at
the center position of the interval, while the test interval
contained AV stimuli with an SOA of ±80 ms, centered on
the middle of the interval (thus, each stimulus component
was at most 40 ms displaced from the center of the interval).
For maximal leading or trailing positions of the audio com-
ponent, the perceived moment of the AV stimulus was
shifted by an absolute amount of 15–25 ms away from the
center position, indicating a much greater weight for the
auditory than for the visual component in determining the
perceived moment of the AV stimulus. Overall, these data
agree with the observation from Burr et al. about the weight-
ed contribution of the two unimodal components on the
perceived times of AV stimuli.

Due to the inconsistent conclusions about the position of
the PSE in interval bisection procedures (see above), and as a
first attempt to quantify the temporal shift in perceiving
onsets of visual stimuli, we introduce a different method in
the present study to quantify the temporal integration of
auditory and visual information. The method has been de-
veloped in speech perception and production research to
establish the perceptual center hypothesis (Marcus, 1976)
and is based on adjusting perceived temporal positions of
target stimuli in a sequence of isochronous marker sounds. A
variant of this method was used by Schimmel and Kohlrausch
(2006, 2008) to measure temporal positioning biases for noise
burst stimuli of different durations. In this variant, a target
pulse has to be adjusted to a regular temporal pattern of a total
of four marker pulses, two leading and two trailing the target.
Both of these methods are known to allow very accurate and,
in contrast to the method used by Burr et al. (2009), bias-free
adjustments of the target positions, if identical signals
are used as markers and target(s) (Marcus, 1976; Schimmel &
Kohlrausch, 2006, 2008).

In the experiments described here, the stimuli consisted of
an isochronous sequence of five audio, visual, or AV pulses.
On the first, second, fourth, and fifth positions of the se-
quence, a marker pulse was placed. The target pulse was
placed around the third position (randomly between the
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second and fourth positions). The participant’s task was to
temporally align this adjustable target to the missing third
position (see top row of Fig. 1). The temporal displacement
between the (physically) isochronous position of the target
pulse and the adjusted (i.e., perceptually isochronous) posi-
tion gives an absolute measure for the shift in perceptual
occurrence, relative to those of the marker stimuli.

We used this rhythmic judgment method for different
combinations of modalities of marker and target pulses.
Two within-modality conditions (audio–audio, video–video)
served as baselines to verify the absence of a temporal bias,
and they allowed us to establish the precision with which
temporal positions can be established. The between-
modality conditions should indicate whether our results are
consistent with known differences in peripheral nervous
system transduction times between the auditory and the
visual modalities, in much the same way as they presumably
contribute to differences in reaction times (e.g., Riggs,
1971). Given that the rhythmic judgment method proved to
be sensitive enough to produce significant and symmetric
displacement effects in the between-modality conditions, we
used the same method in further studies in which we com-
bined a visual target among AV markers. The SOAs of the
AV markers were systematically varied, but the participants
were asked to adjust the target to the visual components of
the marker stimuli while trying to ignore the auditory com-
ponents. Auditory dominance in temporal AV integration
should be revealed by a systematic shift in the alignment of

the visual target. These expectations were tested in the second
part of Experiment 1 and were extended in Experiment 2.

Experiment 1

The first part of Experiment 1 was designed to establish a
baseline for the perception of rhythmic sequences of flashes
and noise bursts. By using unimodal markers and targets in
the same or different modalities, the precision of the proce-
dure and potential temporal offsets (reflecting at least the
relative processing times necessary to perceive auditory vs.
visual stimuli) should be found. We expected that the preci-
sion of the aligned target position would increase with the
number of auditory stimuli (marker or target), because it is
reportedly more difficult to recognize visual stimulus rhythms
than auditory ones (Glenberg & Jona, 1991; Grahn, 2012;
Guttman, Gilroy, & Blake, 2005; Repp & Penel, 2002).
Since visual rhythmic patterns activate the auditory cortex
(Guttman et al., 2005), the investigation of rhythmic percep-
tion of mixed auditory and visual stimuli appears worth-
while. For the initial four unimodal conditions, we expected
the following order from low to high precision: visual
markers–visual target (V–V), visual markers–auditory target
(V–A), auditory markers–visual target (A–V), and auditory
markers–auditory target (A–A). No temporal offsets are
expected for the same-modality conditions, V–V and A–A,
because in these conditions, the processing times for markers

Fig. 1 Design of Experiment 1. The five rows schematically indicate
the temporal course of stimulus presentation. In each condition shown
in the first four rows, four identical markers from the same modality
(either A or V) are presented at positions 1, 2, 4, and 5. At position 3, the
target stimulus from the same (rows 1 and 4) or the other (rows 2 and 3)
modality, as compared with the markers, is presented. The light gray
bars with dashed borders indicate the positions of the physical midpoint
between the marker components. The plotted position of the target

stimulus is the hypothesized end position. In the bottom row, audiovi-
sual markers with a specific onset asynchrony are combined with a
visual target, and physical midpoints for both marker components are
indicated. The target had to be aligned to the rhythm of the visual
marker components, and the indicated end position of the target reflects
a temporal shift of the visual marker components caused by the auditory
marker components
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and targets should be equal. For the A–Vand V–A conditions,
an offset with the same magnitude, but in opposite directions,
is expected, reflecting a contribution from differences in pro-
cessing times between auditory and visual stimuli. Because
peripheral transduction of auditory stimuli requires less time
than that of visual stimuli (Arrighi, Alais, & Burr, 2006; King,
2005), the following expectations can be formulated: The
auditory target between visual markers is expected to be
placed later in time than at the bisection of the temporal
positions of the second and fourth markers; in the same vein,
the visual target between auditory markers is expected to be
placed earlier in time than at the bisection of the temporal
positions of the second and fourth markers. These two shifts
are expected to be equal, in opposite directions, because the
underlying differences in processing times are the same in the
V–A and the A–V conditions (cf. Fig. 1).

The second part of Experiment 1 used multimodal markers
and visual targets. The visual target had to be aligned with the
visual components of the markers. By structurally changing
the SOAs of the visual and auditory parts of the markers, we
expected to determine the parameters of auditory influences in
temporal ventriloquism.

On the basis of the assumption that temporal ventriloquism
is due to auditory capture and auditory capture occurs only
when the components of a multimodal stimulus are perceived
as being in synchrony, predictions can be made for the second
part of Experiment 1. When the marker SOAs are within the
AV synchrony window, we expect that the perceived timing of
the visual marker component will be shifted toward the audi-
tory component and that this shift will be reflected in the
adjusted time of the visual target. This shift should be stronger
for large SOAs and should be zero for a marker SOA corre-
sponding to the Point of Subjective Simultaneity (PSS). For
marker SOAs outside the synchrony window, however, the
capture of the visual marker component should be reduced or
absent, and the visual target should be aligned with the visual
component of the markers without significant bias.

Method

The perceptual rhythm of the stimulus was defined by five
stimuli with an interonset interval of 700 ms. The first,
second, fourth, and fifth stimuli were the rhythmic markers.
The target stimulus was initially set at a random position
between the second and fourth markers, and the participant’s
task was to align the target such that the whole marker–target
sequence had an isochronous rhythm (Fig. 1). The stimuli
used for both markers and targets were simple flashes, noise
bursts, or their combinations. These basic stimuli have been
used previously in cross-modal synchrony experiments,
since there are no context cues that could help participants
to predict or anticipate the stimuli (Sternberg & Knoll, 1973;
Van Eijk et al., 2008).

Participants

Twelve participants took part (4 females). Three of the par-
ticipants were experienced in this research area (the authors)
and voluntarily joined the experiment. The other participants
were naïve about the experiment and received a payment of
30 Euros. All participants reported (corrected-to-) normal
vision and normal hearing. The participants varied in age
from 20 to 69 years, with a mean of 32 years. The experi-
ments conformed to the requirements of the World Medical
Association as laid down in the Declaration from Helsinki
1964.

Stimulus

The visual part of the rhythmic stimulus consisted of a white
disk (97 cd/m2 as measured using an LMT L1003 luminance
meter) shown for one frame (11.8 ms) at a central position on
the screen. The disk had a diameter of 49 pixels and
subtended a diameter of about 1.4˚ at an unconstrained
viewing distance of about 60 cm. During the experiment,
four corners of a surrounding square were visible, in order to
indicate the central location of the flashes. The temporal
occurrence of the markers was set with an interonset interval
of 700 ms. In the conditions with AV markers, the temporal
position of the flash was kept fixed to the 700-ms rhythm,
and the temporal positions of the noise bursts were changed
to create specific marker SOAs. The acoustic part of the
stimulus consisted of an 11.8-ms white-noise burst with
a sound pressure level of 67 dB. The temporal calibration
between auditory and visual stimulus onsets followed the
approach in van Eijk et al. (2008) and was accurate to
within ±2 ms.

Apparatus

The visual stimuli were shown on a Dell D1025HE CRT
monitor at a resolution of 1,024 × 768 pixels and at an 85-Hz
refresh rate. The auditory stimuli were played through a
Creative SB Live! sound card, a Fostex PH-50 headphone
amplifier, and Sennheiser HD 265 linear headphones.
Participants were seated in front of the monitor at an approx-
imate distance of 60 cm and responded using a keyboard.
The setting was a dimly lit, sound-attenuated room (as in Van
Eijk et al., 2008).

Design

Every participant was assigned two different tasks distribut-
ed over three sessions. In the first and third sessions, the
participants executed a temporal adjustment task with AV
markers and a visual target. Within each trial block in a
session, the relative SOA between the flashes and noise

Atten Percept Psychophys (2013) 75:1583–1599 1587



bursts of the markers was varied. There were five values
(−150, −50, 0, +50, and +300 ms), with negative values
indicating a leading audio component and positive values
indicating a trailing audio component. Physical synchrony
was defined as an SOA of 0 ms. These delays were chosen
because the middle three are expected to be within the
synchrony window, while the first and last conditions are
expected to be outside the synchrony window, as measured
in previous experiments using similar stimuli (Van Eijk et al.,
2008). In the second session, the participants performed an
adjustment task with unimodal markers and targets. There
were four different combinations of markers and targets
(A–A, A–V, V–A, and V–V). These conditions were blocked
and ordered in a balanced Latin-square design. We chose this
order of the two tasks across the three sessions in order to
minimize potential order effects.

Procedure

The participants received written instructions about the re-
sponse options and the use of the keyboard. On the instruc-
tion sheet, schematic representations of sequences of
markers with an embedded target were given with an exam-
ple of a temporally misaligned target and an example of a
well-aligned target, similar to Fig. 1. The task was described
as realizing a temporal sequence in which the target stimulus
was well aligned to the rhythm of the marker stimuli.
Furthermore, they were informed how they could shift the
target position in small and large steps in either temporal
direction and how they could terminate an adjustment pro-
cess (for details, see below). In the first and third sessions,
the target (flash) had to be aligned with the visual component
of the AV markers (flashes). The auditory components were
distractors, and participants were told to use only the visual
components in adjusting the target position. In the second
session, the target (flash or noise) had to be aligned with the
markers (flashes or noise), without any distractors present.
At the start of a trial, the target was placed at a random
position between the second and fourth marker positions.
After perceiving the marker–target sequence with this start
position, the participants had to adjust the temporal position
of the target toward optimal alignment by pressing keys on the
keyboard. They had five response possibilities: “1,” which
resulted in a large step earlier; “2,” a small step earlier; “3,”
repeat the current adjustment; “4,” a small step later; and “5,”
a large step later. Large and small steps represented 59.0 ms
(five frames) and 11.8 ms (one frame), respectively. After each
response, the stimulus sequence was played again, and the
participant could judge the rhythmic sequence. Participants
were allowed to make as many adjustments as necessary to be
satisfied with the rhythmic sequence. When they were satis-
fied with the result, “f” was to be pressed on the keyboard to
finish the trial and start the next one.

A trial began when the participant pressed the start button
(which was the same as the finish button of the previous
trial). In the unimodal conditions, the first marker was
presented 700 ms after the start button was pressed. In the
AV–V conditions, the first visual component was presented
700 ms after the start button was pressed, but because in
these conditions the sound could precede or trail the first
visual component, the actual trials started between 550 ms
(most advanced sound) and 700 ms (trailing sound) after the
start button was pressed. In all sessions, participants could
take a small break after each trial, as they needed it.

In the first session, participants started with the AV
markers and visual targets. There were five audio delays,
and each delay was presented 12 times, which resulted in 60
trials. The trials were presented in random order. This session
lasted about 40–55 min. In the second session, the unimodal
conditions were measured. The four conditions (2 × 2 com-
binations of marker and target modalities) were presented in
blocks of 5 identical trials. Each block was presented 4 times
in a semirandom order (four different blocks were presented
in random order, then again four different blocks in random
order, etc.), yielding a total of 80 trials. The second session
lasted around 50–60 min. The third session was comparable
to the first session, but now each condition was presented 15
times, resulting in 75 trials (45–60 min). This slight increase
in trial numbers was chosen to maximize the amount of data
given the available participant time, because we realized in
session 1 that participants performed the task somewhat
faster than we had concluded from pilot experiments. The
three sessions were run on 3 different days within a 2-week
period. After the third session, the participants were asked
some general questions about their age and whether they
played a musical instrument, and they were asked to describe
their strategies in the AV sessions.

Results

First, the raw data of the unimodal conditions from the
second session were analyzed. For each participant, the mean
adjusted values and standard deviations for the different
conditions were calculated (see Table 1). The results of
participant 5 were excluded from further analyses for two
reasons: The standard deviations of this participant were
about twice as large as the mean of the standard deviations
of all other participants, and they were large even in the
simplest unimodal conditions (A–A and V–V); and in the
final debriefing, this participant expressed great difficulties
in performing the task. The exclusion reduced the number of
participants to 11, with an age range from 20 to 64 years and
a mean of 28 years.

The mean adjusted values showed that there was hardly
any shift away from physical isochrony for the conditions
with markers and target in the same modality. Also, the

1588 Atten Percept Psychophys (2013) 75:1583–1599



precision for these conditions was quite high (as indicated by
the small standard errors). The mean adjusted values of the
A–Vand V–A conditions were shifted in opposite directions
by about the same amount. When the markers were auditory
and the target was visual, the target was placed 31 ms earlier
than the physical midpoint. In the reverse condition, with
visual markers and an audio target, the target was placed
26 ms later than the physical midpoint.

The mean adjusted values for all participants were ana-
lyzed in a repeated measures, 2 (marker modality) × 2 (target
modality) ANOVA. The analysis found a significant main
effect for both marker, F(1, 10) = 6.7, p < .05, partial η2 =
.40, and target, F(1, 10) = 19.9, p < .01, partial η2 = .67,
modality. The interaction effect was not significant, F(1, 10) <
1. The results show that the adjusted values are more negative
(earlier on the time axis) for auditory markers than for visual
markers (−15.91 ± 5.27 ms vs. 11.28 ± 7.78 ms, p < .05) and
also that the adjusted values are more positive (later on the
time axis) for auditory targets than for visual targets (11.77 ±
6.07 ms vs. −16.40 ± 4.08 ms, p < .01). Follow-up t-tests
showed that neither adjusted value differed from 0 for the
conditions with identical marker and target modalities [A–A,
t(10) = −0.148, and V–V, t(10) = −0.268], but in the different-
modality conditions, the adjusted values differed significantly
from 0 [condition A-V, t(10) = −3.53, p < .01, effect size .74;
condition V–A, t(10) = 1.96, p <.05, effect size .53, one-tailed].

We interpret these shifts in adjusted position as an indica-
tion of the differences in processing speeds for auditory and
visual stimuli. It takes less time to process a sound than a

flash, and therefore the conditions with the combined mo-
dalities have nearly equal shifts of about 25–30 ms, but in
opposite directions (Fig. 2).

To analyze the data of the second part of the experiment—
that is, the data from the condition using AV markers and
visual targets—the mean adjusted values and standard devi-
ations were calculated for each participant for both sessions.
Initial tests (repeated measures ANOVA, 2 [session] × 5
[SOA]) showed no difference in the adjusted values between
the two sessions, F(1, 10) < 1, and, therefore, the data were

Table 1 Results of the unimodal conditions of Experiment 1: Mean adjusted values and standard deviations for each condition of each participant

Condition A–A A–V V–A V–V

Participant Mean SD Mean SD Mean SD Mean SD

P1 −4.7 36.4 −79.1 102.2 21.0 62.7 24.2 79.4

P2 11.8 70.7 −39.5 105.0 3.5 106.4 −7.1 61.2

P3 2.4 25.0 −36.6 54.4 15.3 68.8 −3.0 32.9

P4 5.3 23.7 1.2 56.4 29.5 33.0 −11.2 26.4

P5 −40.1 119.6 7.1 159.7 24.9 134.7 33.0 136.0

P6 −11.8 39.0 −73.2 94.8 101.5 57.1 18.3 88.1

P7 −9.4 22.2 −54.9 85.1 38.9 57.6 −4.7 44.4

P8 10.0 46.8 −14.8 63.0 11.8 92.2 20.1 62.8

P9 −4.1 16.4 2.4 30.5 44.6 41.6 −5.3 25.8

P10 −10.0 30.5 −39.5 85.3 −14.4 71.0 −18.3 42.2

P11 11.8 19.1 5.3 105.0 78.7 68.6 −4.7 29.0

P12 −0.6 11.8 −15.9 56.7 −40.1 56.2 −33.6 32.8

Mean 0.1 −31.3 26.4 −2.3

SE 2.6 8.6 11.5 5.0

Note. The first letter of the condition indicates the modality of the markers, the second the modality of the target. The values are in milliseconds.
Participant 5 was excluded from further analysis (see the text for details), and, therefore, these data were not included in calculating the overall means
and standard errors.
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combined. Again, the data of participant 5 were excluded
from further analysis for the reasons given above. Between
subjects, we found a negative correlation between the num-
ber of adjustment steps (mean = 7.5) and the standard devi-
ation of the resulting adjustments (R2 = .54) (Table 2).

Of initial interest is the adjusted value of the AV–V
condition with no audio delay in the marker stimulus (SOA
= 0 ms). If the participants had been able to ignore the sound
and align the flash solely to the visual components of the
markers (flashes), the adjusted value should be at zero, as in
the V–V condition in the unimodal experiment. On the other
hand, if participants were not able to align the flash with the
flashes but aligned it with the auditory components, we
would have seen the same shift as in the A–V condition in
the unimodal experiment, presumably due to the differences
in internal processing speed. Initial tests show that the ad-
justed values for an SOA of 0 ms are in between the results of
the V–Vand A–V conditions in the unimodal experiment but
not significantly different from either (Fig. 2). This result
suggests that the adjusted value is influenced by the temporal
position of both components of the markers. Such a com-
bined influence could be realized by forming a weighted
mean across the temporal positions of the auditory and visual
marker components, to which the target is then adjusted. For
the observed shift, the weight of the auditory component
would then be about twice as large as the weight for the
visual component. Alternatively, one could see this shift as a
reflection of temporal ventriloquism. Due to the presence of

the auditory marker component, the perceived moment of the
visual component was shifted by about 20 ms, and the target
was adjusted to this shifted position of the visual marker
components.

The next step in the analysis explored the effects of
changes in the AV SOAs. For the overall effect of audio
delay, the mean adjusted values of the participants were
analyzed in a one-way (audio delay) repeated measures
ANOVA. The analysis found a significant main effect for
audio delay, F(4, 40) = 15.9, p < .001, partial η2 = .63. This
result shows the relative influence of the various audio
delays on the perceived isochronous rhythm of the flashes.
In a first analysis, we performed a linear regression including
all SOAs. In that situation, the audio delay significantly
predicted the mean adjusted value of the flash, b = .106,
t(10) = 4.22, p < .05. The audio delay also explained a
significant proportion of variance in the adjusted values,
R2 = .85, F(1, 10) = 17.8, p < .05 (see Fig. 3, data marked
by a star).

This simple analysis follows the approach taken by Burr
et al. (2009), who had data for 13 equally spaced SOAs
within the range ±120 ms. However, such a linear fit ignores
the expected influence of the temporal synchrony window on
the capture effect. If we look at the data from this point of
view, we can see that the SOAs of the markers of −50, 0, and
50 ms are, without any doubt, within the synchrony window,
within which people are not able to identify which of these
components (auditory or visual) had an earlier onset (e.g.,

Table 2 Results of the audiovisual condition of Experiment 1. Mean adjusted position, relative to the isochronous position of the visual marker
component, and standard deviations for each condition for each participant

Audio delay −150 ms −50 ms 0 ms +50 ms +300 ms

Participant Mean SD Mean SD Mean SD Mean SD Mean SD

P1 −31.5 63.4 −26.2 73.6 −20.1 83.6 −27.5 85.8 15.7 96.6

P2 −53.3 86.9 −62.5 76.4 −53.8 96.2 −22.7 84.3 4.4 79.2

P3 −40.2 42.3 −17.9 38.1 −5.9 37.2 2.6 38.5 −8.2 46.9

P4 −62.5 36.0 −31.9 30.5 −17.9 25.2 3.5 28.5 16.2 29.1

P5 −24.9 139.7 12.7 142.3 8.3 147.7 −16.6 164.1 42.8 125.2

P6 −70.4 79.7 −23.6 81.6 −73.9 80.4 −28.8 124.7 −30.2 100.6

P7 −49.4 50.4 −42.8 40.4 −42.8 44.7 −12.2 41.3 11.4 60.7

P8 −57.3 38.4 −17.9 66.1 6.1 56.3 8.7 53.7 34.5 87.3

P9 −15.3 27.0 −9.2 24.3 3.5 31.2 −6.6 31.6 −19.7 32.1

P10 −17.9 58.1 −41.1 54.0 −5.7 47.5 7.4 53.1 8.3 59.1

P11 −6.6 42.8 0.9 55.5 21.0 50.0 39.3 43.2 27.1 37.6

P12 −76.5 32.6 −58.6 29.0 −41.5 38.8 −17.9 37.7 −13.5 27.5

Mean −43.7 −30.1 −21.0 −4.9 4.2

SE 7.0 6.0 8.7 6.1 6.0

Note. All conditions had audiovisual markers and a visual target. “Audio delay” indicates the temporal delay of the audio component of the markers,
relative to the visual component (negative values mean that the audio component occurred first). The values are in milliseconds. Participant 5 was
excluded on the basis of the large standard deviations, and therefore, these data were not included in calculating the overall means and standard errors.
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Van Eijk et al., 2008). The SOA of −150 ms was expected to
be outside the synchrony window, but this might have been a
problematic choice based on a compromise between experi-
mental time and expected effects, because synchrony bound-
aries for these types of stimuli could be around −120 ms (e.g.,
Van Eijk et al., 2008). Therefore, the SOA of −150 ms might
not have been large enough to reduce the influence of the
sound on the adjusted value of the flash completely. However,
the influence (relative to the SOA) is already reduced, as
compared with the three SOA values in the center of the
synchrony window. At the SOA of 300 ms, the adjusted value
was not different from zero and could be interpreted as not
having been influenced by the auditory components of the
markers at all. This means that the data found in Experiment 1
are compatible (although not exclusively) with our initial
hypothesis.

Discussion

The first part of Experiment 1 was designed to quantify the
relative time interval between physical and perceived stimu-
lus onsets for auditory and visual stimuli. We found, as was
expected, that there was no offset in adjusted position for the
condition with markers and target in the same modality (A–A
and V–V). Furthermore, the method showed a similar bias
for both combinations of auditory and visual markers and
targets. The auditory target between visual markers was
placed later in time than at the bisection of the temporal
positions of the second and fourth markers, and the visual
target between auditory markers was placed earlier in time
than at the bisection of the temporal positions of the second
and fourth markers. The size of this relative delay was found
to be about 25–30 ms, which is slightly larger than the delay

between the auditory and visual stimuli that led to the stron-
gest synchrony percept (10–15 ms) in previous experiments
with the same stimuli (Kuling, Van Eijk, Juola, &
Kohlrausch, 2012; Van Eijk et al., 2008). In our previous
experiments, the methodology involved synchrony percep-
tion, in which bimodal stimuli were judged to be synchro-
nous over a range of SOAs around the point of physical
synchrony. It is possible that temporal ventriloquism
operates in the synchrony judgment paradigm to pull the
apparent time of the visual onset toward an earlier auditory
onset, thus leading to an estimate smaller than conduction
time differences when measured with single-modality tar-
gets. It is also possible that part of the observed difference in
results between tasks is due to the fact that there was a task
shift in our experiment, which was not present in synchrony
judgment tasks. In synchrony judgments, the participant is
focused on determining which modality is stimulated first.
Although the synchrony judgment task uses two modalities,
no modality switch had to be made during the trial. In our
experiment, participants had to switch actively between the
marker modality and the target modality and back.
Therefore, any switch costs (e.g., Yeung & Monsell, 2003)
might have been added to the relative transductive delays.

The standard deviations of the adjusted positions also lead
to some interesting conclusions about relative timing sensi-
tivity. The precision of the A–A condition was in the same
range as that found in previous auditory experiments
(Schimmel & Kohlrausch, 2006, 2008). The standard devi-
ations increased when more visual components were added
(A–V and V–A), but for the V–V condition, the standard
deviation did not increase any further but, rather, fell be-
tween those for the A–A and the two combined-modality
conditions. This means that it is possible to adjust the
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temporal position of a visual target to create an accurate
isochronous visual rhythm.

The data of the second part of the experiment are more
difficult to interpret. In this part of the experiment, the
adjustment method with isochronous rhythmic stimuli was
used to quantify the influence of auditory components on the
perceived moment of occurrence of visual components and
to determine the range of SOAs over which auditory capture
occurs. Analysis of the data shows that mainly two explana-
tions are possible. First, we could say that the auditory
influence on visual stimuli is equal to a constant proportion
of the SOA of about 10% (at least within the range of SOAs
from −150 to 300 ms). However, this interpretation of a
constant influence of the auditory offset is not in line with
general expectations about temporal ventriloquism; it could
be a good description for the range of SOAs used here, but
for increasingly large (negative and positive) SOAs, the
effect should return to zero, since temporal ventriloquism,
like spatial ventriloquism, is not expected to reveal equal
cross-modal influence for all values of the relevant physical
parameters (SOA or difference in source directions, respec-
tively). Such a breakdown of cross-modal interaction in the
time domain has recently been demonstrated by Roach et al.
(2006) for temporal rate discrepancies.

A more likely explanation is that the auditory influence on
the perceived position of the visual markers is highest when
the SOAs are small and lie within the apparent synchrony
range. When the SOAs become too large and are at the
boundaries or outside the synchrony window, the net effect
of the auditory component on the perceived temporal posi-
tion of the flash should decrease and finally disappear.
Within the range of perceived synchrony, the effect size of
temporal ventriloquism, relative to the SOAs, might then be
predicted from the synchrony judgment response curve. This
means that the relative influence should be strongest at SOAs
near the PSS and uniformly decrease back to zero for smaller
and larger SOAs.

To test this view, we designed the second experiment, in
which we extended the second part of Experiment 1 by
increasing the range and the number of SOAs in the markers.

Experiment 2

The goal of the second experiment was to measure the
influence of AV marker SOA on the adjusted temporal posi-
tion of the visual target over a larger range and for interme-
diate values of SOAs. These delays were chosen on the basis
of the results of Experiment 1 to give an answer to the
following questions: Does the adjusted value return to zero
for more negative SOAs than those tested in Experiment 1
(< −150 ms)? And is there a maximum shift for SOAs in the
range between +50 and +300 ms?

The data should allow a joint evaluation together with
those from Experiment 1; therefore, the same stimuli and the
same design were used as before for the second experiment.
Due to practical reasons, only some of the original partici-
pants were available also for Experiment 2.

Method

Stimuli and apparatus

The stimuli and apparatus used were identical to those in
Experiment 1.

Design

Every participant performed two sessions of the adjust-
ment task with AV markers and a visual target. Within
each session, the relative SOA between flash and click
of the markers was varied. There were eight values
(−300, −225, −75, −25, +25, +75, +150, and +225
ms), with negative values indicating audio first and
positive values indicating video first. Physical synchro-
ny was defined as an SOA of 0 ms.

Participants

Eighteen participants took part in the experiment (10 females).
Three of the participants were experienced in this research
area (the authors) and voluntarily joined the experiment. The
other participants were naïve about the experiment and re-
ceived a payment of 30 Euros. Seven of the participants had
also participated in Experiment 1. All participants reported
(corrected-to-) normal vision and normal hearing. The partic-
ipants varied in age from 18 to 64 years, with a mean of 25
years.

Procedure

The participants received written instructions about the re-
sponse options and the use of the keyboard. Participants had
to align the target stimulus (flash) with the rhythmic se-
quence of the marker stimuli (flashes). The audio compo-
nents were distractors. At the start of a trial, the target was
placed at a random position between the second and fourth
(marker) positions. After perceiving this start position, the
participant adjusted the temporal position of the target by
pressing keys on the keyboard (see the “Procedure” section,
Experiment 1).

In the two sessions, eight different SOAs in the markers
were used, and each SOA was presented 10 times per ses-
sion, which resulted in 80 trials per session. The SOAs were
presented in random order. The sessions lasted around 45–60
min. In each session, participants could take a small break
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after each trial, as needed. The two sessions were run on 2
different days within a 2-week period. After the second
session, the participants were asked some general questions
about their age and whether they played a musical instru-
ment, and they were asked to describe their tactics in the AV
sessions.

Results

The mean adjusted values and standard deviations were
calculated for each participant for both sessions. Initial tests
(a repeated measures ANOVA, 2 [session] × 8 [SOA])
showed no difference in the adjusted values between the
two sessions, F(1, 14) = 3.1, p = .10; therefore, the data were
combined (Table 3; Fig. 3, where stars indicate the data from
Experiment 1). As compared with Experiment 1, we found
here a smaller negative correlation between the number of
adjustment steps (mean = 6.0) and the standard deviation of
the adjusted values (R2 = .29).

To test the overall effect of audio delay, the mean adjusted
values for each participant were analyzed in a one-way
(audio delay) repeated measures ANOVA. The analysis
found a significant main effect for audio delay, F(7, 119) =
5.1, p < .01, partial η2 = .23, as in Experiment 1. In the

analysis, the effect of audio delay shows significant linear
and cubic relations (both ps < .01, partial η2 = .38 and .60,
respectively). A closer look at the data from Experiment 2
(Fig. 3) suggests a need for an analysis in terms of higher-
order trends. The results for the eight SOAs were therefore
analyzed with a cubic regression. The data could be well
described by a cubic function of the form y = −10.43 + 0.17x
−2.3·10−6x3, R2 = .95 (see short-dashed curve in Fig. 4a).

In the next analysis, all the data obtained from the 7
participants common to Experiments 1 and 2 were analyzed
in the same way, resulting in the following function:
y = −14.31 + 0.19x + 8.1·10−5x2−1.9·10−6x3, R2 = .88 (see
long-dashed curve in Fig. 4a). Comparing the two fits in
Fig. 4a reveals highly similar parameter values; thus,
for the further analysis, we have combined all data obtained
in Experiments 1 and 2.

Repeating the same analysis with all data from the two
experiments combined gives an overall significant cubic func-
tion: y = −16.42 + 0.17x + 8.5 10−5x2−1.6·10−6x3, R2 = .80
(see solid curve in Fig. 4a).

For the following discussion, we will define the term
auditory influence to refer to the slope of the relation be-
tween marker SOAs and adjusted visual target position. The
results reveal that the relation between marker SOA and shift

Table 3 Results of Experiment 2: Mean adjusted positions and standard deviations for each condition for each participant

Audio delay −300 ms −225 ms −75 ms −25 m +25 ms +75 ms +150 ms +225 ms

Participant Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

P1 −1.2 70.1 4.1 62.6 −27.1 59.3 15.9 49.1 −2.4 62.0 18.9 51.4 9.4 53.8 −7.7 72.3

P2 −41.3 117.4 −46.0 117.0 −36.0 118.0 −28.3 122.5 −10.6 79.1 −3.5 92.8 −64.3 100.3 −37.2 98.2

P3 −0.6 87.8 −44.3 63.4 −38.9 73.7 −26.1 98.5 −23.0 80.7 14.2 85.7 −18.9 98.6 −25.8 101.5

P4 −30.7 46.0 −1.2 41.2 1.8 37.0 1.8 46.1 0.6 38.8 3.5 44.3 −5.9 38.0 −17.7 38.9

P5 15.9 68.9 −0.6 77.8 −7.1 77.0 −30.7 76.0 0.6 86.2 −8.9 77.5 22.4 72.0 0.6 104.1

P6 −23.6 69.2 −43.1 72.5 −18.9 80.5 −24.7 79.7 6.2 94.9 31.9 87.7 29.2 73.6 −2.5 80.7

P7 −35.4 27.1 −32.5 24.2 −8.3 25.7 3.0 41.0 −7.7 29.0 3.5 39.1 10.0 27.7 4.1 25.2

P8 −65.5 48.0 −74.9 42.9 −42.5 44.2 −16.5 42.5 20.7 59.3 −37.2 56.6 23.0 50.1 7.1 46.6

P9 −31.9 81.6 −40.7 86.2 −5.9 96.2 −16.5 120.1 27.1 104.9 −26.6 86.4 40.7 80.9 44.8 82.7

P10 −6.5 46.8 −5.9 52.7 −24.8 35.3 −45.4 44.9 −7.7 41.1 −6.5 33.9 −7.1 45.0 −13.6 51.8

P11 65.5 117.8 −31.9 130.2 28.3 117.0 64.3 127.8 −23.0 138.3 5.9 144.3 7.7 135.6 −44.8 124.9

P12 −37.8 70.8 −54.9 75.2 14.2 87.0 −26.0 95.9 21.2 92.6 30.1 109.5 9.4 86.2 −31.9 118.4

P13 −27.7 47.1 6.5 53.9 −67.3 51.8 −59.0 57.0 −17.1 75.7 −17.7 81.5 −24.8 56.4 −20.1 76.8

P14 −10.0 59.2 −30.7 58.5 −74.3 54.3 −10.0 58.6 −6.5 44.7 −3.5 55.2 −3.0 60.0 6.5 63.7

P15 −36.0 45.5 −58.4 37.2 −62.0 32.7 −37.2 27.4 −26.6 34.4 −26.0 28.0 −14.8 35.9 −11.8 31.1

P16 −2.4 41.0 −10.0 45.5 −44.8 42.0 −16.5 36.2 −3.0 62.3 4.1 38.7 8.3 39.6 8.3 34.9

P17 26.0 47.0 2.4 40.1 −49.6 54.2 −23.6 55.2 27.1 54.8 15.9 57.2 30.7 63.9 17.7 56.8

P18 −7.7 71.4 −34.2 66.8 −11.2 63.3 −20.1 71.8 −1.2 72.8 0.6 78.5 0.0 83.0 20.7 79.8

Mean −13.9 −27.6 −26.4 −16.4 −1.4 −0.1 2.9 −5.7

SE 7.0 5.8 6.6 6.3 3.9 4.4 5.8 5.3

Note. All conditions had audiovisual markers and a visual target. “Audio delay” indicates the temporal delay of the audio component of the markers,
relative to the visual component. The values are in milliseconds.
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in the visual target position cannot be expressed as a constant
proportion of the SOA in the markers but that it is better
described by a cubic relation. This means that the auditory
influence is strongest for SOAs close to the PSS and de-
creases for both more positive and more negative SOAs.

In a more detailed analysis, we compared the SOA lead-
ing to the maximum and the minimum values of the overall
cubic function with the synchrony curves from earlier exper-
iments with the same short auditory and visual stimuli
(Kuling et al., 2012). As Fig. 4b shows, the minimum of
the cubic function corresponds to a percentage value of the
(left side of the) synchrony curve of 27.0%, and the maxi-
mum of the cubic function to a percentage value of 27.9%.
This observation indicates that the SOAs leading to the
strongest positive and negative shifts in perceived position
of the visual component coincide with the outer boundaries
of the synchrony curve. At these two SOAs, participants
perceive, on average, the AV stimuli as synchronous with a
probability of about 25%. Furthermore, the influence of the
audio component on the visual component in the marker is
strongest for those SOAs that correspond to the central
portion of the synchrony curve, with a maximum slope of
about 0.16 ms/ms. For this range, we see a monotonically
increasing relation between SOA and perceived temporal
position of the visual component, leading to maximum shifts
of about −35 and + 10 ms. Only for SOAs beyond this range
does the induced temporal shift decrease again.

The observation of a potentially close relation between
synchrony perception and induced temporal shifts suggested
an alternative theoretical approach, based on the model de-
scribed by Maij, Brenner, and Smeets (2009). This model
combines the influence of the relative temporal position of
the sound on the judged temporal position of the flash (linear
component) with the probability that the flash and sound are
considered to arise from the same event (Gaussian compo-
nent). Multiplying these two factors gives the prediction of
the perceived temporal shift for each SOA:

y ¼ axþ dð Þ⋅e− x−bð Þ2
2⋅c2 : ð1Þ

In this formula, y is the observed shift of the visual target,
x indicates the SOA in milliseconds, and a through d are four
free parameters. We applied this theoretical curve for a
different number of free parameters and used all data
obtained in Experiments 1 and 2 as input. The first fit
(continuous curve in Fig. 5) was obtained when all four
parameters a–d were optimized (R2 = .91; fit parameters:
a = 0.200, b = −0.088, c = 0.112, d = −0.018). For the second
fit (dashed curve in Fig. 5), the probability function (param-
eters b and c, b = 0.013 + d/a, c = 0.117) was derived from
the synchrony curves in a synchrony judgment task with the
same stimuli (from Kuling et al., 2012), so that only two
parameters, a and d, were optimized from the present data set
(R2 = .91; fit parameters: a = 0.184, d = −0.018). Very similar

Fig. 4 a Three cubic best fits based on all data from Experiment 2
(short-dashed curve), all data of the 7 participants who participated in
both Experiments 1 and 2 (long-dashed curve), and all data from
Experiments 1 and 2 combined (continuous curve). b Fitted “synchro-
nous” response judgment curve of the condition from Kuling, Van Eijk,
Juola, and Kohlrausch (2012) that used stimuli similar to those used in
the present studies, and the cubic fit of the combined audiovisual data
(solid curve replotted from left panel, together with experimental

results). The vertical lines indicate the temporal positions of the max-
imum and minimum values of the cubic function. On the left side, the
minimum value corresponds to an SOA leading to a synchrony re-
sponse probability of 27.0%; on the right side, the maximum value
corresponds to a synchrony response probability of 27.9%. This obser-
vation suggests a relation between maximum overall shift observed in
temporal ventriloquism and synchrony judgment probabilities for the
same stimuli
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results were obtained when the analysis was limited to the 7
participants who participated in both experiments (R2 = .87,
a = 0.207, d = −0.017).

A comparison of the fits with two and four free parameters
shows that the general shape of the synchrony judgment
curve is of relevance for the quality of the fit, but the detailed
temporal position of the maximum of this curve is not so
important. In fact, the maxima of the two Gaussian functions
in Fig. 5c differ by about 30 ms, but the quality of the overall
fit result is practically unaffected. Also, the linear component
of the fits, indicating the influence of the temporal position of
the tone on the judged temporal position of the flash, is quite
robust between the fits, with a slope value of about 0.2.

With this model, the effect of SOA might be predicted
from the synchrony curve as obtained in a synchrony judg-
ment task. However, the model (and method) is not sensitive
enough to accurately predict PSS values and the synchrony
curve from the data of the temporal adjustment task.

Discussion

The results of Experiment 2 show that the auditory influence
on the perceived moment of occurrence of the visual com-
ponent depends on the AV SOA. The influence—that is, the
change in position per change in SOA—is largest for SOAs
in a range around the PSS for these AV stimuli (about 15 ms).
This means that when the sensory inputs are perceived as
synchronous, the auditory component strongly influences the

perceived temporal position of the flash. This relative influ-
ence decreases for larger positive and negative SOAs, but the
absolute shift value increases on the left side up to an SOA of
about −168 ms, inducing a maximum temporal displacement
of −37 ms, and on the right side to an SOA of +201 ms,
leading to a maximum temporal displacement of +9 ms.

When we compare these results with results of single-
event experiments, we find some very interesting analogies.
For example, the asynchronies found in synchrony judgment
tasks in single-event experiments are comparable to the
asymmetry of the cubic function used to describe our results.
Comparing our data with the mean synchrony perception
curves (Kuling et al., 2012) shows synchrony response prob-
abilities of about 27% for the two SOAs corresponding to the
two maxima of the absolute shift. This would suggest that the
influence of the auditory distractors exceeds the typical
synchrony range (i.e., the range between the 50% points)
used in synchrony judgment tasks. Furthermore, the auditory
influence found in Experiment 2 was largest around the
typical PSS found with the same stimuli in earlier studies
(Kuling et al., 2012; Van Eijk et al., 2008, 2010).

The data on the outer left (−300 ms) and the outer right
(+300 ms) sides are not as close to zero as we would expect
from the unimodal conditions in Experiment 1. A closer look
at the response processes showed that participants used more
adjustment steps for the conditions with the largest (positive
and negative) SOAs. They also reported them as being the
most difficult trials. However, no effect of this difficulty can
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Fig. 5 Fits of the combined experimental data computed with (an
adapted version of) the model used by Maij, Brenner, and Smeets
(2009) (a). This model combines the influence of the temporal position
of the tone on the judged temporal position of the flash (b) with the
probability of the flash and tone being considered to arise from the same
event (c). The continuous black curve is obtained when all four

parameters a−d are optimized. For the dashed curve, the probability
function (parameters b and c) is derived from the synchrony curves in a
synchrony judgment task with the same stimuli (from Kuling, Van Eijk,
Juola, & Kohlrausch, 2012), so that only two parameters, a and d, are
optimized
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be seen in the precision of the adjustments. This suggests that
for these trials, other distracting factors might influence
perception. For example, when the auditory and visual com-
ponents are not temporally close enough to be perceived as
coming from the same source, the five flashes and four noise
bursts might be perceived as two different streams. For
different rhythms, an auditory rhythm distracts from focus-
ing on a visual rhythm, but most of the times, the visual
rhythm can be correctly identified (Frings & Spence, 2010).
This distracting effect could explain why the results for the
outer SOAs are still noisy and do not perfectly return to zero.

A quantitative comparison of the present results with the
data obtained by Burr et al. (2009) is not straightforward, due
to some methodological differences. In our procedure, the
perceived temporal position of the visual component in the
marker is measured by adjusting a visual target. In contrast,
in the experiment by Burr et al. (2009), the perceived tem-
poral position of the AV marker was established by an AV
target presented in physical synchrony. That is, the latter
authors determined the contribution (weights) of auditory
and visual components on the temporal perception of the
total AV stimulus, while we directly measured the induced
shift in perceived timing of the visual component. Although
these two paradigms certainly address related problems, it is
not obvious that they are identical and that the derived weights
can be compared directly.

In the following discussion, we will attempt to apply the
model approach from the present study to the results on
temporal ventriloquism found by others. Morein-Zamir
et al. (2003) measured the effect of one or two sounds on
the JND between two visual stimuli. They started with a
baseline condition in which the onsets of two lights were
both accompanied by a simultaneous click (the lights stayed
on, so there was no offset). In this condition, they found a
JND of about 60 ms. With a lag of 75 ms between clicks and
onsets (one click preceding the first onset and the other click
following the second onset), Morein-Zamir et al. found a
decrease in the JND of about 19 ms. For this condition, the
model developed in the previous section predicts a decrease
in the JND of 31ms (see Table 4). This decrease is mainly
caused by an influence of the first sound on the first visual
onset (induced temporal shift for an SOA of −75 ms is equal
to −32 ms) and only to a small extent by the effect of the
second sound on the second visual onset (SOA +75 ms leads
to a shift of −1 ms). Also, for the data obtained for SOAs of
150 and 225 ms, the model predicts a stronger effect on the
JND than was observed experimentally. The model predicts
decreases of 42 and 31 ms, respectively, while the decreases
in the experimental results amounted to 20 and 11 ms.

These results found in the literature are thus smaller than
what is predicted using the model parameters that described
our data very well. A source for this difference could be a
difference in tasks. For example, Vroomen and de Gelder

(2004) and Vroomen and Keetels (2009) found a relative
influence of about 5% of the SOAs. In the present experi-
ment, an influence of 20% was found, which might suggest
that perception of rhythmic sequences induces a stronger
temporal ventriloquism effect than does “single event” per-
ception. If we want to realize a weaker influence in our
model, we can do this by changing the slope of the linear
component, which had a value of 0.2 in our best fit.
Changing the slope of the linear component in our model
to 0.05, shows quite good predictions of the results found by
Morein-Zamir et al. (2003). In Table 4, comparisons can be
found between the predictions with two versions of this
model (slopes of the linear component of 0.2 and 0.05) and
results found by Morein-Zamir et al.

The literature reviewed here for comparison with our
model predictions reveals a large range of values for, for
example, baseline JNDs. Morein-Zamir et al. (2003) used
only an onset stimulus, whereas Shimojo et al. (2001) used
equal-duration auditory and visual components. The JNDs
found in these two studies differ by a factor of 2 (60 vs. 30
ms). Even within the study by Morein-Zamir et al., a large
difference in JND occurs between their Experiments 1 and 2.
They explain this difference by a learning effect, but other
factors (e.g., brightness [Boenke, Deliano, & Ohl, 2009] and
stimulus duration [Kuling et al., 2012]) might play a role in
the differences as well.

The differences in overall shift size between rhythmic
sequences and single-event perception suggest that some
kind of temporal recalibration might occur during the rhythmic
sequences. Both Vroomen, Keetels, de Gelder, and Bertelson
(2004) and Fujisaki, Shimojo, Kashino, and Nishida (2004)
found that after a fewminutes exposure to a train of sounds and
flashes with a constant time lag, the PSS values for different
simultaneity judgments and TOJs were changed in the direc-
tion of the time lag. Despite the fact that adaptation and
recalibration are supposed to take several minutes, they might
have influenced our results, which could explain some of the
differences between the shift sizes induced by temporal ven-
triloquism in multi- and single-event perception.

General discussion

In this article, we described a set of experiments in which we
tested a method, known from auditory and speech perception
research, for quantifying temporal ventriloquism in AV per-
ception. In line with the original publications on this cross-
modal effect (e.g., Aschersleben & Bertelson, 2003; Morein-
Zamir et al., 2003), we focused on induced temporal shifts in
the perceived moment of occurrence of the visual component
caused by the auditory stimulus component. From our data,
we were able to derive an equation that describes the shift in
perceived temporal position of the visual component as a
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function of the temporal distance (positive or negative) be-
tween the visual and the auditory stimulus components. Such
a quantitative relation has not been previously developed.

As was mentioned in the introduction, the term temporal
ventriloquism has been used in the recent literature for two
related but clearly different experimental phenomena. In the
original publications from 2003, ventriloquism was analyzed
as the shift in the perceived moment of perception. For
example, Morein-Zamir et al. (2003) tested the hypothesis
“that auditory events can alter the perceived timing of target
lights” (p. 155), and they related this hypothesis to the spatial
equivalent where the presence of a visual stimulus affects the
perceived location of an auditory stimulus. In contrast to this
experimental paradigm, Burr et al. (2009) and Hartcher-
O’Brien and Alais (2011) interpreted the term ventriloquism
as indication of the dominance of one modality on the
perceived moment of occurrence for AV stimuli with inter-
modal delays, resulting in weights for the auditory and visual
contributions to the perceived moment of occurrence of the
AV stimulus.

We want to emphasize that these two paradigms measure
different aspects of cross-model temporal influences, and
they also require different theoretical analyses. When study-
ing the shift in perceived occurrence (as in Morein-Zamir
et al., 2003), a wide range of intermodal delays can be tested,
because it is likely that for delays that are too large, any
intermodal influence will disappear and the visual compo-
nent will be perceived unaltered. In contrast, in the para-
digms used in the two recent papers (Burr et al., 2009;
Hartcher-O’Brien & Alais, 2011), it is necessary that the
auditory and visual components are perceived together at
one point in time, demanding that the relative delays be
within the window of synchronicity.

In the terminology from the study by Roach et al. (2006),
the latter paradigm requires multisensory integration based
on a weighted average of two sensory estimates, whereas the
former paradigm is rather immune to mandatory cross-modal
integration according to a maximum-likelihood estimate.
In their own experiments, Roach et al. investigated the

effects of temporal rate conflicts in terms of finding a balance
between costs and benefits of multisensory integration.
Participants had to judge the perceived rate of a modulated
stimulus (either auditory or visual) using the rate of an AV
stimulus with synchronous rate modulations as a comparison
(this is a baseline experiment similar to our unimodal condi-
tions in Experiment 1). Then the task-relevant test modulation
was combined with a task-irrelevant modulation in the oppo-
site modality, and the influence of this irrelevant modulation
rate on the perceived modulation of the test modulation was
established (this corresponds to our conditions with bimodal
markers). For small discrepancies in the relevant and irrele-
vant modulation rates, the judged rate could be modeled as a
weighted combination, where the weights were derived from
the unimodal rate discrimination sensitivity. A particular out-
come was that in conditions with equal unimodal sensitivities
(in which the usually high auditory sensitivity was decreased
by reducing the modulations depth), both components had
about equal weights, indicating a clear example that also in
the temporal domain, the usually less appropriate modality
can get a high weight (see Alais & Burr, 2004, for such a
demonstration in the spatial domain). When the rate discrep-
ancy increased further, the cross-modal influence disappeared,
and the rate estimates returned to their veridical values (as we
tend to see for rather large positive and negative SOAs in our
marker stimuli).

The present experiments allowed deriving an equation
that described the observed temporal shift in perceiving the
visual onset as a function of the SOA in the AV marker
stimuli. The equation is made up of two components: a linear
one, which we interpreted as a measure of the strength of the
cross-modal attraction, and a Gaussian component reflecting
the likelihood of perceived synchrony between the auditory
and visual components. The weaker the perception of
synchrony, the smaller the weights and overall effect of
cross-modal timing shifts. Thus, at large SOAs, the effect
must disappear, and there is a parallel with the breakdown
of cross-modal rate discrepancy effects shown by Roach
et al. (2006).

Table 4 Comparison between the results of Morein-Zamir, Soto-Faraco, and Kingstone (2003) and predictions from our model for two different
slopes of the linear model component

Results Found in Morein-Zamir et al., 2003 Model Predictions for Change in JND

SOA Baseline JND Change in JND Slope 0.2 Slope 0.05

Simultaneous first sound + trailing second +100 ms
Preceding first sound + simultaneous second−100 ms
Preceding first sound + trailing second, ±100 ms
Preceding first sound + trailing second, ±75 ms
Preceding first sound + trailing second, ±150 ms
Preceding first sound + trailing second, ±225 ms

72 ms
72 ms
72 ms
62 ms
62 ms
62 ms

−3 ms
−13 ms
−11 ms
−19 ms
−20 ms
−11 ms

−24 ms
−14 ms
−38 ms
−31 ms
−42 ms
−31 ms

−11 ms
−16 ms
−26 ms
−16 ms
−21 ms
−14 ms

Note. The slope of 0.2 represents the best fit of our model to the data of Experiments 1 and 2, while the slope of 0.05 is an indication of the effect size
of auditory distracters on visual stimuli in previous experiments (Vroomen & de Gelder, 2004; Vroomen & Keetels, 2009).
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Our quantitative approach also allows a reinterpretation of
the experiment by Morein-Zamir et al. (2003). These authors
interpreted interactions among their stimuli such that the first
sound affected the (perceived) onset of only the first visual
stimulus, and the second sound the perceived onset of only the
second visual stimulus. In our analysis of these data, we
computed the expected shifts in the same way. But there is
no direct evidence given by Morein-Zamir et al. that this close
link between the individual sounds and the individual visual
onsets happens in exactly this way. Let us take their condition
with the sounds and closest visual onsets being 75 ms apart
from each other and the two visual onsets being separated by
an SOA of 45 ms. For this specific condition, the first sound is
presented 75 ms before the first visual onset and 120ms before
the second onset. Accordingly, sound 2 is presented 75 and
120ms after the two visual onsets. According to our theoretical
model shown in Fig. 5, the first sound should have an influence
both on the first and also on the second visual onsets. Just on
the basis of the temporal distances, our model predicts that the
first sound should have a stronger overall shift impact on the
second visual onset (about 38 ms), as compared with a shift of
about 33 ms for the first visual onset. That is, in order to
interpret the data in the way of the original article by Morein-
Zamir et al., one needs to make the additional assumption that
each sound only affects one, but not both, of the visual onsets.

In conclusion, the experimental method proposed in the
present article, based on rhythm perception, has proven to be
useful for measuring temporal ventriloquism over a large range
of AV SOAs. The model based on the results seems to be
promising for quantifying and predicting the net result of
temporal ventriloquism in different experiments. However, to
find the exact details, possibilities, and limitations of the mod-
el, future work is necessary. We hope that by presenting a
quantitative, testable prediction for the induced time shift in
visual stimuli, more conditions will be created to broaden the
experimental data base for the phenomenon of temporal ven-
triloquism. A particular goal would be to better understand,
and possibly integrate, the two sides of temporal ventriloquism
emphasized in the introduction and the “General discussion”
section: the cross-modally induced shift in perceived timing of
individual components of an AV stimulus and the weighted
contributions of the individual components to the perceived
moment of occurrence of an AV stimulus.
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