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Abstract For quantification of gene-specific mRNA, quan-
titative real-time RT-PCR has become one of the most
frequently used methods over the last few years. This article
focuses on the issue of real-time PCR data analysis and its
mathematical background, offering a general concept for
efficient, fast and precise data analysis superior to the
commonly used comparative CT (ΔΔCT) and the standard
curve method, as it considers individual amplification
efficiencies for every PCR. This concept is based on a
novel formula for the calculation of relative gene expres-
sion ratios, termed GED (Gene Expression’s CT Difference)
formula. Prerequisites for this formula, such as real-time
PCR kinetics, the concept of PCR efficiency and its
determination, are discussed. Additionally, this article offers
some technical considerations and information on statistical
analysis of real-time PCR data.
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Introduction

The quantification of gene-specific mRNA expression is
one of the major issues in life science and basic clinical
research. Since its establishment in the 1990s [1–4],
quantitative real-time RT-PCR (qPCR) has been widely
used, allowing fast, accurate and sensitive mRNA quanti-
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fication with a high throughput of samples. Unfortunately,
the issue of real-time PCR data analysis is often under-
estimated by researchers.

Two approaches of data analysis—the comparative CT

(cycle threshold) method (also known as ΔΔCT method
[5]) and the standard curve method [6]—are commonly
used, but both suffer from major limitations, as discussed
later in this article.

In the past years several authors have published
approaches for enhanced qPCR data analysis [7–10].
Based on these approaches, we present a novel general
strategy, which enables researchers to perform their
qPCR data analysis in an efficient, fast and precise
manner.

After introducing the background of qPCR kinetics
and the concept of PCR efficiency and its determina-
tion, the calculation of relative gene expression ratios
considering individual amplification efficiencies for
every PCR—according to our novel GED (Gene
Expression’s CT Difference) formula—is derived and
explained. Furthermore, our article is arranged to include
several figures containing further supporting information
on, e.g. technical issues and statistical analysis of qPCR
data.

Basic principle

Before introduction of the qPCR technique, convention-
al RT-PCR [11, 12] was widely used for gene-specific
mRNA quantification. This method of end-point PCR
product analysis is not able to determine the initial
quantity of template molecules for a gene-specific PCR,
because at the end of amplification cycles the amount of
amplicon depends not only on the input amount but also
technical variations occurring during the reaction [13].
This can be compensated for by the competitive PCR
approach based on an internal, co-amplified standard,
which represents a mutated form of the amplicon [14,
15]. Due to its labor-intensity, this method has lost
significance in the last years.

qPCR offers the opportunity to observe the amplifi-
cation kinetics of a PCR in “real time” via accumula-
tion and measurement of specific fluorescence signals
with each cycle [1, 3, 4].

Generally, a PCR consists of four different kinetic
stages [16, 17], which are basically similar to the well-
known bacterial growth kinetics as observed by Monod
in 1949 [18]. First, there is a lag phase where
exponential amplification is already ongoing within
the PCR tube, but no fluorescence signal above the
background level is measurable. Secondly, in the
logarithmic (log) phase the exponential growth of PCR

product—ideally, there is a doubling of PCR product
every cycle—is measureable as fluorescent signal. Third-
ly, in the retardation phase, accumulation of PCR
inhibiting factors and loss of enzyme and substrates for
the PCR decelerates the reaction. Fourthly, the PCR
reaches a steady state in the stationary phase, and no more
amplicons are produced [16, 19]. For real-time PCR data
analysis, the second phase—the log phase, with its
measurable exponential growth conditions—is crucial.

The PCR kinetics in this stage can be described with
the following exponential equation describing the log
phase:

Rn ¼ R0 � 1þ Eð Þn ð1Þ
with Rn and R0 being the amount of fluorescence signal
(in arbitrary units and proportional to the amount of DNA
amplicons) after 0 (R0) or n (Rn) cycles, respectively (see
Fig. 1). The efficiency E of the reaction (0≤E≤1) is
defined in the following section.

CT values and efficiency

After correct setup, run and technical quality control of a
qPCR (see Fig. 2), two parameters for data analysis must be
determined for each well: the CT value and the PCR
efficiency E.

The CT value is defined, according to the so-called fit
point method [20], as a fractional number of cycles,
where the PCR kinetic curve (see Fig. 1) reaches a user-
or program-defined threshold amount of fluorescence.
This intersection point must be set in the exponential
phase of the curve, i.e. above the background level and
before reaching the retardation phase. This can be
visualized in a half-logarithmic (y-axis log-scaled) plot
of the kinetic curve, in which the exponential phase
corresponds to the linear part of this graph (see Fig. 1).

The PCR efficiency E is a major issue in qPCR data
analysis. In a perfect situation, we would always achieve
perfect PCR amplification. A PCR with a perfect setup
would theoretically double the gene-specific amplicons
from cycle to cycle, which would be equivalent to
E=1=100%. In fact, E, empirically determined, is gener-
ally between 0.65 and 0.9 (65 and 90%) [21] and
therefore a hardly reproducible parameter for each PCR,
even though using identical reaction setups with identical
templates. Several factors, such as phenol, ethanol,
haemoglobin, heparin and even the reverse transcriptase,
are known to inhibit PCR efficiency [22, 23].

Given identical initial copy numbers (R0), the PCR
efficiency E defines the CT value and the resulting gene
expression ratios, as these are calculated on the basis of the
CT values [8]. We may illustrate this problem as follows:
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Fig. 1 qPCR amplification plot. Both graphs show a typical PCR
kinetic curve with Rn plotted against n before and after logarithmic
transformation of Rn; the y axis is linear (left) and lg scaled (right).
The gray squares indicate the exponential regions, where the threshold
for CT value determination must be set. Within these regions of the

curve the PCR kinetics obey the indicated formulas. n number of
cycles, Rn fluorescence amount after n cycles, RCT fluorescence
amount after CT cycles (identical to fluorescence threshold), R0 initial
fluorescence amount, E PCR efficiency
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• 

• 
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Ensure good primer and probe design. The use of primer and probe design software is highly 

recommended (e. g., 

JaMBW [http://www.bioinformatics.org/JaMBW/]).

Primer3 [http://www-genome.wi.mit.edu/cgi-bin/primer/primer3_www.cgi] and 

RNA preparation and cDNA synthesis are crucial for gene quantification. All samples should be 

treated according to identical protocols and – in the optimal case – in parallel. A DNase treatment must 

be included  [32]. Check the quality and concentration of RNA by conventional electrophoresis and 

spectrophotometry or with devices such as Agilent’s Bioanalyzer.  

Include NTCs and NACs in your qPCR runs. NTCs are no-template controls where water instead of 

cDNA is included in the reaction mixture; this checks for purity of the PCR components. NACs are no-

amplicon controls, also known as reverse transcriptase-minus (RT-) controls, where a mock reverse 

transcription (RT) reaction with all components except the reverse transcriptase serves as template; this 

checks for genomic contamination and purity of the RT and PCR components. 

Use an appropriate normalization control. The use of an invariant endogenous control (housekeeping 

gene) in the assay can correct for minor sample-to-sample variations in cDNA quantity  [31]. There are 

various options, common choices are 18S rRNA, GAPDH, cyclophilin or β -Actin. Unregulated 

expression of these genes under the chosen experimental conditions is a major problem in this context, 

and invariance must be ensured [32; http://normalisation.gene-quantification.info]. In many cases the 

 use of a normalization index (2 or more endogenous control genes) may be useful  [33]. 

Pay attention to the technical analysis of your qPCR run. In case of a SYBR Green I qPCR assay, a 

melting (dissociation) curve analysis should be performed yielding only one sharp peak in the first 

derivative plot. Ensure accurate baseline and threshold setting. 

Fig. 2 Practical considerations—
the DOs and DON’Ts
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First of all, we convert Eq. (1) into a form in which
the CT value may be calculated based on known
fluorescence amounts R0 and RCT (RCT is the fluorescence
amount at the CT value) and the PCR efficiency E.

Rn ¼ R0 � 1þ Eð Þn ) RCT ¼ R0 � 1þ Eð ÞCT

, lgRCT ¼ lgR0 þ CT � lgð1þ EÞ
, CT ¼ lgRCT � lgR0

lg 1þ Eð Þ

ð2Þ

Now we compare two cDNAs (I and II) containing the
same initial amount of template molecules (R0=10), but
with different Es [E(cDNAI)=0.85 and E(cDNAII)=0.70]
reflecting improper—due to variations—PCR conditions,
such as suboptimal template quality and inherent and
unavoidable minor variations in pipetting. We set our
threshold to RCT ¼ 5� 107 and calculate the CT value
according to Eq. (2):

CT ¼ lgRCT � lgR0

lg 1þ Eð Þ
CT cDNA1ð Þ ¼ lg 5 � 107ð Þ � lg10

lg 1þ 0:85ð Þ ¼ 25:07

CT cDNA2ð Þ ¼ lg 5 � 107ð Þ � lg10

lg 1þ 0:70ð Þ ¼ 29:07

In this example, an efficiency difference of 0.15 results
in CT value difference of ΔCT =CT(cDNA1)−CT(cDNA2)=
−4. According to the ΔΔCT method, perfect PCR con-
ditions with an efficiency of E=1 are always assumed, i.e. a
difference of one CT value between two samples corre-
sponds to a doubling of the amount of PCR product in the
sample with the lower CT value. By ignoring the real
efficiencies of the PCR within the data analysis, we would
calculate the relative gene expression in cDNA1 16 times
higher than in cDNA2 (ΔCT=29.07−25.07=4 corresponds
to 2−(−4)=16-fold expression according to the ΔΔCT

method) with these CT values.
This example demonstrates that ignoring different PCR

efficiencies may result in calculation of significant mRNA
expression differences comparing two cDNAs with identi-
cal initial template amount.

Thus, we see that E strongly influences the technically
determined CT value. Due to the exponential nature of
qPCR kinetics, small variations in CT values have large
effects on calculated gene expression ratios.

Therefore, a major prerequisite for valid qPCR data
analysis is the determination of E in every PCR run on
every sample and gene due to two reasons: 1) if we
assume E=1=100%, gene expression is over- or under-
estimated (see Fig. 4, which is introduced later) in the
case of E≠1 (e.g. E(cDNA1)=E(cDNA2)=0.8), which is

the most common case [19]; 2) if we assume one identical
E for every single PCR (i.e. well), we neglect inter-well
differences [i.e. E(cDNA1) ≠ E(cDNA2)] leading to
wrong determination of gene expression, as seen above.

The ΔΔCT method and the standard curve method do
not fulfil both criteria, as they always assume E=1 or
determine an averaged E, respectively. Because of this,
these methods are only applicable under certain conditions.

There are different approaches possible to determine the
efficiency E of the PCR. The prominent method is an
external standard curve with serial dilution series of a
template (e.g. cDNA or plasmid DNA) measured in
separate wells [6]. However, this conservative method has
numerous drawbacks.

In practice, a standard curve often only covers two
orders of magnitude, whereas a standard curve for
adequate determination of E has to cover at least 3–5
orders of magnitude [24] for valid anchoring of the
trendline. In this case, the dilutions are very susceptible to
pipetting errors leading to misdetermination of E, with a
tendency to overestimate E [8]. Moreover, screening for
inter-well variations concerning E is not possible. More
practical disadvantages of the standard curve approach
are the high consumption of reagents (and cDNA) and the
occupancy of many wells during each PCR run. There-
fore, approaches to determine E directly from the PCR
kinetic curve are preferable, and a number of calculation
methods for E have been published so far [7–9, 25, 26;
http://www.efficiency.gene-quantification.info].

The linear regression [9] method has proved to work
stably and accurately and it performs best in our hands.
This method is based on the calculation of the log of the
amount of fluorescence at each cycle, resulting in a linear
graph in the exponential phase of the PCR kinetic curve
(see above).

In this linear range, a trendline including 3–6 data
points, with the highest possible slope and with the
highest correlation coefficient (also known as Pearson
correlation coefficient R2) must be defined [9] (see
Fig. 3).

Data are plotted as lg Rn on the ordinate and n on the
abscissa, and the slope of the trendline can then be
determined from the equation:

Rn¼ R0 � 1þ Eð Þn
lgRn¼ lg 1þ Eð Þ � nþ lgR0

Therefore, the slope s equals lg (1+E) according to the
standard straight line formula (y=mx+b, where m is the
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slope of the straight line), which enables us to calculate E
from the slope of the straight line:

s¼ lg 1þ Eð Þ
, 10s ¼ 1þ E

, E¼ 10s � 1

ð3Þ

Thus far, the manufacturers of real-time PCR instru-
ments have not included algorithms for determining PCR
efficiency in their data analysis software packages. Never-
theless, the above calculation can be easily performed
using, e.g. the publicly available programs LinRegPCR [9]
or DART-PCR [8].

Unfortunately, PCR efficiency determination is gen-
erally applied on few data points and is therefore prone
to errors in measurement. This drawback may partially
be compensated by highly sensitive assays utilizing
gene-specific reverse transcription in combination with
hydrolysis probes (e.g. TaqMan) or hairpin probes (e.g.
Molecular Beacons, Scorpions) which can expand the
linear range of data acquisition [10]. Besides these
technical aspects, novel algorithms (such as the sig-
moidal and the logistic models [21, 25, 27]) have been
developed in recent years to include more data points
in the data analysis, increasing its precision. These
algorithms work user-independent, but are not publicly
available as software packages yet (for review of
efficiency estimation methods, see Wong et al. [10]).

In essence, there are two ways to work with
efficiencies determined for each well: First, E may be
considered separately for each well. Secondly, a mean
value of all Es is calculated and applied to all wells.

It has been shown that data analysis with a mean
value of E shows smaller variations concerning the
calculated initial template amount R0 than an “each-
well-separately” approach [8].

An important prerequisite for the use of a mean
value of E is the standard deviation (SD) of the
determined Es. As discussed above, even small variations
in E may result in miscalculations of gene expression
ratios. Nevertheless, the determination of E is limited by
the number of cycles over which linear regression is
applicable. Therefore, the accuracy of E determination is
also limited. Thus, small ranges of E have to be accepted,
but outliers must be detected, if we would like to
calculate our relative expression ratios (rER; see below)
with averaged Es.

Bar et al. investigated the distribution of Es deter-
mined from PCR kinetic curves [28]. They showed that
the determined Es are normally distributed. They calcu-
lated a maximum SD of E [SD(E)] of 0.02 for a large
training set and various genes. For kinetic outlier
detection (KOD), a 95% confidence interval, which
equals a mean value of E±1.96 SD (i.e. mean value of
E±0.039; SD=0.02) was applied and only Es within this
interval were included in data analysis (the residuals were
defined as outliers). In this way, Bar et al. proved that
rER calculation with averaged Es works well under these
conditions. If the Es in our qPCRs fit these requirements
(especially, if SD(E)≤0.02), we can, after elimination of
outliers, calculate rER with averaged Es.

Another option has been proposed by Peirson et al.
[8]. These authors also assumed a normal distribution
of the determined Es and performed analysis of variance
(ANOVA) to exclude outliers and to check for affiliation
to a common (homogenous) distribution of the deter-
mined Es before calculating with averaged Es. Peirson et
al. also provide a free tool for this process, named DART-
PCR. In case of non-homogenous distribution of E in the
compared samples, the data analysis must be performed
with the individually calculated Es for all wells. Gener-
ally, we try to avoid data analysis under these conditions,
as the calculation of E is an estimation—not resulting in a
“true” value—and is therefore prone to small errors that
may cause large variations in rER.

Determination of expression ratios

After introduction and discussion of CT values and
efficiency E, we can now use both parameters to calculate
gene-specific relative expression ratios rERs.

A gene-specific rER is defined as the expression level
of a gene-of-interest (GOI) in one sample of interest (SOI,
normally a cDNA template) vs a reference sample (e.g.

lg Rn

n

)1lg( Es = +  
− 110S

E =

Fig. 3 PCR efficiency determination. In a plot of the PCR kinetic
curve with a half-logarithmic scale, the PCR efficiency E can be
calculated from the slope of a trendline in the exponential phase of the
curve following the indicated formula. n number of cycles, Rn

fluorescence amount after n cycles, s slope of the trendline, E PCR
efficiency
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Fig. 4 Derivation of the
GED formula

J Mol Med



cDNA from healthy tissue, unstimulated cells, etc.). We
call this process relative quantification, as usually we
have no information concerning the initial copy number
of the gene of interest (i.e. its concentration) within this
reference sample. Nevertheless, an absolute quantifica-
tion would be possible if we knew the concentration of
interest in the reference sample. With the exception of
special cases, in which a precise determination of initial
copy number is essential (e.g. virology, clinical chemis-
try), the application of an external standard curve will still
remain the “gold standard” [29, 30].

Normally, the measurement of the GOI is performed
relative to at least one internal standard (sometimes also
called endogenous control): an “unregulated” housekeep-
ing gene HKG (the issue of HKG selection and HKG
indices is addressed in Fig. 1).

We looked for a PCR data analysis formula that is
not dependent on standard curves (for economic

reasons) and integrates the calculated PCR efficiencies
(for increased accuracy). For this reason, we deduced
our formula from the basic PCR kinetics formula
(Eq. 1) retaining E for both PCRs (for complete
derivation, see Fig. 4) to determine the relative expres-
sion ratio rER of a gene-of-interest GOI (relative to a
housekeeping gene HKG) in a sample-of-interest SOI
(relative to a reference sample ref).

Formula for the use with averaged efficiencies E for each
gene:

rER ¼ RnormðSOIÞ
Rnormðref Þ ¼ ð1þ EðGOIÞÞ�ΔCT ðGOIÞ

ð1þ EðHKGÞÞ�ΔCT ðHKGÞ ð4Þ

with ΔCT geneð Þ ¼ CT gene; SOIð Þ � CT gene; refð Þ.
Formula for the use with individual efficiencies E for

each gene and also each well:

Fig. 5 Statistical analysis. We suggest performing the measurement of
a single cDNA template in—at least—technical triplicate. In this case,
three different CT values (CT1, CT2, CT3) are obtained for each gene
(GOI and HKG) and each sample. One of the measured samples is
defined as the reference sample ref. To compare two samples we
calculate three different relative expression ratios rERs (with averaged
or individual Es) by clustering the corresponding CT values as
indicated in the table. If we assume that the calculated rERs for one
sample-of-interest SOI are part of a normal distribution (as the
technically determined CT values and Es are), we can also calculate
the mean value and the standard derivation of these rERs. Addition-

ally, we may perform statistical testing for differences between two
SOIs by applying an unpaired, two-tailed ttest or an analysis of
variation (ANOVA). For statistical analysis of two sample groups (two
groups consisting of more than one SOI), the assumption of normal
distribution within these groups is problematic, i.e. one cannot assume
that, for example, the expression of a certain gene in glioblastomas of
ten different individuals is normally distributed. Here, a non-
parametric statistical analysis as the Mann–Whitney–Wilcoxon rank
sum test should be applied. This procedure should also be applied for
statistical analysis of biological replicates

J Mol Med



a. 

sample CT(RER) E(RER) CT(18S) E(18S)

24.43 0.67 6.02 0.85

24.52 0.66 6.15 0.84

24.3 0.69 5.92 0.86

25.63 0.58 6.27 0.73

25.73 0.59 6.26 0.75

25.71 0.56 6.29 0.7

23.61 0.68 6.23 0.84

23.83 0.68 6.22 0.86

23.56 0.67 6.2 0.87

22.32 0.67 6.13 0.83

22.52 0.67 6.15 0.87

22.46 0.68 6.13 0.86

26.61 0.7 6.22 0.88

26.52 0.68 6.09 0.85

26.71 0.66 6.16 0.87

37.67 34.12

38.58 35.69

37.23 34.65

HEK293

NTC

adrenal

heart

kidney

HeLa-S3

b.

0.0

50.0

100.0

150.0

200.0

250.0

300.0

350.0

400.0

450.0

500.0

rE
R

 [
%

] 

adrenal 100.0 100.0 100.0 100.0 100.0

heart 52.9 49.0 60.1 165.3

kidney 181.8 192.0 164.2 165.6 164.1

HeLa-S3 373.1 426.3 290.7 297.7 314.2

HEK293 27.5 23.8 35.8 34.9 31.5

standard curve ddCT GED mean(E) GED mean(E) [outlier ex] GED individual E
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rER ¼ RnormðSOIÞ
Rnormðref Þ

¼ ð1þ EðHKG; SOIÞÞCT ðHKG;SOIÞ

ð1þ EðGOI; SOIÞÞCT ðGOI;SOIÞ

� ð1þ EðHKG; ref ÞÞ�CT ðHKG;ref Þ

ð1þ EðGOI; ref ÞÞ�CT ðGOI;ref Þ

ð5Þ

Rnorm(SOI) and Rnorm(ref) are the initial fluorescence
amounts (proportional to the initial DNA template amounts)
in the sample-of-interest SOI and the reference sample ref,
respectively, of the gene-of-interest GOI normalised to the
housekeeping gene HKG. rER is the relative expression
ratio (for statistical analysis of rERs, see Fig. 5). The PCR
efficiency E, either applied as mean value [E(gene)] or
separately for each well [E(gene; sample); sample is SOI or
ref] (see discussion above). ΔCT(gene) is the CT value
difference of the SOI and the ref for the gene (GOI or HKG)
[ΔCT(gene)=CT(gene; SOI)-CT(gene; ref)].

In fact, ΔCT(gene) is nothing more than the gene
expression’s CT difference between two samples. Therefore,
we named our real-time RT-PCR data analysis approach the
GED (Gene Expression’s CT Difference) method.

The GED formula can easily be implemented into
spreadsheet programs such as Microsoft Excel. By using

this method in daily practice we observed significant
differences comparing the GED method with ΔΔCT and
standard curve method. Especially detection and mathe-
matical consideration of efficiency differences enabled a
more accurate calculation of rER with the GED formula
(see Fig. 6).

Conclusion

The incorrect assumption of a 100% PCR efficiency
strongly confounds accurate calculation of gene-specific
relative expression ratios—the essential purpose of real-
time PCR analysis. Assumption of an identical effi-
ciency for each well may also confound data analysis.
The GED formula, presented in this paper, compensates
for these major drawbacks. The formula overcomes the
requirement for an additional standard curve for every
gene on every plate, and is able to consider non-
homogenous and suboptimal PCR efficiencies. There-
fore, it is more economic than the standard curve
method and ensures a higher accuracy of gene
expression ratio determination in comparison to the
ΔΔCT and standard curve method.
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