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Abstract Quantity implicatures are inferences triggered by an utterance
based on what other utterances a speaker could have made instead. Using
ideas and formalisms from game theory, I demonstrate that these inferences
can be explained in a strictly Gricean sense as rational behavior. To this end,
I offer a procedure for constructing the context of utterance insofar as it
is relevant for quantity reasoning as a game between speaker and hearer.
I then give a new solution concept that improves on classical equilibrium
approaches in that it uniquely selects the desired “empirically correct” play
in these interpretation games by a chain of back-and-forth reasoning about
players’ behavior. To make this formal approach more accessible to a wider
audience, I give a simple algorithm with the help of which the model’s
solution can be computed without having to do heavy calculations of proba-
bilities, expected utilities and the like. This rationalistic approach subsumes
and improves on recent exhaustivity-based approaches. It makes correct and
uniform predictions for quantity implicatures of various epistemic varieties,
free choice readings of disjunctions, as well as a phenomenon tightly related
to the latter, namely so-called “simplification of disjunctive antecedents”.
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1 Introduction

In his essay Logic & Conversation (Grice 1975), Paul Grice made a beautiful
case for parsimony of a theory of meaning in a defense of logical semantics.
Grice maintained that semantic extravagance is often unnecessary, and he
showed that many alleged differences between classical logical semantics and
intuition can be explained systematically as arising from certain regularities
of our conversational practices, which he summarized under the label Maxims
of Conversation. Based on the assumption that the speaker adheres to these
maxims, the hearer is able to pragmatically enrich the semantic meaning
of an utterance in systematic ways. This is, in fairly simplified terms, the
background of Grice’s theory of conversational implicatures.'

A particular kind of conversational implicature are so-called guantity
implicatures. For illustration, consider the following conversation:

(1) Busu: All of my friends are metalheads.
Kik1: Some of my friends are too.

From Kiki’s reply in (1), we readily and reasonably infer the following:

(2) It’s not the case that all of Kiki’s friends are metalheads.

Does that mean that the quantifier some means “some but not all”? Absolutely
not, Grice would say. The literal meaning of some may very well be just the
existential quantifier familiar from first order logic. This is because we can
explain the inference in (2) as something that Bubu, the hearer, is entitled
to infer based on the assumption that Kiki, the speaker, is forthcoming
and cooperative towards the interest shared by speaker and hearer, which
is — so the central Gricean assumption goes — honest and reliable information
exchange. In other words, Bubu may reasonably assume that Kiki’s linguistic

Grice’s theory of conversational implicatures was developed further in many ways by a great
number of linguists and philosophers. I do not wish to claim that I am producing Grice’s
original view on the matter, but rather that which I take to be the distilled common idea that
emerged and is still developed to-day in the community. Crucial steps in the shaping of our
ideas about conversational implicatures were made by, among others, Horn (1972), Gazdar
(1979), Atlas & Levinson (1981), Levinson (1983), Horn (1984), Horn (1989), and Levinson
(2000).
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behavior is governed by the following Speaker Quantity Principle:*

(3) SPEAKER QUANTITY PRINCIPLE:
A cooperative speaker provides all true and relevant information she
is capable of.

Based on this, Bubu may reason that it would have been more informative — as
far as logical strength goes — for Kiki to simply have responded “All of mine
too.” The extra information would have been relevant, at least for the sake of
small-talk conversation. Hence, the reason why Kiki has not simply said “All
of mine too” was most likely so as not to speak untruthfully. So it must be
the case that (2) is true.

This sketchy derivation clearly needs to be improved if it is to be the
backbone of a respectable theory of quantity implicature tout-court. Firstly,
it is clearly desirable to trade in the above informal reasoning for a more
perspicuous, calculable and formal theory of quantity inferences, especially
when we wish to assess predictions in more involved cases. This has been
done, with ample degree of success (e.g., Gazdar 1979, Schulz & van Rooij
2006, Spector 2006). But it is also fair to say that the more formally rigorous a
theory of quantity implicature is, the further removed it usually stands from
the original idea behind the Gricean approach to conversational implicatures
(cf., Geurts & Pouscoulous 2009b: 1-3). Which is what exactly?

Grice was an extremely careful philosopher, and as such he was nat-
urally very aware of the tentativeness of his own proposal (cf., Chapman
2005). Indeed, Grice envisaged a rationalistic foundation of the Maxims of
Conversation and the explanations of conversational implicatures that they
license:

“As one of my avowed aims is to see talking as a special case
or variety of purposive, indeed rational, behaviour, it may be
worth noting that the specific expectations or presumptions
connected with at least some of the foregoing maxims have
their analogues in the sphere of transactions that are not talk
exchanges.” (Grice 1975: 47)

2 This principle is not found in Grice’s writings, but is a simplified and condensed conglomerate
of Grice’s Maxims of Quantity, Quality and Relevance. The present formulation does echo,
however, rather closely the formulation given by Schulz & van Rooij (2006) in motivation of
their exhaustivity operator (to be introduced in Section 4.1).
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This essay is in this general spirit of Grice’s programme. The main ques-
tion to be asked is whether complex cases of quantity implicatures, can be
grounded in rationalistic terms, using the formal machinery of game theory.
After recapitulating some of the relevant issues concerning the notion of
quantity implicature in Section 2, we will introduce a small test set of quantity
implicatures in Section 3. Some of these cases are problematic even for our
currently best formal theories, which I take to be theories based on the idea
of exhaustive interpretation, to be recapitulated in Section 4. Section 5 then
addresses the general question what a rationalistic explanation of quantity
implicatures would have to look like. This paves the way for the game the-
oretic model to be introduced in Sections 6, 7 and 8. Section 9 discusses
the model’s predictions and Section 10 relates the present proposal to al-
ternative approaches before Section 11 concludes. Two appendices provide
more formal detail, one on exhaustive interpretation, one on game theoretic
concepts.

The model that this paper introduces, called iterated best response (IBR)
model, consists of two components (see Figure 1). The first component,
subject of Section 6, is a principled procedure with which to construct a
game model as a representation of the context of utterance, insofar as
it is relevant to quantity reasoning. This part is often neglected in game
theoretic approaches to pragmatics but absolutely crucial for a self-contained,
falsifiable theory. This paper therefore shows how to construct a unique game
from a to-be-interpreted target utterance and its alternative expressions, and
attempts to trace each step in this construction to its underlying intuition
about the nature of cooperative conversation.

The second component, given in Section 8, is a solution concept that
captures the “pragmatic reasoning” in a given context game model. The
solution concept that this paper spells out, called iterated best response
(IBR) reasoning, builds on conceptually similar approaches taken, among
others, by Benz (2006), Stalnaker (2006), Benz & van Rooij (2007) and Jager &
Ebert (2009). The solution concept of this paper demonstrably makes better
predictions than previous approaches using standard equilibrium notions
or refinements thereof (cf., Parikh 1991, 2001, de Jager & van Rooij 2007,
van Rooij 2008). Unlike the latter, IBR reasoning makes transparent reference
to interlocutors’ mental states, making it more accessible to commonsense
intuition (as opposed to game theoretic expertise). Pragmatic reasoning is
spelled out in terms of back-and-forth reasoning about the players’ behavior.
Beginning with the assumption that utterances are true, interlocutors reason

1:4
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Figure 1  Architecture of the 1BR model

pragmatically about which utterances and interpretations are rational given
the belief that their conversational partner reason similarly. Repeated appli-
cation of this reasoning scheme singles out uniquely strategic behavior that
would ideally correspond to the empirically observed pragmatic language
use.

More specifically, the IBR model’s treatment of quantity implicatures
is essentially as follows. Given an utterance m™* whose interpretation we
are interested in and its potential alternatives m, ...m,, the game model
considers a number of state distinctions, where a state is a set of all those
possible worlds that agree on the truth values of expressions m, ...m,. The
model assumes that the speaker but not the hearer knows the actual state,
and that speaker and hearer are both interested in the hearer being able
to deduce the actual state as precisely as possible. By IBR reasoning, then,
each player, i.e, speaker and hearer, associates states and expressions by
considering how states and messages are associated by the other player. Each
association step aims to optimize communication, making it less ambiguous
or error-prone. By iterating this procedure, the model selects a pair of
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speaker and hearer behavior that is in equilibrium, i.e., that cannot be further
improved by one player alone. The paper shows that equilibrium behavior
that is selected for in this way explains a variety of quantity implicatures as
mutually optimized language use.

In particular, the paper focuses on the implicatures of disjunctions, either
non-embedded, or embedded under existential modals, or occurring within
the antecedents of conditionals. It is an open question that this paper does
not address in full detail whether the 1BR model, as presented here, is capable
of explaining all of the rather intricate data surrounding disjunctions in
various other embedded positions (Chierchia, Fox & Spector 2008, 2009, Fox
& Spector 2009).

The model proposed here is similar (but not in general equivalent) to
a variant of iterated exhaustive interpretation, and can be conceived as
providing a conceptual grounding thereof. This leads to a very surprising
conclusion: non-iterated exhaustive interpretation and, more generally, sim-
ple kinds of quantity implicatures can be rationalized without appeal to a
Gricean speaker maxim like (3), solely in terms of rational interpretation
based on the given semantic meaning alone. This is spelled out in Section 10.

2 Quantity implicatures: Background

Epistemic variety. There is more variety in the notion of a quantity im-
plicature than the discussion in the last section suggested. If we compare
an utterance of (4) to an utterance of (s5), this may actually give rise to any
of the following varieties of a quantity implicature: the general epistemic
implicature in (6a), the strong epistemic implicature in (6b), the weak epistemic
implicature in (6¢), or the base-level quantity implicature in (6d).

(4) Some of Kiki's friends are metalheads. "some"
(5) All of Kiki's friends are metalheads. "all"
(6) a. The speaker does not believe that all of Kiki’s friends —Bels"all"
are metalheads.
b. The speaker believes that not all of Kiki’s friends are Belg—"all"
metalheads.
c. The speaker is uncertain whether all of Kiki’s friends Ucg"all"
are metalheads.
d. It’s not the case that all of Kiki's friends are metal- —"all"
heads.

1:6
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The general epistemic implicature in (6a) is usually considered most basic,
because it is this inference only that we are strictly speaking entitled to draw
when a principle like (3) tells us that the speaker was not able to truthfully
assert the stronger statement (5). The strong epistemic implicature (6b)
and the base-level implicature (6d) can then in fact be derived from the
general epistemic implicature under an additional assumption of sender
competence:? if we assume that the speaker knows how many of her friends
are fans of heavy metal, then (6a) may be strengthened to (6b), which may in
turn be strengthened to (6d). However, it is often overlooked that the general
epistemic implicature in (6a) can also be strengthened the other way (see
Geurts 2010: §2.3): if we assume that the speaker is incompetent, i.e., that
she is likely not informed properly, then we can strengthen (6a) to yield the
weak epistemic implicature in (6¢) too.4

Expression alternatives. Which quantity implicatures can be derived ob-
viously hinges on which expression alternatives we consider. If we had
considered also the logically stronger expression:

7) Some but not all of Kiki’s friends are metalheads.

derivation of the base-level implicature in (6d) would have been jeopardized;
in that case, we would only derive that the speaker must be uncertain whether
(5) or (7). This is why, traditionally, expression alternatives were taken to
be derived by lexical substitution of elements that are associated on an
ordered scale of alternatives (e.g., Horn 1972, 1984). Quantity implicatures
derived with the help of such a scale are therefore often referred to as
scalar implicatures. To exclude pathological predictions, these scales were
required to satisfy certain conditions, such as that elements had to be equally
lexicalized, should not be more complex than the original utterance, or had

3 There are several conceptually and formally different implementations of this idea in the
literature (cf., van Rooij & Schulz 2004, Sauerland 2004, Schulz 2005, Schulz & van Rooij
2006, Russell 2006, Geurts 2010).

4 The general logic of belief I adopt here is the standard possible-worlds analysis of Hintikka. If
@ is a proposition (a set of possible worlds), then Belgs@ expresses that the speaker believes
that @ is true. This is the case, as is classically assumed, just when all the possible worlds
which the speaker considers possible are contained in @. I use notation Ucs@ to denote that
the speaker is uncertain whether @ is true, which is an abbreviation of —Belgp A —Belg—@.
With this there are then three belief values, as 1 will call them, i.e., three possibilities for an
agent’s beliefs to relate to a proposition: (i) the agent believes the proposition is true, (ii)
believes that it is false, or (iii) is uncertain about it.
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to have the same monotonicity properties (e.g., Atlas & Levinson 1981, Horn
1989, Matsumoto 1995). Some authors have since generalized the notion
of an ordered scale to that of an unordered set of lexical alternatives (e.g.,
Sauerland 2004, Fox 2007), others have been even more liberal, or so it seems,
by comparing utterances to the set of possible answers to some possibly
implicit question under discussion (van Kuppevelt 1996, van Rooij & Schulz
2004, Schulz & van Rooij 2006, Spector 2006). The issue of which alternatives
to consider for derivation of quantity implicatures is, however, still ongoing
(cf., Katzir 2007, Swanson 2010).

I have no new theory to offer on this question. The system I am going to
introduce in the following sections actually is not a theory of alternatives,
but one of reasoning about alternatives: given a set of alternatives as input,
it will specify which implicatures we may expect. Still, the game theoretic
perspective that I am going to defend in the following does indirectly add to
the debate. By explicitly modeling a speaker and a hearer and their beliefs
about each other’s beliefs and action alternatives, we are reminded of the
fact that a conversational implicature is not something that attaches to a
sentence in isolation. A conversational implicature, in the original Gricean
sense, can only be derived from an utterance (cf., Bach 2006). If this is right,
then the hearer’s choice of which alternatives to consider must be made in
context, based on assumptions about which alternatives the speaker may
have been aware of in the first place, and which of those she considered
worthwhile entertaining.> But that means that factors such as strength
of lexical association, morphosyntactic complexity, and lexical semantic
properties may all play a role in the hearer’s construction of his assessment
of the context of utterance, but it is unlikely, to say the least, that any one
factor should be solely decisive (see Swanson 2010 for a similar opinion). In
the following I will therefore largely rely on an intuitive understanding of
what may count as a consistent, yet prima facie plausible set of alternative
expressions in a given context.

3 Quantity implicatures: Some relevant cases

This paper will be mainly concerned with the interpretation of three types
of disjunctive constructions: (i) plain disjunctions of the form A v B, (ii) free

5 This can be taken to higher-order reasoning as well, for the hearer could also exclude an
alternative from consideration because he believes that, although the speaker is aware of it,
the speaker believes that the hearer is not, etc.
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choice disjunctions of the form ¢ (A v B) and (iii) disjunctions in antecedents
of conditionals such as (A v B) > C. This section summarizes what is worth
explaining about these constructions. The upshot of this discussion is also
summarized in Figure 2 at the end of this section. As an additional test case,
we should also consider the case of “some” and “all”, as outlined above.

Disjunction. An utterance of a plain disjunction as in (8) is usually com-
pared to the alternatives in (9) (cf., Sauerland 2004, Fox 2007), and it is
associated with the ignorance implicature in (10) that the speaker is uncertain
about each disjunct.

(8) Martha is in love with Alf or Bert. AV B
(9) a. Martha is in love with Alf. A
b. Martha is in love with Bert. B
c. Martha is in love with Alf and Bert. AAB
(10) a. The speaker is uncertain whether Martha is in love with UcgA
Alf.
b. The speaker is uncertain whether Martha is in love with  UcgB
Bert.

Additionally, an utterance of (8) may give rise to an exclusivity implicature
as in (11), which may arise as a base-level or either of the three varieties of
epistemic implicatures.

(11) a. The speaker does not believe that Martha is in love —Belg(A A B)

with both Alf and Bert.

b. The speaker believes that Martha is not in love with Belg—(A A B)
both Alf and Bert.

c. The speaker is uncertain whether Martha is in love Ucs(A A B)
with both Alf and Bert.

d. Martha is not in love with both Alf and Bert. (A A B)

However, it is not uncontroversial whether the exclusivity implicature should
be traced unequivocally to quantity reasoning. It is conceivable that exclusiv-
ity implicatures arise due to world knowledge, such as when disjuncts are
logically inconsistent, or when conjoined truth is highly unlikely (cf., Geurts
2010). I would like to remain neutral on this point, and I will consider both
including a conjunctive alternative (9c) and not including it. As is to be ex-
pected, when including (9c), the system that later sections will introduce will
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be able to derive both ignorance and exclusivity implicatures as a quantity
inference; when we do not include (9c), we can only derive the ignorance
implicatures.

Free choice disjunction. Intuitively, an utterance of a sentence like (12a)
where a disjunction scopes under an existential modal operator has a so-
called free choice implicature as in (12b).°

(12) a. You may take an apple or a pear. O(AV B)
b. You may take an apple and you may take a pear. OA A OB

The inference from (12a) to (12b) is not valid under a standard logical se-
mantics which treats disjunction as the usual Boolean connective and the
modal as an existential quantifier over accessible worlds. In a Gricean spirit,
we would like to account for this inference as a conversational implicature,
indeed a base-level quantity implicature.” One of the arguments in favor of
an implicature-based analysis is the observation that the inference in (12b)
seems to rest on the contextual assumption that the speaker is, in a sense, an
authority about the deontic modality in question. If this assumption is not
warranted or explicitly suspended as in example (13) we get the ignorance
implicatures in (14).

(13)  You may take an apple or a pear, but I don’t know which.
(14) a. The speaker is uncertain whether the hearer may take Ucg(0A)
an apple.
b. The speaker is uncertain whether the hearer may take a Ucg(¢B)
pear.

Moreover, an utterance of (12a) may also receive exclusivity implicatures of

6 The paradox of free choice permission — so-called by von Wright (1968) —is a well-known
problem in deontic logic (cf., Ross 1944, von Wright 1951). Influential solutions were
attempted by Kamp (1973, 1978), but, more recently, the puzzle has inspired many more
linguists to try a solution. Semantically oriented approaches reconsider the semantics of
disjunctions (Zimmermann 2000, Geurts 2005, Simons 2005) or of the modals involved
(Merin 1992, van Rooij 2000, Asher & Bonevac 2005, Barker 2010). Pragmatic approaches,
more or less close in spirit to Grice’s programme, have been given by others (Kratzer &
Shimoyama 2002, Chierchia 2004, Schulz 2005, Fox 2007).

7 See also Kratzer & Shimoyama (2002), Alonso-Ovalle (2005), Schulz (2005) for more arguments
why the free choice inference in (12a) should be treated as an implicature.
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various strengths, as in (15).

(15) a. The speaker does not believe that the hearer may —Belg¢(A A B)

take both.

b. The speaker believes that the hearer may not take Bels—=¢0(A A B)
both.

c. The speaker is uncertain whether the hearer may UcsO (A AB)
take both.

d. The hearer may not take both. -0(A A B)

Again, as with plain disjunctions, I would like to remain neutral as to whether
exclusivity implicatures always arise and should systematically be derived as
a quantity implicature by comparison with a conjunctive alternative. If I tell
my students:

(16)  You may consult your notes or your textbook during the exam.

it seems to me that it requires emphatic stress on “or” to convey that con-
sulting both notes and textbook is not an option.

This ties in with the question of which alternatives are operative in the
derivation of these implicatures. As before with plain disjunctions, I will
assume that an utterance of (12a) invites comparison with at least (17a) and
(17b), and possibly, but not necessarily also (17¢).

(17) a. You may take an apple. OA
b. You may take a pear. OB
c. You may take an apple and a pear. O(A AB)

Simplification of disjunctive antecedents. The last case that I would like
to consider concerns the interpretation of disjunction in the antecedents of
conditionals. I will argue that we should preferably treat these in parallel with
free choice readings of disjunctions under existential modals (cf., Klinedinst
2006).

Intuitively, the indicative conditional in (18) seems to convey both (19a)
and (19b), and analogously the counterfactual conditional (20) seems to
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convey both (21a) and (21b).®

(18) If you eat an apple or a pear, you will feel better. (AVB) = C
(19) a. If you eat an apple, you will feel better. A= C
b. If you eat a pear, you will feel better. Bo= C
(20) If you'd eaten an apple or a pear, you'd feel better. (AVB)=> C
(21) a. If you'd eaten an apple, you'd feel better. A= C
b. If you'd eaten a pear, you'd feel better. Bm=C

Similar inferences are warranted for conditionals with existential modals in
their consequents: an utterance of (22) may convey both (23a) and (23b); an
utterance of (24) may convey both (25a) and (25b).

(22) If you eat an apple or a pear, you might feel better. (AvB)<=C
(23) a. If you eat an apple, you might feel better. A= C
b. If you eat a pear, you might feel better. B<=C
(24) If you'd eaten an apple or a pear, you might feel better. (AvV B) ¢&= C
(25) a. If you'd eaten an apple, you might feel better. A= C
b. If you'd eaten a pear, you might feel better. B C

In general, the inference from (A v B) > C to A > C (or B > C) is known as
simplification of disjunctive antecedents, henceforth SDA.

Although sDA is a valid inference under a material implication analysis
of conditionals, standard possible-worlds semantics in the vein of Stalnaker
(1968) and Lewis (1973) do not make SDA valid. According to these theories,
we evaluate a conditional as true or false in a given possible world w with
respect to a set R,, of worlds accessible from w and some ordering <,, on this
set. Many reasonable constraints on the nature of this ordering could be given
to instantiate certain influential theories of conditionals (cf., Stalnaker 1968,
Lewis 1973, Kratzer 1981, Veltman 1985). For the present pragmatic purpose
we should remain noncommittal and not take on any particular constraints
on the ordering, except that it be well-founded, i.e., that it conforms to the
limit assumption, so as to facilitate notation. We then first define

(26) Min(Ry, <y, A)={veR, nA|-Jv eRy,NA: V' <, v}

8 I make use of the following notation: A o= B is an abbreviation for “if A, then will/would
B” and A ¢= B stands for “if A, then may/might B”, irrespective of whether the conditional
is in the subjunctive of the indicative mood. I write A > B for any conditional with either
universal or existential modal in the consequent.
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and then define for indicative or counterfactual conditionals alike that:
(277 A= Cistrueinw iff Min(R,,<,,A) € C,

as well as:

(28) A<= Cistrueinw iff Min(Ry,Zuw,A)NC =0.

Clearly, SDA is not a generally valid inference under these semantics, because,
for instance, (A v B) = C could be true if all minimal worlds where A v B is
true are such that A and C are true and B is false, while all minimal B-worlds
are worlds where C is false. In that case (A v B) 0= C would be true but
B 0= C would be false. Whence that SDA is not semantically valid.

Should we worry? Some say yes, some say no. From those who say yes, the
invalidity of SDA has been held as a problem case against in particular Lewis’s
(1973) theory of counterfactuals (see Nute 1975, Fine 1975), but the case would
equally apply to indicatives under like-minded semantic theories. On the
other hand, there are good arguments not to want SDA to be a semantically
valid inference pattern. Warmbrod (1981) gives a strong argument in favor of
this position. He argues that if a conditional semantics makes SDA valid, and if
we otherwise stick to standard truth-functional interpretation of disjunction,
we can also derive that inferences like that from (29a) to (29b) are generally
valid, which intuitively should not be the case.?

(29) a. If you eat an apple, you will feel better. A= C
b. If you eat an apple and a rock, you’ll feel better. (AANB) = C

Another argument against a semantic validation of SDA comes from examples
such as the following (cf., McKay & van Inwagen 1977):

(30) a. If John had taken an apple or a pear, he would have taken an

apple.
b. If John had taken a pear, he would have taken an apple.

If sbA was semantically valid then (30a) would imply (30b), but this is of
course nonsense. Together, this suggests loosely that SDA should perhaps be

9 Formally, this is because if SDA is generally valid, we can infer from A 0= C and the fact that
(A AB) Vv (A A —B) is a truth-functionally equivalent to A that ((AAB) v (AA -B)) o= C.
Then, by sDA, we derive (A A B) 0= C for arbitrary B.
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thought of as a pragmatic inference on top of a standard semantics, which is
what I argue for here.'°

Indeed, it has been noted before that SDA looks strikingly similar to free
choice permission in several respects (cf., Klinedinst 2006, van Rooij 2006).
Firstly, English conditionals like (31) can be used to grant permissions.

(31) It’s fine with me if you take an apple.

This may not be the most frequent and natural way of giving permissions,
but it seems that at least the question

(32) Isit okay if I take an apple?

is an expression frequently used to ask for permission in English. This is
different in other languages though. For instance, lacking a clear equivalent
to English modal “may”, a standard construction for permission giving in
Japanese is the conditional construction “-te mo” which generally translates
as “even if” (see McClure 2000: 180):

(33) ringo WO tabe-te mo ii.
apple  Object Marker eat-TE-Form also good
‘I’'s good even if you eat an apple.’
‘You may eat an apple.’

Most crucially, a conditional similar to (31) with a disjunctive antecedent as
in (34) is certainly taken to convey that both sentences in (35) are true.

(34) It’s fine with me if you take an apple or a pear.
(35) a. It’s fine with me if you take an apple.
b. It’s fine with me if you take a pear.

Moreover, although possibly marginal, it does seem that there are also epis-
temic ignorance readings for conditionals with disjunctive antecedents, quite
parallel to cases like (13)-(14):

(36) a. If you eat an apple or a pear, you will feel better, (Av B) b= C
but I don’t know which.

b. The speaker is uncertain whether A 0= C is true. Ucs(A = C)

c. The speaker is uncertain whether B 0= C is true. Ucs(Bo= C)

10 So here I depart slightly from ultra-orthodox Griceanism, if you want to call it that: I consider
(something like) the above order-sensitive possible worlds semantics the standard, and I do
not consider material implication a respectable semantic analysis of conditionals.
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construction

implicature

plain disjunction

AV B

FC-disjunction
O(AV B)

SDA-disjunction
(AVB)>C

Figure 2

ignorance implicature:
exclusivity implicature ...

...general epistemic:
... strong epistemic:
...weak epistemic:
...base-level:

FC-implicature:
ignorance implicature:
exclusivity implicature ...

...general epistemic:
... strong epistemic:
...weak epistemic:
...base-level:

sDA-implicature:
ignorance implicature:

exclusivity implicature ...

... general epistemic:
... strong epistemic:
...weak epistemic:
...base-level:

UcgA & UcgB

—Bels (A A B)
Bels—(A A B)
Ucs(A A B)
-(A A B)

CA AN OB
UCSOA & Ucs OB

—Bels ¢ (A A B)
Belg_'Q(A /\B)
UcgO (A A B)
-0(A A B)
(A>C)A(B>C)
Ucs(A > C)

& Ucg(B > C)

—Bels((A A B) > C)
Bels—((A A B) > C)
Ucs((AAB) > C)
“((AAB)>C(C)

Overview of quantity implicatures that this paper focuses on

If the speaker’s epistemic uncertainty is explicitly marked, we infer from

(36a) that the speaker is uncertain whether (36b), respectively (36¢) is true.

Taken together, SDA looks remarkably similar to free choice implicatures
and we should try to see whether both can be explained uniformly as a
quantity implicature (cf., Klinedinst 2006 for a rather different uniform
explanation of these phenomena). For overview, the table in Figure 2 lists
once more all of the constructions and inferences that we will be concerned
with in the remainder of this paper. For comparison, the following section
looks at some of the predictions of exhaustification-based approaches for

these test cases.
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4 Exhaustive interpretation

The currently most prominent formal approaches to quantity implicatures
are formulated in terms of exhaustivity operators. These were originally
conceived to account for the exhaustive reading of answers to questions
(cf., Groenendijk & Stokhof 1984, von Stechow & Zimmermann 1984). When
it comes to quantity implicatures, there are two conceptually and formally
distinct versions of exhaustivity operators, one is more semantic, the other is
more syntactic in nature. The semantic approach tries to account for quantity
implicature as interpretation in minimal models (cf., van Rooij & Schulz 2004,
Schulz & van Rooij 2006, Spector 2006). This is in contrast to an approach
due to Fox (2007) in terms of a notion called innocent exclusion (see also
Alonso-Ovalle 2008, Chierchia et al. 2008). The latter is not formulated in
terms of possible worlds, but rather in terms of explicit reasoning about
alternatives. That is why I refer to it as a syntactic approach. The following
briefly introduces both of these approaches in sufficient formal detail for
further comparison.

4.1 The minimal-models approach

The general idea of the minimal-models approach to exhaustive interpretation
of a sentence S is to define an ordering on possible worlds (or the speaker’s
information states) based on the available alternatives ALT of S (with § € ALT)
and to consider as pragmatic interpretation of a given sentence all the worlds
(or states) that are minimal with respect to this ordering.'* The relevant or-
dering is obtained from ALT by defining a world (or state) to be more minimal
than another if strictly more alternatives from ALT are false (not believed
true). Its proponents suggest that in this way the minimal-models approach
to exhaustive interpretation captures pragmatic interpretation based on
(something like) the Speaker Quantity Principle (3), because the interpretation
selects those worlds or states where fewest possible alternatives are true,
because, in turn, a cooperative speaker may be expected to have uttered
these alternatives, if she had had the relevant knowledge. (Section 10 gives a
surprising alternative characterization of this operation as rational hearer

Here and in the following, I will be sloppy in using capital letters as variables for both
sentences and the propositions (sets of possible worlds) that they denote. To make matters
even worse, I happily administer logical notation to the mix: for instance, =S would be the
negation of sentence S, or the complement of set S in the set of all possible worlds.
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interpretation based on a presumption of truthfulness alone.)

Base-level implicatures. To account for base-level implicatures, we consult
a partial ordering on possible worlds <41, defined as follows:

(37) w <arw iff {AcecALT|w e A} Cc{Ac€ALT | w € A} .

The base-level exhaustive interpretation of S is then obtained from the
assumption that the actual world is minimal with respect to this order in the
set of worlds where S is true. This is captured in the following operator for
exhaustive interpretation in terms of minimal models:

(38) ExHW(S,ALT) ={w eSS | "Jw €S: w <arw}.

For example, take a contrast between sentences, “some A’s are B’s” and “all
A’s are B’s” (such as between (4) and (5)). Then, assuming that the target
utterance “some A’s are B’s” is true, we need to consider only two types of
possible worlds: w5-y where some but not all A’s are B’s, and wy where all
A’s are B’s. The ordering defined above gives us: w3y <ar Wy, because in
wy both alternative sentences are true, while in w5y only the weaker “some”
statement is. Consequently, the pragmatic interpretation according to this
approach selects:

”»

(39) ExHMmMm(“some A’s are B’s”, ALT) = {w3-v} .

Notice that ws-v is a stand-in for a class of possible worlds: the pragmatic
interpretation of the sentence is that some but not all A’s are B’s, just as we
want it to.

Epistemic implicatures. To account for epistemic implicatures in terms of
minimal models, we consult an ordering <5, defined not on possible worlds,
but on information states of the speaker.'? As usual, an information state s
is a non-empty set of possible worlds, collecting the possibilities that cannot
be ruled out for certain by, in our case, the speaker. To compute general
epistemic implicatures, information states are compared with respect to how
many propositions from ALT the speaker knows to be true:

(40) s <Firs iff {AeALT | s"c A} C{A€ALT | s c A}.

12 My exposition here follows mainly the variant by van Rooij & Schulz (2006).
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Based on this ordering, we define exhaustive interpretation that yields general
epistemic implicatures as follows:

(41)  ExHSY(S,ALT) = {s S| -3s' cS: s <5, 5} .

This operator collects all the information states where fewest alternatives are
believed true within the class of information states where the target sentence
S is believed true.

To see how this accounts for the general epistemic quantity implicature
of cases like the comparison between “some A’s are B’s” and “all A’s are B’s”,
we need to consider all information states expressible in terms of the types
of worlds w3-v and wy from above. These are: s; = {w3-v, Wy} where the
speaker is uncertain, s, = {w3-v} where the speaker believes that some but
not all A’s are B’s, and s3 = {wy} where the speaker believes that all A’s are
B’s. The ordering <3, as defined above yields: s, s, <&, s3. With this, we
derive:

(42) EXHI\G,[%4 “some A’s are B’s”, ALT) = {51,52} ,
which says that the speaker is in an information state where she does not
believe that all A’s are B’s.

This prediction can be strengthened to obtain strong epistemic implica-
tures if we assume that the speaker is competent. Following van Rooij &
Schulz, this can be expressed by layering another ordering <%, on the out-
come of interpretation ExH$y, (S, ALT). This ordering <3, ranks information
states with respect to which alternatives from A are considered possible:

(43) ' <}.s iff {A€ALT|sSNA+0}C{AEALT|snNA=*0}.

Using this ordering, we can define an exhaustivity operator to capture strong
epistemic implicatures as follows:

(44) EXHL(S,ALT) = {s € EXH{Y,(S,ALT) | =35’ € EXH{y (S, ALT): 8" <3, S}.
In the example above, we get s, <3, 51, S0 that:
(45) ExmHyL(“some A’s are B’s”, ALT) = {s,} .

The strong epistemic implicature that the speaker believes that some but not
all A’s are B’s is predicted. (The minimal-models approach does not attend
in detail to the difference between general and weak epistemic implicatures.)
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4.2 The innocent-exclusion approach

Fox (2007) offers a different approach to exhaustive interpretation to account
for base-level quantity implicatures.!3 Fox’s approach makes use of a novel
notion which he calls innocent exclusion. The idea is that quantity implica-
tures of S are computed by negating all alternatives that can be excluded
consistently without making an arbitrary choice in excluding these. Towards
a definition of innocent exclusion, first define what it means to be consis-
tently excludable. A subset A of ALT is consistently excludable if negating all
elements in A is consistent with the truth of S:

(46) CE(S,ALT) = {X c ALt | /\ —Ais consistent with S]» )

AeX
We would like to exclude as many of the alternatives as possible. So we
should look at the set of maximal elements in CE(S, ALT):

(47) Max-CE(S,ALT) = {X € CE(S,ALT) | ~3Y € CE(S,ALT): X CY}.

So, for each set of alternatives X € Max-CE(S, ALT), negating all elements
A € X would be a maximally consistent pragmatic enrichment of the target
sentence S. But it may be the case that some alternatives A € ALT occur only
in some but not all of the maximal sets in Max-CE(S, ALT). Excluding these
would be an arbitrary choice. That’s why Fox defines the set of innocently
excludable alternatives IE(S,ALT) to S given ALT as those alternatives that
are in every maximally consistent pragmatic enrichment:

(48) IE(S,ALT) = [ |Max-CE(S, ALT) .
Exhaustive interpretation based on innocent exclusion is then defined as:

(49) ExHE(S,ALT) =SA /A -A.

A€lE(S,ALT)

How does this definition differ from the minimal-models approach? Gen-
erally the operators ExHyy and EXHy; are not equivalent. The precise formal
relation is worked out in Appendix A. In a nutshell, exhaustification based
on innocent exclusion is always subsumed under the minimal models inter-
pretation, but that the latter may rule out worlds that the former doesn’t,

13 According to Fox, base-level quantity implicatures are computed as part of the syntactic
system by his exhaustive operator, while epistemic implicatures are computed in the more
traditional Gricean manner in the vein of Sauerland (2004).
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Wo(AAB) OA OB O(AAB) O(AVB)
W Woanp 1 1 1 1
Woa,0B Wosor 1 1 © !
/r \ WoaA 1 (0] (0] 1
Woa Wop Wop ° ! ° !

Figure 3 Ordering on worlds for base-level free choice implicature

depending on the given set of alternatives. This property also matters for
explanations of the basic free choice implicature which, for illustration, I will
briefly go through next.

Predictions for basic free choice disjunctions. Recall that we are inter-
ested in explaining how (12a) can have the base-level implicature (12b), re-
peated here.

(12a) You may take an apple or a pear. O(AV B)
(12b) You may take an apple and you may take a pear. OA A OB

If we take the set of alternatives ALT = {0A, ¢B, ¢(A AB), ¢(A V B)}, then,
in order to calculate the predictions of the minimal models approach, we
have to distinguish four kinds of worlds and consider the partial ordering
<acr Oon them, as depicted in Figure 3. The table gives the truth values of
the alternatives in each type of world. An arrow from w to w’ symbolizes
w <ar w'. (Arrows that follow from transitivity are left out for readability.)
The minimal worlds according to that ordering are:

(50)  ExHwmM(O (A V B),ALT) = {Woa, Wop} -

This prediction is too strong, for it actually rules out the free choice impli-
cature in (12b). The free choice implicature would correspond to an inter-
pretation that selects {wo A0 B} as the pragmatic interpretation for our target
sentence.

Innocent exclusion is weaker on this set of alternatives and, crucially,
does not exclude the free choice reading. In this case, there are two maximal
sets of consistently excludable alternatives:

(51) Max-CE(¢(AV B),ALT) = {{0A, O(AAB)}, {0B, O(AAB)}}.
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The intersection of these contains only ¢ (A A B), so that:
(52) ExHE(O(AV B),ALT) = {Woa, Wop, Woa,op} -

In sum, ExHjz does not rule out the free choice inference, but it does not
predict it either.

Iterated exhaustification. This is why Fox (2007) suggests applying the
exhaustification operator, if needed, several times, so as also to factor in the
exhaustive interpretation of the alternatives. The repeated application of
exhaustification based on innocent exclusion is defined as follows:'4

(53) ALT| = ALT
ExH;(A) = EXH (A, ALT;)
ALT, .1 = {ExH,(A) | A € ALT,}
EXHy 11 (A) = EXH (EXHy, (A), ALTp 1) -

Fox shows that further iteration of the exhaustification operator derives the
basic free choice reading. I briefly repeat Fox’s result here. Establish first the
non-iterated exhaustive readings of all alternatives:

(54) ExH,(0A) = OA A 7 OB
ExH; (0B) = OB A =0A
ExH;(O(A AB)) = O(A AB)
ExH,(¢(AVB)) =0(AVB)A—-O(AAB).

This is then the new set of alternatives ALT, for input into another round
of exhaustification. This will affect only the target sentence, whose new
interpretation becomes:

(55) ExH>(O(AVB))=EXH(¢(AV B)) A "ExH;(0A) A “EXH; (¢B)

= {WOA,OB} .

Voila, free choice derived!

14 Spector (2007) utilises a parallel definition of iterated exhaustification in terms of the
minimal models approach. It is easy to verify that this will not help to derive the basic free
choice implicature, as the desired reading is already excluded at the first step and moreover,
ExH,.1(A) < ExH, (A) for all A and n.
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It is worthwhile to mention that the procedure has already reached a fixed
point: all subsequent iterations will yield the same outcome. It is easy to
check, and in fact Spector (2007) provides a proof for his version of iterated
exhaustification based on minimal models, that for finite set ALT the system
must reach a fixed point after finitely many iteration steps. Essentially,
this follows from the simple observation that iterated exhaustification is a
monotonic operation: EXH,,;(A) < ExH, (A) for all n.

A problem for iterated exhaustification. Fox’s proposal neatly accounts
for the basic free choice reading of sentences like (12a), but it does have its
problems too. Despite the superficial parallel between free choice implica-
tures and SDA, Fox’s system does not predict SDA, if we assume a standard
Lewis-Stalnaker semantics for conditionals as outlined in Section 3. The
problem in a nutshell is that although ¢ (A v B) is entailed by, say, ¢ A, and
with this the basic free choice reading can be derived, it is not the case that
(AVB) > Cisentailed by A > C. This precludes SDA to be derived by iterated
innocent exclusion.

Making things more concrete, reconsider the target sentence (18), which
we take to implicate that both (19a) and (19b) are true.

(18) If you eat an apple or a pear, you will feel better. (AVB) = C
(10a) If you eat an apple, you will feel better. A= C
(19b) If you eat a pear, you will feel better. Bo=C

For simplicity, it suffices to consider the set of alternatives (the argument
also holds if we include the conjunctive alternative):

56) ALT={A>C,Bm=>C, (AVvB)=> Ch.

In a first round of applying the exhaustivity operator EXH to our target
sentence we cannot exclude any alternatives innocently, because if (AVB) 0=
C is true, then at least one of A o= C or B o= C must be true as well:

577 ExHi((AVB)b=C)=(AVvB)=>_C.

This is as with the basic free choice inference we calculated before. But

we now get a different prediction for the other alternatives, because, the

maximal sets of consistently excludable alternatives to A 3= C and B 0= C

both contain the target sentence:

58 EXHHA=>C)=A=>CA-B=>C)A—-((AvB)o=C)
EXHBmE=>C)=BmE=CA" (A C)A-((AVB)= 0).
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But that means that, although at the next application of exhaustification of
(AvVv B) = C both ExH; (A 0= C) and ExH; (B 0= C) can be consistently
negated, this will have no effect:

(59) ExH((AVB)o=C)
=(AVB)O= CAExHi(A= C) A "ExH(BO= C)
=(AvB)o=>C
A(A= CA(B=>C)A-((AVB)=(C))
A B> CA- (A= C)A((AVB)o= (C))
=(AVvB)o=C.

The procedure has reached a fixed point—as the interested reader will
happily verify — without enriching the target sentence to support SDA.

In conclusion, the exhaustive-interpretation approach to quantity impli-
catures seems promising, but it does not yield a uniform explanation for
choice-readings of disjunctions and SDA off-the-shelf.'> This raises the de-
mand for a general account that ideally (i) derives transparently from the
assumption that interlocutors behave rationally towards a common shared
goal of successful communication, (ii) accounts for the free choice-readings
of disjunctions, SDA, as well as epistemic implicatures, in a uniform way,
and that also (iii) sheds light on the precise nature of (iterated) exhaustive
interpretation. This is what the following game theoretic model does. In
order to motivate its general set-up, I would first like to briefly discuss what
is normally considered a rational explanation of behavior in general and of
conversational implicatures in particular.

5 Rationalizing quantity implicatures

If Grice’s conjecture about a possible rational foundation of implicatures
is correct, then a quantity implicature is really an abductive inference that
rationalizes why the speaker has made a certain utterance (cf., Geurts 2010).

15 A reviewer points out correctly that SDA can be derived after all if we assume that (AVB) > C
is not an alternative to A > C and B > C. An asymmetric notion of alternativeness is not
implausible at all, and has been shown to be capable of interesting explanatory work (cf.,
Spector 2007). In fact, asymmetry in the set of alternatives would also greatly benefit the
system that this paper introduces, in particular with problems of “scaling-up” depicted in
Section 9.2 (see also Footnote 32). I eschew following this path presently — for the sake
of Fox’s account or my own — for want of a better general understanding of the notion of
alternativeness.
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In simple cases, this inference is still rather perspicuous. It is a piece of
hearer reasoning that starts, or so I propose, from the following premises:

(P1) The speaker uttered .
(P2) The speaker could have uttered  also and was aware of that.

(P3) The speaker rationally chose @ over  for a reason.

What we would like to conclude from this is at least the general epistemic
implicature:

(C) The speaker does not believe that ( is true.

which could, of course, be strengthened by competence reasoning where
necessary. In what sense and under which circumstances does this conclusion
follow from these premises?

The pivotal element clearly is premise 3, the speaker’s rationality. A choice
of @ over y is rational if the speaker believes that @ suits her purpose no
worse than a choice of . But that means that a choice can be rational for
myriad reasons. With some vivid fantasy we may concoct ever new pairs of
beliefs and preferences to ascribe to the speaker, all of which could make her
choice a rational one.

This is where the abductive nature of the inference surfaces most clearly:
this is not a deduction, but an inference to the best explanation. What a “best
explanation” is in a given situation, is not a matter of logical necessity but
of common sense. What we are looking for, then, is a set of plausible extra
assumptions X about the speaker’s mental state, her beliefs and preferences,
that satisfies two conditions: (i) the general epistemic implicature should
be contained in X, and (ii) the conjunction of X should (defeasibly and non-
trivially) entail the speaker’s rationality. For instance, the general epistemic
implicature in (C) entails the speaker’s rationality in conjunction with the
following two assumptions about speaker beliefs (A1) and preferences (A 2):

(A1) The speaker believes that the hearer will come to believe that ¢ is true
if she utters it.

(A2) The speaker wants the hearer to believe a proposition only if she be-
lieves it too.

The problem for a systematic grounding of quantity implicatures in terms
of rationality is now clear: we would need more clarity concerning additional
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assumptions about the speaker’s mental state; ideally, we would like to have a
perspicuous model of interactive speaker and hearer beliefs and preferences
that is derived from a handful of innocuous and plausible assumptions about
how interlocutors may construct a representation of the context of utterance
when needed, and also of the beliefs that interlocutors have about each
others’ behavior and beliefs. This is why we should turn to game theory,
which gives us exactly what we need: (i) a sufficiently detailed and principled
context-model, (ii) a formal notion of rationality in terms of agents’ beliefs
and preferences, and (iii) a systematic way of assessing players’ interactive
beliefs about beliefs and action choices.'¢

6 Interpretation games

An utterance and its uptake can be represented in terms of a signaling
game. Signaling games have been studied extensively in philosophy (Lewis
1969), linguistics (e.g., Parikh 2001, van Rooij 2004, Jager 2007), biology (e.g.,
Grafen 1990) and economics (e.g., Spence 1973). A signaling game is a simple
dynamic game with imperfect information between two players: a sender and
a receiver. The sender knows the actual state of the world t, but the receiver
doesn’t. The sender chooses a message m from a given set of alternatives,
all of which we assume here to have a semantic meaning commonly known
between players. The receiver observes the sent message m and chooses
an action a. An outcome of playing a signaling game for one round is given
by the triple t, m and a. Each player has his own preferences over such
outcomes.
Formally, a signaling game (with meaningful signals) is a tuple

(60) <{S,R},T,Pr,M,[[']],A,US,UR)

where sender S and receiver R are the players of the game; T is a set of states
of the world; Pr € A(T) is a prior probability distribution over T, which
represents the receiver’s uncertainty which state in T is actual;’” M is a set
of messages that the sender can send; [-] : M — P(T) \ 0 is a denotation
function that gives the predefined semantic meaning of a message as the

16 For general introduction to game theory in the context of linguistic pragmatics, see Benz,
Jager & van Rooij (2006).

17 As for notation, A(X) is the set of all probability distributions over set X, YX is the set of
all functions from X to Y, X: Y — Z is an alternative notation for X € ZY, and P(X) is the
power set of X.
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set of all states where that message is true; A is the set of response actions
available to the receiver; and Usg : T X M X A — R are utility functions for
both sender and receiver, mapping each outcome (t,m,a) to a numerical
payoff that represents how desirable this outcome is to the player.

For example, a (trivial) signaling game for the interpretation of an utter-
ance of “Dada is drunk”, could contain states tgrunk and tsoper, in Which Dada
is drunk or sober respectively. There could be two messages representing the
utterances “Dada is drunk” and “Dada is sober”. The receiver would respond
with an action after he receives a message, such as to buy Dada another
schnapps or rather shove him into a taxi, depending on his preferences over
outcomes and his beliefs about prior probabilities of states, sender behavior
and so on.

Towards an explanation of quantity implicatures in natural language,
a special class of signaling games is of particular relevance: those which
implement the basic Gricean assumptions of cooperativity and relevance of
information. I will refer to signaling games that implement these assumptions
as interpretation games. Interpretation games are representations of a context
of utterance of a to-be-interpreted sentence that capture all and only the
essential features of an utterance context that are standardly assumed to
back up quantity reasoning. I suggest that these context representations
are constructed generically from the usual set of alternatives to the to-be-
interpreted expression, together with their logical semantics.

I will make a distinction between base-level and epistemic interpretation
games. The former serve as representations of an utterance context of a
hearer who is not consciously taking the speaker’s epistemic states into
account.'® Base-level interpretation games are where we derive base-level
quantity implicatures. Epistemic interpretation games do explicitly accom-
modate the speaker’s epistemic states and it is these context models that we
consult to explain epistemic quantity implicatures.

18 I propose that this is natural and happens a lot: when a trusted source — think: your
mother — says “I am proud of you” you often directly integrate the information “mother
is proud of me” into your stock of beliefs without necessarily reasoning explicitly about
your mother’s beliefs and competence on the issue at hand. In other words, it seems to me
that often the epistemic dimension of a talk-exchange will not be consciously represented at
all, unless forced by the context or otherwise necessary. For clarity, this means that I will
not generally consider base-level implicatures as derived from epistemic implicatures via
competence here.
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6.1 Base-level interpretation games

To construct a base-level interpretation game for the interpretation of a
sentence S with alternatives ALT, we equate first the set ALT with the set
of speaker available messages M. Next, we need to define a reasonable
set of state distinctions T that are relevant for quantity reasoning. These
distinctions hinge on the available alternatives. Clearly, not every possible
way the world could be can be distinguished with any set M, and we should
therefore restrict ourselves to only those states of affairs that can feasibly be
expressed with the linguistic means at hand. Which are these exactly?

Given a set of propositions ALT and two possible worlds w and v, we
say that w and v are ALT-indistinguishable, w ~ 4.1 v, iff for all A € ALT we
have w € A & v € A. Quantity reasoning for the interpretation of S based
on ALT should look at all those worlds in which S is true, but we may safely
lump together worlds that are ALT-indistinguishable. Consequently, the set
of base-level state distinctions is:

61) Tye={{weS|w~arv} |vESH.

Of course, the choice of semantic denotation function [-] in our game model
is then obvious. A message m, is true in t, t € [m,], if t < A for that
alternative A € ALT that m, represents in our context model.

As for the prior probabilities Pr(-), since we are dealing with general mod-
els of utterance interpretation, we would often not assume that the receiver
has biased beliefs about which specific state obtains that are relevant for
quantity reasoning.'® In the absence of interpretation-relevant beliefs, we may
make a simplifying assumption that Pr(-) is a flat probability distribution:>°

(62) Pr(t) =Pr(t') forallt,t'eT.

Next, the set of receiver actions is equated with the set of states A = T
and the receiver’s utilities model his interest in getting to know the true state

19 See Allott (2006) and Franke (2009: §3) for discussion of what prior probabilities in an
interpretation game could and could not represent.

20 This last assumption may seem contentious. It is not strictly speaking necessary, but it will
simplify the solution concept that this paper introduces dramatically, so much so that we can
altogether ignore the precise values of probabilities, which, I believe, is a great relief to the
working linguist who may prefer not to have to deal with the details of information theory
and probability reasoning. (But see also Geurts & Pouscoulous (2009a) for arguments that
beliefs about likely worldly states of affairs often do not seem to impact quantity reasoning.)
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of affairs, i.e., getting the right interpretation of the observed message:

1 ift=a
(63) UR(tym’ a') = X
0 otherwise.

The assumption underlying this construction is that quantity reasoning
is about coordinating which meaning enrichment of the target message
is reasonable given a set of possible meaning distinctions induced by the
alternatives. Let me briefly enlarge on this.

Any signaling game embeds the structure (T, Pr, A, Ug) which is a classical
decision problem of the receiver. Following van Rooij (2003), we may look
at such a decision problem as a generalization of the notion of a question.
In the present case this gives a flexible and powerful representation of a
question under discussion: the receiver’s decision problem pins down which
state distinctions matter in which way to the (practical) decision of the hearer.
In other words, this part of the structure implements what is relevant to the
hearer. In general, many things could be relevant to a conversation in some
sense or another. Some of these senses could easily be implemented in the
decision problem contained in a signaling game. As for interpretation games,
the particular assumption that these structures implement is that the hearer
is interested in quantity reasoning, i.e., that he is interested in drawing any
finer meaning distinctions that alternative messages could have made.

This settles the utilities of the receiver. As for the speaker, we should
assume that conversation is a cooperative effort — at least on the level of
such generic context models that back up quantity reasoning. This is easily
implemented by defining the sender’s utilities in terms of the receiver’s as
follows:

(64) US(tym’ a) = UR(t’m’ a’) .

Here is a simple example to illustrate this construction. Suppose we are
interested in explaining the inference from (4) via (5) to (6d).

(4) Some of Kiki’s friends are metalheads.
(5) All of Kiki’s friends are metalheads.
(6d) It’s not the case that all of Kiki’s friends are metalheads.

We consider two alternative forms M = {mgome, a1} Where, obviously, choice
of my,me represents an utterance of the sentence (4), and mg,, corresponds
to (5). This allows us to distinguish two states within the denotation of
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PI‘(t) taﬂv tv Mgome Man

t3-v i, 1,1 0,0 1 o
ly , 0,0 1,1 1 1

Figure 4 Interpretation game for “some A’s are B’s”

Pr(t) ta tg tag Moa Mop Mo(ave)

ta Ys 1,1 0,0 0,0 1 o) 1
tg Ys 0,0 11 0,0 o 1 1
TR Ys 0,0 0,0 1,1 1 1 1

Figure 5 Interpretation game for “¢ (A v B)”

the target message Mgyome: in state t3-y Mgome iS true, while my) is false;
in state ty both messages are true. Together we obtain the interpretation
game in Figure 4. (The table lists the prior probabilities for each state, the
payoffs for each state-interpretation pair for S and R respectively, and the
semantic meaning of messages with a 1 for truth and a o for falsity. Most
of this information is redundant when it is clear that we are dealing with
interpretation games.) A slightly more complex example is the context model
in Figure 5 which is constructed for the interpretation of a sentence like (12a),
with alternatives as in (17a) and (17b).

6.2 Epistemic interpretation games

Signaling games standardly incorporate the assumption that the sender
knows the actual state. For base-level interpretation games, this means that
these context models have a strong speaker competence assumption already
built in: the interpretation behavior we derive in these context models serves
to account for base-level implicatures unmitigated by considerations of the
sender’s beliefs and opinions.

In order to extend quantity reasoning to epistemic implicatures we also
need to accommodate for the possibility of epistemic uncertainty of the
sender. The most conservative way of doing so is to stick to the signaling
game framework and to simply “epistemicize” the notion of a state: epistemic
interpretation games feature a set of states that distinguishes different
epistemic states of the speaker, who is then still perfectly knowledgable about
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her own state of mind. The hearer’s response actions are interpretations as
to which epistemic state the speaker is in. So, which epistemic states of the
speaker should the hearer distinguish?

The idea is exactly the same as for base-level games. Epistemic states
that are relevant to quantity reasoning about the meaning of S given ALT are
obtained from looking at all (non-nontrivial) epistemic states in which the
target sentence S is believed to be true. In that set, we lump together all those
epistemic states which cannot be distinguished by different belief-values the
speaker may have with regard to different elements in ALT. Recall that in
the classical framework that we work in (see Footnote 4), there are three
belief values for any given proposition: (i) the agent believes the proposition
is true (belief value “1”), (ii) the agent believes it is false (belief value “0”),
or (iii) the agent is uncertain about it (belief value “u”). Let’s therefore
say that two epistemic states X and Y — sets of possible worlds — are ALT-
indistinguishable, X ~4,1 Y, iff for all A € ALT:

65y XcA<YcA and XNA+=0=YNnA=0.

The set of state distinctions for an epistemic interpretation game for S given
ALT is then:

66) Teg={{X<SS|X~axY}|YSSAY =0}.

Accordingly, the semantic denotation function in epistemic interpretation
games should be interpreted as: t € [m,] iff |Jt < A for the unique alterna-
tive A that corresponds to m,. The rest stays, more or less, the same.

Here is a simple example. Suppose we are interested in the epistemic
quantity implicatures that may arise from contrasting (4) and (5). We then
look at the set of epistemic states where the sender believes that (4) is true
that differ according to the sender’s beliefs about (5). There are three such
states as given in the table in Figure 6. (Where feasible, the indices of states
are vectors of truth- or belief-values of messages in the order fixed by the
table.)

Epistemic interpretation games can also incorporate various assumptions
of the hearer about the speaker’s competence. A plausible locus for imple-
menting these assumptions are the prior probabilities. For instance, suppose
that priors in the game from above are flat: a = b. This would encode
the hearer’s total uncertainty as to whether the speaker is in one epistemic
state or another. On the other hand, if we wanted to implement the hearer’s
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Pr(t) t[l,o] t[l,l] t[l,u] Mgome Man

tho] a 1,1 0,0 0,0 1 0
ta a 0,0 1,1 0,0 1 1
thu b 0,0 0,0 1,1 1 u

Figure 6 Epistemic interpretation game for contrast “some” vs. “all”

assumption that the speaker is competent in the model in Figure 6, we could
do so by assuming that a > b. This would implement the idea that the hearer
considers it less likely that the speaker is uncertain, but that he has otherwise
no interpretation-relevant beliefs about the speaker’s beliefs.

This can be generalized as follows. If the hearer assumes the speaker
to be competent, then states with less uncertainty are considered a priori
more likely than states with more uncertainty. More concretely still, the
assumption of sender competence takes the following form in the present
framework:

(67) Competence Assumption: If the speaker is (believed) competent, then
the prior probability Pr(t) of information state t is given by a strictly
decreasing function of the number of alternatives that t is undecided
about, i.e., assigns the belief value “u”.

Of course, there is a third option, as mentioned in Section 2. The hearer may
also assume that the speaker is not competent. In that case, we may adopt
the following:

(68) Incompetence Assumption: If the speaker is (believed) incompetent,
then the prior probability Pr(t) of information states t are given by
a strictly increasing function of the number of alternatives that t is
undecided about, i.e., assigns the belief value “u”.

Either assumption still leaves some wiggle room, as to how much differ-
ence we allow in probability between states where the speaker is differently
competent. In the following, I will assume that probability differences are
sufficiently small, because this facilitates calculating the solutions of a game
tremendously (see Section 8 and also Appendix B).
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7 Strategies, equilibria and explanations

Games like those in Figures 4, 5, and 6 fix certain parameters of the utterance
context — arguably all and only those that are relevant to quantity reason-
ing — and as such put certain constraints on what players of this game could
possibly believe about each other. But the game model does not fully deter-
mine the players’ beliefs and action choices either. Still, we saw in Section 5
that it is important for a rationalization of quantity implicatures to give a
detailed specification of what, for instance, the speaker believes the hearer’s
interpretation of a given sentence will be. Towards this end, we should start
by fixing a notion of a player’s behavior in a game.

Behavior. A player’s behavior in a game is captured in the concept of a
strategy. A pure sender strategy is a function s € MT and a pure receiver
strategy is a function v € AM. Pure strategies define how a player behaves
in each possible information state that she might find herself in during the
game. As the sender knows the actual state, she can choose a message
conditional on the state she is in. As the receiver does not know the actual
state, but only the sent message, he can condition his choice of action only
on the message that he observed. We say that a pair (s,7) of pure sender
and receiver strategies is a pure strategy profile.

For example, the game in Figure 4 allows for a number of pure strategies.
Obviously, the “empirically correct” play, so to speak, would be:

{ ta-v — Msome } { Msome +— L3-v }
(69) s= v =
tv = Ma Mar = ty
whose receiver part captures drawing the attested quantity inference that the
use of mgome conveys that the actual state is t3-v, and whose sender part also
conforms to our intuition about speakers who adhere to the Speaker Quantity
Principle in (3). This is not the only pure strategy profile in this game, but
this is the one that we would like to be selected — preferably uniquely — by
a suitable solution concept, that specifies what counts as good or optimal
behavior, so as to yield an explanation of a quantity implicature.

Similarly, for the interpretation game in Figure 5, we could say that we
had “explained” the attested quantity implicature if by some independently
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motivated criterion we could select the pure strategy profile:

ta +— Moa Moa — A
(70) s=q tg = Mop Y =9 Mop — I3
tag — Mo@ave) Moave) — tas

Nash equilibrium. The most widely-known solution concept for games is
that of a Nash equilibrium. The idea behind this notion is that an equilibrium
characterizes a steady state, i.e., a strategy profile in which no player would
strictly benefit if he deviated from that profile given that everybody else
would conform. For our signaling games, a pure strategy profile (s,r) is a
pure Nash equilibrium whenever for all t € T we have:*

(i) Ug(t,s(t),r(s(t))) =Us(t,s'(t),r(s'(t))) forall s’ € MT, and
(i) Ug(t,s(t),r(s(t))) = Ur(t,s(t),r'(s(t))) for all r' € AM,

Both of the intuitive strategy profiles in (69) and (70) are Nash equilibria,
as is easy to check. But, unfortunately, they are not uniquely so. For instance,
a profile which is like (69) but which reverses messages:

t3-y — Mma Msome +— Ly
(71) s = v =

ty = Mgome May —  t3-y
is also a Nash equilibrium of the game in Figure 4, in which, moreover, both
players are just as well off as in the intuitive equilibrium in (69). To rule
out this equilibrium, we could therefore rule out that messages may be used
untruthfully (after all, message my is not true in state t3-y).

But even that will not select the desired profiles uniquely for all cases.
For consider the following Nash equilibrium of the game in Figure s:

tA  — Mo Moa — LA
(72) s=qtg = Mo Y =1 Mop — I3
tap — Moa Moav) — la

This is at odds with the intuitive interpretation of the corresponding natural
language expressions, but it is nonetheless a proper Nash equilibrium in

21 For notational clarity, s(t) is the message that the sender sends when following strategy s,
and 7 (s(t)) is a receiver’s response action to that message.
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which players achieve perfect communication at maximal payoffs throughout.
This example is particularly worrying because there seems to be no obvious
refinement of the equilibrium notion that rules out (72) in favor of (70). For
instance, Parikh (2001) proposes to filter Nash equilibria by a secondary
criterion of Pareto-optimality: a strategy profile is Pareto-optimal if any
deviation to some player’s benefit would be to some other player’s detriment.
The Nash equilibrium in (72) is Pareto-optimal in this sense. Another possible
set of refinements is suggested by van Rooij (2008), namely the Neo-Logism
Proofness criterion of Farrell (1993) and the intuitive criterion of Cho & Kreps
(1987). Neither of these refinements has any bite on the equilibrium in (72),
because there are no “surprise messages” (see below) to which both criteria
could apply.

The source of the problem is, arguably, an improper treatment of con-
ventional semantic meaning in pragmatic reasoning (cf., Franke 2009, 2010).
Even if we were to assume that speakers cannot speak untruthfully, or are
severely punished when they do, traditional solutions are still too weak.>*
What we need is a general solution concept that both properly accounts
for the role of semantic meaning and selects uniformly for the “empirically
correct” solutions. This is what the solution concept does that the following
section will introduce.

8 Iterated best response reasoning

This section introduces a simplified and accessible version of iterated best
response (IBR) reasoning, as a solution concept that captures pragmatic rea-
soning on top of a given semantics. A more precise formulation of this
solution concept utilizes the standard definitions of probabilistic beliefs,
Bayesian updates, expected utilities and the like and is given in Appendix B.
This section gives a “light system” that is easier to handle. The light system is
derived from the “heavy system” of Appendix B by the extra assumption that
priors are (nearly) flat and beliefs about opponent behavior are abstracted
from too. Generally speaking, IBR reasoning may be seen as a means of
selecting a suitable equilibrium, by factoring in semantic meaning as a fo-

More strongly even, it would be methodologically short-sighted, if not plainly wrong to make
either assumption, because, as is established wisdom in game theory (Rabin 1990, Farrell
1993, Farrell & Rabin 1996), which aspects of conventional meaning are credible is subject to
strategic considerations and depends crucially on the degree of conflict of interests between
speakers and hearers.
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cal starting point before rationalizing utterances and interpretations. To
appreciate this set-up, a little background is helpful.

Step-wise reasoning & behavioral economics. Recent years have witnessed
a massive increase in experimental approaches to strategic reasoning (cf.,
Camerer 2003). Experimental results strongly suggest that equilibrium solu-
tion concepts are, though theoretically appealing, not the best predictors of
human performance. Rather, there is ample empirical evidence for what has
been called “level-k reasoning”, i.e., best response reasoning over discrete
steps to only a certain depth k (e.g., Ho, Camerer & Weigelt 1998, Crawford
2007, Crawford & Iriberri 2007). Intuitively speaking, such “level-k reasoning”
proceeds from some psychologically salient strategy, then first considers a
best response to that initially salient strategy, then a best response to that,
and so on. When playing a game for the first time, most human players apply
1 or 2 rounds of such iterated reasoning. But on repeated trials agents can
learn to apply higher levels of best response reasoning as well (cf., Camerer
2003: §5-6).

Such “level-k reasoning” also plausibly solves the problem of equilibrium
selection that we encountered in Section 7. The idea is to treat the semantic
meaning of expressions as a focal attractor of attention, i.e., as an initially
salient strategy from which iterated best response reasoning departs. Unso-
phisticated level-0O players only stick to the semantic content of expressions:
level-0 senders arbitrarily say something true, and level-0 receivers interpret
a message literally, i.e., as if it was a true observation revealed by nature, not
a strategic choice of a communicating agent. On higher levels of sophisti-
cation, level-(k + 1) players choose a best response to the belief that their
opponent is a level-k player. This process may lead to a fixed point and it is
this fixed point behavior which explains, I shall demonstrate, the pragmatic
enrichments of messages in interpretation games.>3

23 This does not mean that I suggest that every implicature is established by explicitly cal-
culating through such a sequence of level-k thinking. This would be ludicrous. Just as
exhaustivity-based approaches are not meant to be — or so I hope — psychologically realistic
descriptions of the actual processes of natural language interpretation, so is the model
I propose here. The 1BR model wants to describe a generalized and idealized pragmatic
competence, but it does so in explicit Gricean, rationalistic terms (see also the discussion in
Section 10).
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IBR reasoning with flat priors. IBR reasoning is such step-by-step reason-
ing. We will therefore define inductively differently sophisticated player
types, one player type for each reasoning step. A player type is defined here
as a set of pure strategies: those pure strategies that a player of that level of
sophistication may be expected to play. These player types are singled out
by particular assumptions about the epistemic states of players. In particular,
the player type definitions here are motivated by three assumptions. Firstly,
we make two assumptions about the hierarchy of player types, namely that it
is common belief among players that:

BASE: level-0 players are entirely unstrategic; and that

STEP: level-(k + 1) players act rationally based on an unbiased belief — to be
defined below — that their opponent is a level-k player.

Secondly, we also make an assumption regulating the impact of conventional
meaning on players’ belief formation and choices, the so-called truth ceteris
paribus (TCP) assumption, that it is common belief among players that:*+

TCP: everybody will stick to the conventional semantic meaning if otherwise
indifferent.

Assumptions BASE and TCP yield level-O players whose behavior is un-
constrained except for truthfulness and literal uptake. So, as inductive base,
define R, as the set of all pure receiver strategies that interpret a message as
true, and S, as the set of all pure sender strategies that send a true message:*s

(73)  Ro(m) =[m] So(t) = Ry (1)

The inductive step needs a little more elaboration. If S, and Ry are sets
of pure sender and receiver strategies respectively, the sets Sy,; and Ry,
are defined as all rational choices given some belief that the opponent plays
a strategy in Sy or Ry. This could in principle be implemented in many
different ways. Most importantly, we could adopt many prima facie plausible

24 This formulation is much stronger than actually needed. It is needed here merely to assure
semantics-conform behavior after so-called “surprise messages” and when interpretations
are “uninducible” (see in particular Section B.3).

25 As for notation, in the present context it is feasible and helpful to represent a set of
pure strategies X < ZY as listing for each y € Y the set X(y) of all z € Z such that
for some strategy x € X we have x(y) = z. I will then also write X~'(z) for the set
{[yeYlaxeX3ze Z: x(y) = z}.
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constraints on the belief formation process of level-(k + 1) players. To keep
the system simple, I will assume here that players form unbiased beliefs:*° a
level-(k + 1) sender (receiver) believes that any strategy in Ry (Sx) is equally
likely. Level-(k + 1) behavior is defined as rational under this belief.

A more traditional rendering of probabilistic beliefs and rational choice is
spelled out in Appendix B.1. But if we assume unbiased beliefs, the relevant
reasoning can also be appreciated in more intuitive terms. Take the case of
a level-(k + 1) sender, who believes — by the STEP-assumption — that if she
sends m the receiver will choose any interpretation from Ry(m) < T with
probability |Ri(m)|~'. We then need to ask, what is a rational choice, given
this belief, if the sender is in state t? Since the sender wants to induce the
correct interpretation t, we first look at the set of messages that could in
principle trigger interpretation t:

(74) R (t)={meM|3Ir eRy: r(m) =t}.

This set could be empty, and if it is, this means that the sender believes
that interpretation t is not inducible by any message. She would therefore
be indifferent as to which message to send as far as communicative success
is concerned, but due to the TCP assumption, she would at least choose any
message that is true in t. If, on the other hand R, L(t) contains at least one
message which could trigger the right interpretation, then a best choice of the
sender is any message in Ry (t) which makes it most likely that t is chosen.
This will be messages in Ry (t) for which the set

(750 Ry(m) ={teT|3Ar €Ry: v(m) =t}

is minimal. Taken together, a level-(k + 1) sender’s rational choices in t are
given by:

arg min,, g1 R (m)| if Ry'(t) = 0

(76)  Sk+1(t) =
So(t) otherwise.

26 Different systems of “level-k reasoning” differ exactly in this design choice. The cognitive
hierarchy model of Camerer, Ho & Chong (2004), for example, assumes that players of level
k + 1 form the belief that their opponent is of level [ < k. This may seem more realistic, but
strongly complicates the mathematics. Other viable options are implemented by Jager &
Ebert (2009) or Miithlenbernd (2009). For our present purposes, the assumption of unbiased
beliefs is welcome, chiefly because it helps simplify the system tremendously. But the
assumption of unbiased beliefs also does some good pragmatic work for us: it implements a
particular form of forward induction reasoning without which weaker systems, such as that
by Jager & Ebert (2009), cannot derive, for instance, the free choice implicatures of (12a) (see
Franke 2009: §2).
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Surprisingly enough, despite the asymmetry in available information
between players, the same reasoning also applies to computing sophisticated
receiver types if we assume that the prior probabilities are flat (see the proof
of Theorem 1 for details). The set of a level-(k + 1) receiver’s best responses
to m is:

argming -1, [Sk(t)| if Sg'(m) = 0
77)  Risi(m) = e _
Ro(m) otherwise.

Solving games with diagrams. There is a fairly easy algorithmic way of
computing IBR reasoning with the help of simple diagrams. A set of pure
strategies, such as for instance S, from the game in Figure 5, can be repre-
sented by the corresponding mappings of all Sy(t) as follows (the mapping
is in left-to-right direction):

So

tA Moa
(78)

tg Mo

tAB Mo (AVB)

If we want to compute the best response of R; to this behavior, we simply
need to count the number of outgoing connections from each state:

So
tA Mo
2
(79) s Mo
2
tAB3 Mo AvB)

To plot our level-1 receiver we will then draw a connection from each message
m to all those states that are connected with m that have the lowest number
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of outgoing connections among states connected with m:

S() Rl
tA Mona tA
2 1
(80) tB Mop tB
2 1
tar Mo (AvB) tap
3 2

Whenever, as in the computation of S», a node has no incoming connections,
we restore the connections from the initial level-0 mapping:

S() Rl 52
ta Mon ta Moa
2 1 1
81
(81) lg Mmop tg Mop
2 1 1
tag Mo (AvB) tag Mo (AVB)
3 2 3

If we apply the same procedure twice more, we enter into a fixed point in
which sender and receiver both play a unique pure strategy, namely:

ta — Moa Moa —  ta
(82) s = tB —  MoyB Y = Mop — tB
tag — Mo@av) Moave) — tas

This is indeed the strategy profile we want to see selected. But we should
also check the predictions of the IBR reasoning chain that starts with an
unsophisticated receiver.?” The full reasoning sequence of both 1BR chains
is represented in Figure 7. Indeed, both strands of IBR reasoning single out
the “empirically correct” behavior. In a sense to be made precise below, this
fixed point behavior would then explain the free choice inference as a matter
of rational language use.

27 Other related approaches consider only pragmatic reasoning that starts from the assumption
of a naive listener (e.g., Stalnaker 2006, Benz & van Rooij 2007). Since I know of no good
reason not to also assume that pragmatic reasoning might depart from the assumption of
a naive speaker too, I would like to stay on the safe side and check predictions of both
approaches.
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SO Rl SZ R3 S4
ta Mon ta MmMoa ta Mon
< x > Mop / / > Mop tg Mop
Mo (AvB) tAg MoAavB) —— tag —— Mo (AVB)
Ry S R> S3 R4
Mmoa ta Moa ta Mmoa ta
< ;g 7 / Mo i 7 mep —— tB
Mo (AvB) tag Mo (AvB) tag —— Mo(AvB) tap

Figure 7 Schematic IBR reasoning for the game in Figure 5

IBR reasoning with non-flat priors. The above definition (77) of rational
receiver behavior applies whenever an interpretation game has flat priors.
This also covers epistemic interpretation games without competence or
incompetence assumption, such as when a = b in the game in Figure 6. The
result of running the 1BR algorithm in this case is plotted in Figure 8. Both
strands of IBR reasoning lead to the general epistemic implicature that the
speaker does not believe that the alternative “all” is true.

Unfortunately, we cannot use the same algorithm to solve interpretation
games with non-flat priors. Still, this does not necessarily mean that we
always have to compute all probabilities and expected utilities in detail.
If the differences between the prior probabilities are small enough we can
treat them as if they were a second-order selection criterion on top of the
interpretations selected under flat priors. This makes for a similarly easy
algorithmic implementation of IBR reasoning in games with non-flat priors.

Theorem 2, given in Appendix B.2, tells us that when differences between
priors are small enough we can calculate the best responses of a level-(k + 1)
receiver as follows:

5 arg min,cg-1 () ISk (t)| if St (m) = 0
(83)  Riyi(m) = e
Ro(m) otherwise
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So R, S> R3

t[l,O] 7 Msome t[l,O] Msome t[l,O]

thn Ma th Man APy

t[l,u] t[l,u] t[l,u]

Ro S R; S5

Msome K t[l,O] Msome t[l,O] Msome

Mal PRy Man [AERY| Man

Eriu) thu)

Figure 8 Predictions for the game in Figure 6 when a = b

R (m) = {t € Rier(m) | 23t € R (m): Pr(t') > Pr(t) ] .

In words, we first compute the receiver’s possible interpretations Ry.q(m)
as before and then choose from R;.;(m) those states that maximize Pr(-).
That means that if differences in priors are small enough, Pr(-) applies as if
this was a secondary selection criterion in a lexicographic ordering after we
have evaluated regular quantity reasoning.

For instance, if we look at the game in Figure 6 again, and if we adopt
the competence assumption in (67) to the effect that a is slightly bigger
than b, then we can calculate R; (mgome) in three steps (see Figure 9 for the
full results). Firstly, we look at all the states where mg,me gets sent. This
is [Msomel = {tro i tur}- Next, we select for the states in [#some] in
which fewest signals are chosen by S;. These are t},,; and t},,). Finally,
we select the a priori most likely states from these. This leaves us with
just t[01- In the resulting fixed point, the hearer believes that a speaker
who produces mg,me believes that m,; is false. Similarly, under the sender
incompetence assumption in (68) message Msome 1S associated with ¢, ) in
both fixed points. This captures the inference that the speaker has no opinion
as to whether the alternative m,; was true.
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SO R1 52 R3
t[l,O] 7 Msome ———— t[l,O] Msome ———— t[l,O]
APy May th Ma) —— L1,
t[l,u] t[l,u] t[l,u]
Ro S R> S3
Msome t[1,0] Msome ———— t[l,O] Msome
Man ti Mal —— L[] Man
) Eiu)

Figure 9 Predictions for the game in Figure 6 when a > b

Interpretation of fixed-point behavior. When it comes to matching em-
pirical data, it is the fixed points of IBR reasoning that concern us most,
because the behavior selected by any fixed point is compatible with what
the most sophisticated agents in our model would play. (In fact, fixed point
behavior is rational behavior compatible with common belief in rationality.)
In the above examples, the fixed points then, in a way of speaking, selected
the appropriate Nash equilibria that capture the attested implicatures. If
the “correct” equilibrium is selected in this way, this explains the attested
implicatures as the outcome of rational language use given a fixed semantics.

In general, IBR reasoning will always reach a fixed point (in finite in-
terpretation games), which will always be a (mild refinement of a) Nash
equilibrium.?® This is the content of Theorems 3 and 4, stated and proved in
Appendix B.4. Of course, it remains to be seen whether IBR reasoning always
selects the “correct” equilibrium. This is what we turn to next.

28 Notice that it is, however, not necessarily the case that each 1BR reasoning sequence reaches
the same fixed point (see Footnote 29 above). I currently know of no natural condition that
would depict the class of games where both IBR reasoning strands necessarily converge.
This issue, however, is also only of marginal relevance to pragmatic applications.
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9 Predictions & results

This section is dedicated to checking some of the predictions of the IBR
model. Section 9.1 deals with the implicatures of the three types of disjunctive
constructions that were discussed in Section 3. Section 9.2 considers some
further applications and some potential problems of this approach, with
indications for possible solutions. The results of this section are summarized
in Figure 15 on page 51.

9.1 Disjunctions: Checking the test cases

We would like to check whether the 1BR model can account for all of the
implicatures standardly associated with: (i) plain disjunctions of the form
A V B, (ii) FC-disjunctions of the form ¢ (A Vv B), and (iii) SDA-disjunctions of
the form (A v B) > C (see Figure 2 on page 15). In particular, we’d like to
derive two base-level implicatures: the free choice inference for ¢ (A v B)
and the sDA inference for (A v B) > C. Moreover, we would like to derive
epistemic implicatures: a plain disjunction A v B is associated with the
ignorance implicature that the speaker is uncertain about either disjunct:
UcsA A UcgB; an FC-disjunction can gives rise to UcsOA A UcgOB; and an
SDA-disjunction can give rise to Ucg(A > C) A Ucg(B > C). Additionally, we
will also check whether the 1BR model can derive exclusivity implicatures as
quantity implicatures if we also take into account the respective conjunctive
alternatives.

Base-level implicatures. We have already seen how the IBR model deals
with the basic free choice readings of sentences of the form ¢(A v B) as a
base-level implicature in a base-level interpretation game. The context model
was given in Figure 5 and it had three state distinctions, repeated here:

Moa Mo  Mo(AVB)

(84) ta 1 (0} 1
tg 0] 1 1
tag 1 1 1
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If we assume that a plain disjunction A v B has alternatives A and B, then we
derive three isomorphic state distinctions:

may My Mavs

(85) ta 1 (0] 1
tg 0 1 1
tAB 1 1 1

Interestingly, the same holds for conditionals of the form (A v B) > C with
alternatives A > C and B > C under the simple order-sensitive semantics
given in Section 3:

Mas>c Mp>c MAvVB)>C

tg o 1 1
tag 1 1 1

That means that all three constructions give rise to the same context models,
not only at base-level but also for epistemic interpretation games (see below).
Consequently, we only have to check predictions of the 1BR model once, as
these will be identical for all three cases.

Indeed, we have already done so. The calculation for the game from
Figure 5 was graphically depicted in Figure 7. The exact same reasoning
applies to the other two cases, provided we reinterpret the state names
according to the tables above. This result is good and bad. It is good, because
free choice and sDA are treated exactly alike by the 1BR model. This improves
on the predictions of exhaustivity-based approaches. But, on the other hand,
IBR also predicts that in this context model a plain disjunction A v B is
associated with the conjunctive meaning that both A and B are true! This is
a curious result, and we will come back to this issue in Section 9.2 after we
have assessed the predictions for plain disjunctions in other context models
as well.

Epistemic implicatures. The epistemic states that we can distinguish based
on a plain disjunction A v B with alternatives A and B are the following six
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states:
My My MAave
t[l,(),l] 1 (0] 1
t[O,l,l] (0] 1 1
(87) thaag 1 1 1
t[l,u,l] 1 u 1
by U 1 1
t[u’u,l] u u 1

It is clear that six exactly parallel patterns of belief value distributions arise
for 0(A v B) and (A v B) > C. It suffices therefore to stick with the case of
plain disjunctions.

In order to encode different competence assumptions into the context, we
should parameterize the prior probabilities as follows (recall that the number
of ‘u’-s is relevant in assumptions (67) and (68)):

t[l,O,l] t[O,l,l] t[1,1,1] t[l,u,l] t[u,l,l] t[u,u,l]
Pr(-) a a a b b C

(88)

We’d like to check that for any choice of parameters a, b and c, the proper
ignorance reading is derived. This means that we would like to find &[]
as the only interpretation assigned to m.p in all fixed points. In this state,
the speaker is uncertain about A and B, but she believes in A v B. For plain
disjunction A v B, this amounts to the ignorance implicature UcgA A UcgB.
(For the other disjunctive constructions the same applies with due changes
in interpretation of pyy.;.)

This is indeed the only interpretation selected for the target message in
all six constellations we would need to check. (Two IBR sequences for three
different parameter sets.) Here is an informal argument why this is so. For
instance, R; will interpret mayg as tyu.j, and only as tp,,.), because this is
the state which minimizes the number of true messages in this game. For
the same reason, S; will use ma.g, and only ma.g, in state tp, ). Later steps
of either sequence will not change this one-to-one association, and different
parameters implementing different competence assumptions do not change
this mapping either. (As one example of the six necessary calculations,
the sequence starting with S, without competence assumption is given in
Figure 10; the other calculations are boringly similar.)

Different competence assumptions do however influence the interpreta-
tion of messages other than m, ;. In the absence of a competence assump-
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So R, hY! R3
L1001 / My ti001 / LON L1001
Lol mg Lo mg Lo,
ARRRY Mavs APRRY Mave ASRRY
t[l,u,l] t[l,u,l] t[l,u,l]
t[u,l,l] t[u,l,l] t[u,l,l]
ARRTRY Fruun) ARRTRY

Figure 10 Predictions for epistemic interpretation of “A or B” fora = b = ¢

tion, the unique fixed point of I1BR reasoning has m, interpreted as either
11017 OF @S t[y,u,1 (See Figure 10). This captures the reading that the speaker
believes that A is true, but does not believe that B is true. On the other hand,
if we assume that the speaker is competent, we derive that m, is interpreted
as tp,011: the implicature is that the speaker knows that B is false. Lastly,
under an incompetence assumption, we derive the interpretation tp, ,,,; for
m which captures the reading that the speaker is uncertain about B. All of
this accords neatly with intuition.

Exclusivity implicatures at base-level. When we add a conjunctive alter-
native to the brew, the three types of disjunctive constructions we consider
here no longer give rise to the same context models, so that we have to
consult each case in turn. The contextual state distinction for base-level
interpretation given A v B with alternatives A, B and A A B are actually the
same as before:

mMa Mg  Maxp  MAVB

(89) ta 1 (0} (0} 1
lg o) 1 o) 1
tag 1 1 1 1

Nonetheless, the presence of an additional message will change the inter-
pretation process. The Ry-part of the reasoning is summarized in Figure 11.
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Ry S R> S3

ma ta ma ta mpa

mp tg mpg tg mpg
mAAB% tAB MAaArB tAB MAB
MAvVE % MavB % MAavs

Figure 11 Predictions for plain disjunctions with conjunctive alternative

The Sy-part is analogous and yields an identical fixed point in which, crucially,
the disjunction is a so-called surprise message to the receiver under a belief
in fixed-point sender behavior. A message is a surprise message under a
given belief if, according to that belief, the message would never get sent
(see also Appendix B.3). Let’s make a mental note of this for the subsequent
discussion in Section 9.2.

For the target form ¢ (A v B) we derive a different set of state distinctions
if we additionally consider the conjunctive alternative ¢ (A A B), namely:

Mon Mo MonanB) MoAVB)

t.0,01] 1 0 0 1
(90) t[O,l,O,l] (0] 1 (0] 1
IAERERY 1 1 1 1
t[1,1,o,1] 1 1 (0] 1

Unlike for plain disjunctions, a state t(,,,] is possible: it is possible for ¢ A
and ¢B to be true (there is an accessible A-world, and an accessible B-world),
while ¢ (A A B) is false (there is no accessible world in which both A and B are
true). Still, the model’s predictions for this case bear no surprises. Figure 12
shows the Sy-sequence. The fixed point interpretation of ¢ (A v B) establishes
the free choice reading, as well as the exclusivity implicature that ¢ (A A B) is
false.

Finally, the context model for base-level interpretation of (A v B) > C
is even a little bigger. We can now distinguish six states, because it is also
possible for either of A > C or B > C to be false when (A A B) > C is true.
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Rg St R, S3
Moa t11,0,01] Moa t11,0,0,11 Moa
Mop t1o,1,01] Mop t1o,1,01] Mop
M6 (AAB) il Mo (AnB) i) —— MoanB)
Mo (AvB) L1001 Mo (AvB) t11,00] —— MoavB)

Figure 12 Predictions for FC-disjunctions with conjunctive alternative

So, we get:
Mas>c Mp>c M@anrB)>C M (AVB)>C
t[l,0,0,l] 1 O O ].
t[O,l,O,l] O 1 O 1
(91) tro11] 1 0 1 1
tlo1] 0] 1 1 1
th100] 1 1 0 1
t[l,l,l,l] 1 1 1 ].

The predictions of the 1BR model are summarized in Figure 13, where the
Ry sequence is spelled out. We see that the target message (A v B) > C is
interpreted correctly in the fixed point that is reached after R, to give rise to
both the sDA inference, as well as the exclusivity implicature. The results for
the Sy-sequence are identical for the interpretation of the target message.>®

Exclusivity implicatures at epistemic level. It remains to be checked what
happens in epistemic interpretation games when we also have the conjunctive
alternatives around. Although the context models differ for plain, FC- and
SDA-disjunctions, and although calculations are therefore not precisely the
same, predictions are essentially the same in all three cases. I will therefore
content myself with discussing only the case of plain disjunction, for which

29 The Sy-sequence differs slightly only in the interpretation of (A A B) > C.
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51 R2 Sg R4
t[l,0,0,l] Masc t[1,0,o,1] Masc t[l,0,0,l]
t[O,l,O,l] Mpsc t[O,l,O,l] Mp>c t[O,l,O,l]
t[1,0,1,1] M (anB)>C t[l,O,l,l] M (anB)>C t[1,0,1,1]
Lloa,10] M (avB)>C tio,11] M (AvB)>C Ero,,1]
th,001 1,001 L1000
t[1,1,1,1] t[1,1,1,1] t[1,1,1,1]

Figure 13 Predictions for sDA-disjunctions with conjunctive alternative

we need to consider the following epistemic state distinctions:

ma Mg Marg Mave

o

t[l,o,o,l]
Lo,1,01]
(92) t[1,1,1,1]
t[u,u,o,l]
t[l,u,u,l]

t[u,l,u,l]

o o= o = O -
& = o o = = O
o o2 O = O

e

t[u,u,u,l]

An example calculation for the sequence starting with S, in the absence of
a competence assumption is given in Figure 14. (The other derivations are
similar.) In this case we derive the general epistemic inference that the use
of A v B is associated with the set {t{yu01], tiuuw:)} Which captures that the
speaker does not believe that A A B is true. If we integrate the competence
assumption, we derive the implicature that ma.g is associated with the state
truuo, Oonly: the stronger implicature that the speaker knows that A A B is
false. Finally, with an incompetence assumption, we derive that the target
message is associated with tp, 4.7, Wwhich vindicates the implicature that the
speaker is strictly uncertain about the truth of A A B.
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So R, hY! R3
11,0011 / O \ 11,0011 / mp \ 11,0011
Lo,1,0,11 mg tio,1,0.1 mg £0,1,0,11
ASRREY M AFRREY ManB AFRREY
Eru,u,0,1] MAavs Eruu,0,] MAavB Eru,u,0,1]
t[l,u,u,l] t[l,u,u,l] t[l,u,u,l]
t[u,l,u,l] Lrua,ua t[u,l,u,l]
Lruuu] ARTRIRIRY Lruuu]

Figure 14 Predictions for the interpretation of “A or B” with conjunctive
alternative and no competence assumption

9.2 Reflection: Problems & prospects

So far, the 1BR model has done a fair job in explaining the data in accordance
with intuition, all of this derived in a formally rigorous account of rational
language use and interpretation. The table in Figure 15 provides a summary
of the results. But the 1BR model is not flawless. The remainder of this
section zooms in on some of its problems, together with some thoughts on
how these could be overcome. The upshot of the following considerations is
that the most fruitful extensions of this paper’s proposal concern the context
model construction in various ways.

Plain disjunctions at base-level. The results discussed just previously were
excellent, except for the interpretation of plain disjunctions in base-level
interpretation games. Let’s recall what the situation was. If AV B is interpreted
without explicit contrast to the conjunctive alternative A A B, then A Vv B is
enriched to acquire the meaning of the conjunctive alternative: A v B gets
to mean A A B. If, on the other hand, the conjunctive alternative is explicitly
represented in the context model, then A v B is not enriched at all, but
rather a surprise message that is expected not to be used at all. Finally, the
predictions for A v B in epistemic game models were fully in accordance with
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intuition.
game model
base-level epistemic
implicature w/o conj. with conj. w/o conj. with conj.
plain disjunction
ignorance - - v v
exclusivity... - - — v
...base-level — — - —
... epistemic - - - v
FC disjunction
free choice v* v - -
ignorance - - v v
exclusivity...
...base-level - v - -
... epistemic - - — v
SDA disjunction
SDA v* v - -
ignorance - - v v
exclusivity...
..base-level - v* - —
.. epistemic - - - v

Figure 15 Results of the 1BR model for the implicatures listed in Figure 2.
Checkmarks indicate that an implicature can be derived in a
context model type. Asterisks indicate that extra assumptions
are necessary for cases with more than two disjuncts.

What are we to make of this? First of all, it needs to be stressed that the
problem is not that the IBR model makes a wrong prediction. The problem
is rather that the use of plain disjunctions that we are after is at odds with
the assumptions inherent in base-level interpretation games, most palpably:
that the speaker is perfectly knowledgable. The interpretation of plain
disjunctions usually requires an epistemic context model.3° This is to say

30 This intuition is probably also what underlies certain non-standard semantics of disjunctions
as inherently modal elements (Zimmermann 2000, Geurts 2005).
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that the base-level predictions of IBR reasoning are not wrong as such, but
are a result obtained from administering inadequate contextual assumptions.
The obvious question to ask next is whether the IBR model helps explaining
why plain disjunctions usually want to be interpreted in epistemic context
models. Perhaps it does. Here is a try.

If we compare A Vv B directly with A A B at base-level, the former comes
out as an unexpected surprise message that requires the hearer to revise his
beliefs. One obvious and reasonable way for the receiver to do so is to revise
in particular his beliefs about the context model and to adopt an epistemic
perspective. And even if A A B is not explicitly compared to A v B at base-
level, a proficient language user should still realize that the interpretation
he may have established for A v B could be expressed at equal effort also
with other linguistic means such that, if they were taken into account, they
would lead to epistemic context models via the above argument. This last
step is crucially different for FC- and SDA-disjunctions where the base-level
interpretation is not exactly that of the respective conjunctive alternative,
and where a wide-scope disjunction is clearly more complex.

This explanation is sketchy and leaves many questions unanswered. Still,
it seems plausible that proficiency in language also entails proficiency in
constructing a proper representation of the context of utterance (where a
“proper” context representation is one that proves successful in communi-
cation with others). A detailed treatment of this issue is beyond the scope
of this paper, but the ideas of Section 6 may hopefully provide a reasonable
point of departure for future research.

Entailing disjuncts. So far we have assumed that disjuncts were logically
independent. But not all disjunctions have this property, and it’s there that
we may expect problems with the current approach. For example, under
truth-conditional semantics the sentence “A or (A and B)” is equivalent to the
sentence “A.” But, intuitively, these forms are to be interpreted differently,
at least in certain contexts and if we assume that the speaker is competent
on the issue at hand. Compare the answers (94a) and (95a) to a question (93).

(93) Who (of John and Mary) came to the party?
(94) a. John did.
b. The speaker knows that John came and that Mary did not.
(95) a. John or (John and Mary).
b. The speaker knows that John came and considers it possible that
Mary came too.
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Though equivalent in terms of truth-conditions, the implicatures associated
with these answers, (94b) and (95b) respectively, are clearly different. This
problem palpably affects pretty much all global Neo-Gricean accounts that
rely on truth-conditional semantics. Indeed, entailing disjuncts, especially
in embedded positions, seem to provide substantial evidence for syntac-
tic/localist approaches to quantity implicatures (cf., Chierchia et al. 2008,
2009, Fox & Spector 2009). It is thus interesting to see whether 1BR can cope
with this.

Of course, the most reasonable rejoinder here is to deny that truth-
conditional semantics is suitable in the first place. The sentences (94a) and
(95a) clearly do not have the same dynamic properties as evidenced in (96).

(96) a.?John came to the party. The latter possibility is rather unlikely
though.
b. John or (John and Mary) came to the party. The latter possibility
is rather unlikely though.

This is why, for instance, Schulz & van Rooij (2006) use exhaustive interpre-
tation in minimal dynamic models to account for cases of this kind. The
IBR model could very well do the same thing, as it is not dependent on
any particular notion of semantics, as long as meaning can be expressed
in set-theoretic terms. There is, however, also another possibility worth
considering, and that is to assume that the sentences A and A v (A A B) are,
though equivalent, differently costly.

Suppose that for an interpretation of A v (A A B) we compare it simply to
its disjuncts A and A A B. This derives the following set of state distinctions
for an epistemic interpretation game:

mMa Map MAvV(AAB)

(97) oy 1 O !
t[l,l,l] 1 1 1
t[lqu] 1 u 1

Let us assume that message ma. axp) is slightly more costly than its equiva-
lent m,. Let us also assume that these costs are nominal, as the economists
would say, i.e., small enough that they apply — like prior probabilities in our
IBR approach — as a secondary selection criterion. The IBR reasoning starting
with Ry under a competence assumption is spelled out in Figure 16. The
crucial step in this computation is §; where message costs favor the sending
of m, in states t[; 0,7 and &, 4,7 over sending My (anp)-
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Ry S R> S3

ma t[l,O,l] mp t[l,O,l] — M

Mag (AERRY Mg / 7t ——— Mag
MAv (AAB) bl MAvV (AAB) tiui] —— MAv(AAB)

Figure 16 Predictions for interpretation of “A or (A and B)” under a compe-
tence assumption

In sum, these considerations point to two interesting extensions of the IBR
approach outlined here: firstly, we could consider supplying a non-standard
semantics; secondly, we could reflect on the benefits and detriments of
exploiting reasoning about message costs. It remains to be seen in how far
either of these possibilities would enable the 1BR model to account for the
intricate empirical data discussed, inter alia, by Chierchia et al. (2008, 2009)
and Fox & Spector (2009).

Scaling up. Example calculations so far only dealt with disjunctive con-
structions with two disjuncts. But do we still derive correct predictions
when we have more than two? The answer is a hesitant “yes-and-no”. It is a
“yes-and-no” because some predictions scale up smoothly, others don’t (see
also Figure 15 for summary). It is hesitant because I actually do not believe
that we necessarily have to ask this question in the first place (or, rather:
ask it and hope for an affirmative answer). Let me enlarge briefly, on the
“yes-and-no”, sketching some of the results, and then comment on why I
don’t believe we need to worry too much about long lists of disjuncts in IBR.

Some correct predictions indeed scale up unhampered. For instance,
plain disjunctions with more than two disjuncts receive intuitively correct
predictions for any number of disjuncts (if interpreted in epistemic context
models, that is). This also implies that the 1BR model has no difficulties in
explaining the intuitively correct implicatures for sentences like (98) that
Chierchia (2004) identified as problematic for more standard Gricean ac-
counts of quantity implicature (see Franke 2009: §3, for treatment of this
case in IBR).3!

(98) Kai had the broccoli or some of the peas.

31 Thanks to an anonymous reviewer for raising this issue.
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However, other intuitive results do not scale up easily. Without additional
assumptions in the context model, the 1BR model predicts that ¢ (A v B v C),
for instance, is either a surprise message (in the sequence starting with
Ry) or interpreted as “exactly two options out of {A, B,C} are allowed” (in
the sequence after Sy). These predictions are clearly nonsensical. With two
plausible extra assumptions, however, the IBR model predicts the correct
reading for ¢ (A; v - - - v A,) for any n > 2. For that we only need to assume
that (i) disjunctions are costly proportional to the number of disjuncts and
that (ii) states are more likely the fewer alternatives they make true (e.g., the
fewer alternatives are permitted). Similar assumptions would also be needed
for scaling-up the derivation of SDA.32

Be that as it may, perhaps we should not worry about this too much. As we
have just seen, context models and pragmatic reasoning can get enormously
complicated as n grows bigger.33 However, it is not necessary — even from
a very conservative Gricean point of view — to assume that a rationalistic
explanation of a general inference pattern cannot also make recourse to the
idea that language users reason in detail about simple cases and extrapolate
to complex cases. This extrapolation, this generalization from simple to
complex, is not an explicit part of the 1BR model, but it would make a feasible
Gricean companion to the IBR model. Seen from this perspective, we could
say that IBR does a fair part of the ground work, but needs to be backed up
with an account of pattern recognition and carry-over inferences of a general
kind.

Spurious state distinctions. Spurious state distinctions may hamper the
derivation of inferences that the 1BR model ideally should be able to deal with.
For example, Chemla (20009) discusses the case in (99) which is problematic
for standard Gricean approaches (cf., Geurts & Pouscoulous 2009b, van Rooij
2010).

(99) Everybody is allowed to take an apple or a pear. Vx: 0(Ax Vv Bx)
(100) a. Everybody is allowed to take a pear. Vx: OAx
b. Everybody is allowed to take an apple. Vx: OBx

32 Another conceivable solution would be to allow asymmetries in the set of alternatives (see
also Footnote 15). This, however, is beyond the scope of this paper.

33 Notice that this as such is not a problem for the 1BR model alone. It does not get easier
for exhaustification-based approaches either to calculate predictions for larger sets of
alternatives.
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So R, S> R3
t[1,0,1] Myxoax t[l,O,l] Myxoax t[1,0,1]
t[o,1,1] MyxoBx t[O,l,l] MyxoBx t[O,l,l]
Lo M yx0(AxvBx) \ bt Myxo(AxVBx) \ IRy
t[0,0,l] t[0,0,l] t[0,0,l]

Figure 17 Predictions for example (99) in full context model

It seems fairly intuitive that, at least for deontic modality, the implicatures in
(100) should be derivable from (99).34 But can the 1BR model do it?

If we assume that (100) are the alternatives to (99), the base-level inter-
pretation game for this case would distinguish four states:

Myxoax MyxoBx  Myxo(AxVBx)

t[l,(,‘l] 1 (6] 1
(101) Lio,1] o 1 1
t[l,l,l] 1 1 1
t[0,0,l] (0] (0] 1

With this the IBR reasoning is as exemplified in Figure 17: we derive that (99)
is associated with the state ¢, ,,], which means that we derive the implicature
that the group is mixed: some folks may take an apple but no pear, some
others may take a pear but no apple. This is not the intuitively correct
prediction.

However, in this particular case, a reasonable means of pruning the
context model is ready-at-hand. Notice that the state fj,,; itself may be
fairly unreasonable: it may be deemed very unlikely in context, or even
completely ruled out as a live possibility. This is not necessarily a technical
trick: it may be a standing presupposition in a natural context of utterance
which we construct for sentences like (99) that everybody has equal rights.
We could implement this assumption in either of two ways: either we could
assign to state t[,0,; an extremely low, but positive probability, or we could

34 Geurts & Pouscoulous (2009b) argue that implicatures of this kind are not as natural for
existential operators other than deontic modals. This observation fits in nicely with the
account given here.
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scrap it entirely from the context representation. The effect is the same, but
the latter affords less computation to spell out the example. Without ¢, 1]
we simply get:

So R, S R;
[1,0,1] MyxoAx t[l 0,1] MyxoAx t[l,O,l]
(102)
0 1,1] MyxoBx t[o 1,1] MyxoBx t[O,l,l]
t[1 1,1] mVXO(AX\/B ) t[l 1,1] mVXO(AXVBX) t[1,1,1]

This is the desired implicature, which we derive — in Gricean fashion — whenever
an assumption of “group homogeneity” is feasible simply by pruning the set
of state distinctions.

An assumption of “group homogeneity” also deals with the negative
counterpart of (99), as discussed by Chemla (2009) as well.3> The inference in
question — constructed here after Chemla’s example (15) —is one from (103)
to (104) in a context where (105) holds.

(103) Nobody must take an apple and a pear. —-dx: O(Ax A Bx)
(104) a. Everybody may take an apple. Vx: OAx

b. Everybody may take a pear. Vx: OBx
(105) Everybody must take an apple or a pear. Vx: O(Ax Vv Bx)

Indeed, if we assume that (100) are the alternatives to (99), then it’s natural to
assume that (106) are the relevant alternatives to (103). In that case, the IBR
model predicts this inference if (and only if) we assume “group homogeneity”
in the same way as before.

(106) a. Nobody must take an apple. —dx: OAx
b. Nobody must take a pear. —3dx: OBx

It is not my intention to defend this analysis come-what-may. I consider
it only to demonstrate that it may occasionally be beneficial and reasonable
to prune or alter the context model in certain ways. But saying this much

35 I am grateful to an anonymous reviewer for redirecting my attention to this case. The same
reviewer also points out that an assumption of “group homogeneity” is problematic because
it is liable to overgenerate. I agree with the verdict, not quite the reason. The problem is
not overgeneration as such but the lack of an independent standard when this assumption
is warranted and when it is not. In any case, this remains an interesting issue for future
consideration which I have to leave open here (but see also Chemla 2009: §3.3).
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is still far removed from the necessary principled and general specification
of exactly which alterations and extra assumptions should be added under
exactly which circumstances — an open end for further scrutiny.

10 Reflection & comparison

Before concluding, we should take a brief moment of reflection on this
paper’s proposal, some of its further implications and its relation to other
like-minded models.

Relation to other game theoretic approaches. The approach taken in this
paper differs from previous game theoretic approaches to Gricean pragmat-
ics in several respects. The main conceptual difference is that the present
approach does not employ equilibrium notions directly (e.g., Parikh 1991,
2001, de Jager & van Rooij 2007, van Rooij 2008), but that it rather selects
equilibria indirectly based on an epistemic solution concept that is formulated
explicitly in terms of the mental states of the players. This approach solves
the problem of equilibrium selection that we encountered in Section 7 by im-
plementing semantic meaning as a focal element within pragmatic reasoning.
This demonstrably led to better empirical predictions.

Another major difference to other game theoretic approaches is that
this paper includes a fully systematic derivation of the game model. The
assumptions that motivated the construction were the standard Gricean
ones of (i) relevance of information and (ii) cooperativity — nothing more,
nothing less. This speaks directly to the often articulated criticism that
game theoretic explanations of pragmatic facts are trivially omnipotent, since
game parameters only need to be tweaked skillfully enough for any desirable
prediction to be obtained. Of course, one must make assumptions about (i)
the set-up of the game and (ii) the nature of pragmatic reasoning. This is not a
problem as such. Auxiliary assumptions feed into most if not all explanatory
theories. The crucial issue really is how transparent these assumptions are,
and how well they can be made plausible either by the general conventions
of a scientific community, or, even better, based on domain-independent
principles. As for both transparency and domain-independent plausibility, I
believe that the 1BR model presented here outperforms its competitors easily.
Especially, due to its appeal to the logic of folk-psychological explanations
every lay person can assess whether the underlying assumptions — such
as unbiased beliefs, the implementation of sender competence etc.— are
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reasonable or not. I consider this an undeniable methodological advantage
even if —as I do here — the mental operations in question are not necessarily
considered psychologically real.

Relation to exhaustive interpretation. The epistemic approach to rational-
izing quantity reasoning also has very interesting theoretical spin-offs. The
IBR model shows that in order to compute simple quantity implicatures we
do not necessarily need to assume that the speaker adheres to the Maxims
of Conversation as we would in traditional Gricean manner. We also do not
necessarily need to appeal to the Speaker Quantity Principle in (3) to motivate
exhaustive interpretation in terms of minimal models. For clarity: we can,
but it is not necessary.3® Here is why.

Look at the way R; is defined in the light 1BR system: for any message m,
R, selects those states in which m is true and in which fewest alternatives
are true (from the set of states where m is true):

(107) Ri(m) = {t € [m] | -3t € [m]: [Ry'(t")| < IR;' (D)} .

This is almost what exhaustive interpretation in terms of minimal mod-
els — as defined in (38) and (41) — does too. To see this, consider the case of
base-level interpretation games and ExHyy as defined in (38). The minimal
worlds according to ExHyy are obtained by the partial order <, defined in
terms of set inclusion of A(w) = {A € ALT | w € A}, whereas the minimal
states — sets of worlds — that R, chooses are obtained by a total order de-
fined in terms of |A(t)| where A(t) = {A € ALT | t < ALT}. It is obvious that
all worlds in every state in R, (m) will be in EXHy:

Fact 1. Base-level exhaustive interpretation in terms of minimal models, is
entailed by level-1 receiver interpretation: |J R; (ms) < ExHy(S).

The reverse, however, is not necessarily the case: it may well be that two
worlds w,v € S are both minimal with respect to <a.r, while w makes more
alternatives true than v. In that case, w would not occur in any state in
R, (ms), but it would be in ExHy(S). However under a natural condition
that the set of alternatives is in a sense “homogeneous”, it is actually the

36 For instance, a different rationalization of epistemic exhaustive interpretation in terms of
minimal models is given by de Jager & van Rooij (2007). This characterization, however,
relies on a different set-up of the signaling game and further strong assumptions about the
set ALT that are incompatible with some of the central examples we look at here.
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case that exhaustive interpretation coincides with level-1 interpretation.3”
Analogous remarks apply to epistemic interpretation via EXH%,[ defined in
(41), and level-1 receiver behavior in epistemic interpretation games without
competence assumption.

Whether inclusion or identity, this result is actually quite remarkable.
Contrary to the wide-spread conviction that exhaustive interpretation is li-
censed by something like the Speaker Quantity Principle, it actually does not
require the assumption of a rational speaker to justify exhaustive interpreta-
tion as rational. More strongly even, it is not necessarily the case that EXHyy
also coincides with R,, which captures the interpretation of a rational hearer
who believes in a speaker that prefers more informative utterances over less
informative ones (see, for example, Figure 7 where R; # R,). But that means
that, given the assumptions of the IBR model, exhaustive interpretation in
terms of minimal models is best characterized as the interpretation of a
rational hearer who believes that the speaker randomly says something true,
not that of a (rational) hearer who believes the speaker conforms to a Gricean
Quantity Maxim.

Taking the step from exhaustive interpretation to quantity implicatures
in general, the 1BR model shows that simple quantity inferences do not
need the assumption of a maximally informative speaker, but only require
rational interpretation based on an understanding of conventional semantic
meaning plus a frequency-based inference. For example, a level-1 receiver’s
interpretation of mgme in the game from Figure 4 is t5-y, because if we
assume truthfulness, a speaker in t;-y is twice as likely to have emitted
Msome than a speaker in ty. Technically, this is just the effect of rational
belief formation by Bayesian conditionalization (see Appendix B.1). What this
means is that simple quantity implicatures can be rationalized by a simple
kind of “frequency reasoning” based on the distributional information in a
set of meaningful alternatives alone. In other words, the 1BR model here gives
rise to a rather iconoclastic conclusion: some gquantity implicatures follow
from quality alone when we assume that the hearer interprets rationally.

37 We could spell out “homogeneity”, for example, as the requirement that there be an iso-
morphism between any two maximal consistently-excludable sets in Max-CE(S, ALT) that
preserves entailment relations. But it is not essential to the purpose of this article to spell
out this condition — or any other sufficient condition on ALT —in more detail. It suffices
to note that all examples discussed here indeed make it true that ExHyyw (S) = J Ry (ms). It
should also be added that the fact that <, is a partial ordering does some good pragmatic
work in the framework of Schulz & van Rooij (2006) when we consider more fine-grained
semantic entities as in dynamic semantics, where we also keep track of discourse referents.
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11 Conclusion

Taking stock, this paper has offered a general game theoretic model of
quantity implicature calculation. The model consists of two parts: (i) a
general procedure with which to construct interpretation games as models
of the context of utterance from a set of alternative sentences, and (ii) a
step-by-step reasoning process that selects the pragmatically feasible play
in these games. This approach deals uniformly with a variety of quantity
implicatures, and is also versatile enough to make general and yet flexible
predictions about different strengths of epistemic quantity implicatures.

The model’s predictions are given by fixed points of ever more sophisti-
cated theory-of-mind reasoning. Central results established that fixed points
are always reached for interpretation games, and that these are equilibria.
The paper also showed that we can compute IBR reasoning by a manageable
algorithm, if parameters are adequately chosen. Of course, generally a game
theoretic approach to pragmatic reasoning is much more powerful than the
specialized model of this paper. The present model would straightforwardly
extend also to cases, for instance, where the speaker’s and the hearer’s
interests are in conflict, where message costs are severe, etc.

The model given in this paper is superficially very similar to (iterated)
exhaustive interpretation. It subsumes exhaustification in terms of minimal
models as a special case in all examples that we looked at in this paper,
namely as rational interpretation of a hearer who merely takes the distri-
butional information given by the semantic meanings of a set of alternative
expressions into account. The model, however, deviates from the predictions
of iterated applications of ExHyy, in that it is not monotonic: unlike the latter,
the former reconsiders all options (formulations or interpretations) anew at
each iteration step. This way the “pragmatically proper” mappings between
formulations and interpretations may be established at later iterations, even
if excluded at earlier steps.

But whereas the 1BR model bears a clear relationship to iterated exhausti-
fication based on minimal models, there is also an uncomfortable gap in the
picture sketched in this paper. The IBR model does not relate in the same
obvious way to exhaustive interpretation in terms of innocent exclusion. It
remains unclear from the present perspective if and how this interpretation
operation could be explained as a rational inference or, more generally, as
the outcome of some process optimizing speaker’s and hearer’s interests
in successful communication. Presently, however, I must leave this too for
future consideration.
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A Comparison of exhaustivity operators

This section compares the semantic (minimal-models) approach to exhaustive
interpretation with the syntactic (innocent-exclusion) approach (see Section 4
for definitions). Three results characterize the general relationship between
these approaches: (i) Fact 2 states that EXHyyy is insensitive to certain varia-
tions in the set ALT, (ii) Fact 3 establishes that the interpretation selected by
ExHyy always entails that selected by EXHyg, and (iii) Fact 4 gives sufficient
and necessary conditions on ALT for identity of predictions.

To start with, here is a simple example that shows that the operators
ExHyv and ExHye are not generally equivalent. Consider a disjunction with
two (logically independent) disjuncts and two candidate sets of alternatives.

(108) AorB
(109) a. ALT, = {A, B, AV B}
b. ALT, = ALT; U {A A B}

Let’s calculate the predictions for both approaches, starting with the approach
in terms of minimal models. We only need to consider three types of worlds
that are true in S: w4 where A is true and B is false, wz where B is true and
A is false and w,;z where both A and B are true. The minimal worlds in this
triple with respect to both <41, and <a,r, are all worlds of type w, or of
type wg. In other words, the additional conjunctive alternative in ALT, does
not influence the ordering on possible worlds. Hence, the predictions of the
minimal-models approach are the same for both sets of alternatives:

(110) ExHMM(A V B,ALT;) = ExXHym(A V B, ALT,) = {wa4, wg} .

This is different for the innocent-exclusion approach. Consider first
ALT,. The maximal consistently excludable sets are {A} and {B}, but their
intersection is empty, so that

(111) ExHE(AV B,ALT;) =AVB= {WA,WB,IUAB} .

Considering instead ALT,, the maximal consistently excludable sets are
{A, A AB} and {B, A A B}. These have a non-empty intersection so that

(112) ExHE(A V B,ALT>) = {wa, wg} .

This is equivalent to the prediction of the semantic approach.
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Taken together, the presence or absence of the conjunctive alternative
matters to the syntactic, but not to the semantic approach. The latter predicts
as if the conjunctive alternative was given. Schematically:

(113) ExHumMm(ALT;) = EXHmM (ALT,) = EXH (ALT,) C EXH (ALT) .

We can generalize the point of this example. Indeed, the predictions of
the semantic approach are necessarily equivalent under a certain variance in
the set ALT; the syntactic approach does not have this invariance property.
Notice that in the example above, the orderings <a;r, and <a;r, were identical
because each world that assigns truth values to propositions A and B thereby
also assigns a truth value to A A B. Let’s say that a proposition A is truth-
determined by a set of propositions X if the truth value of A is completely
determined by any truth value assignment to all members of X. The ordering
<y is invariant under addition or removal of truth-determined alternatives in
the following sense:

Fact 2. If A is truth-determined by X, then <x=<xa;-

This means that ExHyy is less sensitive to the exact specification of the
alternatives: if certain propositions A and B are alternatives in ALT, then
ExHy also, as it were, implicitly considers the conjunctive alternative A A B.
In contrast, ExH does not.

This suggests that pragmatic interpretation in terms of EXHyy is always
included — but not necessarily strictly —in the pragmatic interpretation in
terms of ExHye. This is borne out in general:

Fact 3. For any S and ALT, we have EXHyw (S, ALT) € EXH (S, ALT).

Proof. Take an arbitrary w € ExHyy (S, ALT). This means that w is minimal
in § with respect to ordering <a.r, which in turn means that w makes a
maximal number of alternatives in ALT false. In other words, there is an
A € Max-CE(S,ALT) such that w € S A \4c4 ~A. But then w is also in any
proposition S A A\ 4c5 7 A for B < A. In particular, then, w € EXH (S, ALT).

O

Next, we would like to know under which circumstances exactly the
operators coincide. This, obviously, hinges on the set ALT. While ExHyy rules
out all non-minimal worlds according to <., the operator ExHy does not
necessarily rule out all non-minimal worlds, but only those worlds w € S for
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which there is an alternative A € ALT such that all minimal worlds make A
true (resp. false), while w makes A false (resp. true). In other terms, EXHy is
more conservative than ExXHyy, in that it selects as pragmatic interpretation
of S all those worlds in S which cannot be distinguished from the minimal
worlds by some alternative in ALT. To formalize this, we introduce a suitable
notion of distinguishability: we say that world w is ALT-distinguishable from
the set of worlds X < W iff there is some A € ALT such that either all worlds
in X make A true while w makes A false, or all worlds in X make A false while
w makes A true. If w is ALT-indistinguishable from set X, write w ~a;r X.
These considerations give rise to the following:

Lemma 1. EXHE(S,ALT) = {w € S | W ~ar EXHym (S, ALT) }

In other terms, we can characterize EXH semantically as the closure of
ExHyy under ALT-indistinguishability.

So when exactly does a set ALT have the property that the minimal
worlds according to <a.r are closed under ALT-indistinguishability? To state
sufficient and necessary conditions for this formally, define for all w € ExHy
that A(w) is the unique strongest proposition in ALT U {S} that is true in w.
With this, we can state the following sufficient and necessary condition on
ALT for equivalence of ExHyy and EXHig.

Fact 4. ExHyw(S,ALT) = ExHE(S,ALT) iff for all w,w’ € ExHyw(S,ALT)
there is an alternative A € ALT such that the conjunction of A(w) and A(w’)
entails A.

Proof. With Lemma 1 it suffices to show that the right hand side of Fact 4 is
equivalent to:

(114) ExHWWM(S,ALT) ={w € S | w ~ar EXHy(S,ALT)} .

This is so because, firstly, if for all worlds w,w’ in ExHuym (S, ALT) there is
an A with the designated property, then we can distinguish all non-minimal
worlds from the minimal ones. Secondly, if for a given pair of worlds w, w’
in ExHyy (S, ALT) there is no such A with the designated property, then there
is a world w* which makes both A(w) and A(w’) true and all other A € ALT
false. This w* is not minimal, but it is also not ALT-distinguishable from the
set {w,w’} and therefore also not from ExHy (S, ALT). O
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B IBR reasoning — formal background

The goal of this section is to fill in some of the formal details of IBR reasoning
that the main paper skipped in the interest of readability. Section B.1 spells
out the players’ beliefs and rational behavior in more traditional terms and
Section B.2 shows how this derives the “light system” of Section 8. Section B.3
discusses an example in the “heavy system” of Section B.1 for clarity, and
Section B.4 finally states and proves some general properties of the IBR
model.

B.1 The heavy system

As before, player types are defined via sets of pure strategies. The definition
of level-0 players is exactly as in the light system. The crucial detail that
the main paper blended out is in the definition of rational behavior given
a certain belief. To fill in this detail, let’s focus on the sender side first.
If, for instance, a level-(k + 1) sender has an unbiased belief in a given set
Ry of pure strategies, then we can derive from that the sender’s so-called
behavioral beliefs — formally a function in (A(A))Y — that represent how
likely the sender believes it is that a given action is played in response to a
given message. For unbiased beliefs in R, this is not difficult to compute: the
probabilistic sender belief that m is answered by a is simply the proportion
of receiver strategies in Ry that map m to a. Abusing notation, we write:

[ {r e AM | r(m) =a}|
| R |

Notice that since the only thing that the sender does not know when it comes
to her making a move is the receiver’s behavior, the sender’s game relevant
uncertainty is entirely captured by a behavioral receiver strategy. Using the
standard definition of rationality as maximization of expected utility, we
define the set of all best responses to the unbiased belief Ry as:

(115) Rx(m,a) =

(116) BR(Ry) = {5 e MT | Vt: s(t) € argmax Z Ry(m,a) xUS(t,m,a)} .

meM acA

Adopting the TCP assumption, we then define the behavior of a level-(k + 1)
sender as a best response in BR(Ry) that, if possible, respects semantic
meaning:

(117)  Sk+1 ={s €BR(Ry) | Vt (Is" €BR(Ry) t e [s' ()] =t e [s(D)]} .
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A largely parallel definition yields higher level receiver types. However,
since the receiver is uncertain about, not only what the sender does, but also
about what state the sender has observed, the definition of the receiver’s
beliefs are slightly more complicated. As before, though, we can define the
receiver’s behavioral beliefs — formally: a function in (A(M))T —given an
unbiased belief in S (with harmless overload of notation) as:

=I{seMTIS(t)zm}l

(118) Si(t,m) S,

These beliefs, however, only indirectly feed into the definition of receiver
rational behavior, because it is primarily the receiver’s posterior beliefs that
decide what counts as a rational choice. The posterior beliefs u € (A(T))M
specify how likely the receiver considers a state after observing a given
message. Obviously, posterior beliefs should be a function of prior and
behavioral beliefs wherever possible. The normatively correct way of forming
posterior beliefs is by Bayesian conditionalization. We say that u is consistent
with Pr and S iff for all ¢ and m for which there is a state t’ such that
Sx(m|t’) # 0 we have:

Pr(t) x Sx(m|t)
SerPr(t’) X Sg(mlt)

(119) u(tim) =

Consistency effectively demands conservative belief dynamics: wherever pos-
sible Bayesian conditionalization computes backward the likelihood for each
state t that an observed message m was sent in t given t’s prior probability
and the probability with which m was expected to be sent in t.

With this we can define what a best response to a posterior belief u is:

(120) BR(u) = {1’ e A | Vm: r(m) € argmaxz u(t|m) XUR(t,m,a)]» .

acA teT

This gives us the proper definition of a best response to an unbiased belief
in Skl

(121) BR(Sk) = {BR(u) | u is consistent with Pr and Si} .
Under the TCP assumption, level-(k + 1) receiver behavior is then defined as:

(122) Ry.1 = {r €BR(Sy) | Vm (Fr' € BR(Sy) ¥'(m) € [m]) — r(m) € [m]} .
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B.2 Journey from heavy to light

Reasoning with flat priors. To see how these latter definitions give rise
to the light system of Section 8, first recapitulate the inductive step of the
definition of the light system with flat priors:

arg miny, i1 |Rk(m)|if R (t) + 0

(123)  Skaa(t) =1 . _
So(t) otherwise.

- argmin, 1., |Sk(£)| if Spt(m) = 0
(124) Ry (m) =1 _ tesgt(m) 19k 0
Ro(m) otherwise.

We can then state this section’s first main result as follows:

Theorem 1. The light system is an equivalent reformulation of the previous
heavy system, i.e., Ry = R, and S, = S; for all k, if we assume that the game
model satisfies conditions:

Ci: T=A;
C2: Usr(t,m,a)=1ift=aand0ift # a;
C3: Pr(t) =Pr(t’') forallt,t'.

Towards a proof, first formulate and prove the following:

Lemma 2. Under the conditions C1 and C2 truth is preserved by all types:
Sk(t) < [t]~ ! and Ry (m) < [m] for all k.

Proof of Lemma 2. By induction. The base case is trivial. So suppose that
Sk(t) < [t]~! for all ¢, and show Ry, (m) < [m], for all m. First, take the
case S; ' (m) = 0, i.e., a non-surprise message m. By inductive hypothesis
Sk‘l(m) c [m], and so together with conditions C1 and C2:

(125)  Ri.1(m) = argmax py.1 (t|m) < St (m) < [m].
teT

In case of a surprise message with S,;l (m) = 0, any state is a best response,
and so by TCP assumption Ry, (m) < [m].

The induction step for the sender is almost identical. Suppose that
Rix(m) < [m] for all m, and show Si.,(t) < [t]~! for all t. First, take the
case R;'(t) # (. By induction hypothesis, C1 and Cz:

(126) Sis1(t) = argmax > Ry(m,a) x Us(t,m,a) < R'(¢) = [¢]7".

meM acA
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In case R; ' (t) = @, any message maximizes expected utility given Ry, so that
by TCP assumption Sy, (t) < [t]~ L 0O

Proof of Theorem 1. By induction. As the base case is trivial, assume first
that Ry = Ry and show that Si,1 = Sk.1. By definition:

(127) Sk+1 ={s €BR(Ry) | Vt (Is" €BR(Ry) t e [s' (1)) =t e [s(D)]} .

First, take a state for which Ry (t) # @. From Lemma 2, we know that
Ry (m) < [m], so that:
(128)  Sis1(t) = argmax > Ry(m,a) x Us(t,m,a) .

meM acA

This expected utility boils down to the following under assumptions C1 and
Cz:

(129) > Ri(m,a) x Us(t,m,a) = > Rp(m,t') x Us(t,m,t’)

acA t'eT

"y if t € Ri(m)

0 otherwise.

From the last two equations, Sy, (t) = Sk+1(t) follows. If, on the other
hand, R;'(t) = 0, then any message will maximize expected utility, and the
speaker will, by TCP assumption, send arbitrarily any true message, so that
Sk1(0) = [t]7 = Spaa (B). } ;

Finally, assume that Sy = Sy and show that Ry,; = Ryx.1. For surprise
messages with S;(m)~! = @, any state maximizes expected utility given
some consistent belief in S;. In that case, by TCP assumption Ry, (m) =
Ry.1(m). So, suppose m is not a surprise, i.e., Sx(m)~! # (. Then Bayesian
conditionalization gives a unique py.;(-|m) for which by C1 and C2:

(130) Ryp(m) = argmax 1 (t|m).
teT

To solve this maximization, calculate:
(131) Hi1 (L M) > pgeq (B lm)
lff Pr(tl) Xsk(tl,m) Pr(t2) XSk(t2sm)

S Pr(E) X Se(tm) ~ Sper Pr(t') X Se(t’, m)
iff Pr(t,) x Se(t,m) > Pr(ty) X Si(t,,m)

(from C3) iff Sy (t,,m) > Si(t,, m)
iff  (m € Si(t,) and m & Si(t,)) or
(m e Sk(t,) and m € Si(t,) and |Sk(t,)| < 1Sk (t2)]) .
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With this, it is clear that Ry (m) = Ry (m). O

Reasoning with near-flat priors. If priors are not flat but differences are
small enough, the receiver’s reasoning can be describe as follows:

Theorem 2. Let tx and i, be the most and least likely states of a signaling
game that satisfies conditions C1 and C2 of Theorem 1, plus

Pr(tmin) < |M| - 1
Pr(tmax) M|

(132)
Then for all k > O:
(133) Rys1(m) = {t € Rgy1(m) | =3t € Ry (m): Pr(t’) > Pr(t)} .

Proof. We need to show that the given condition implies that the only
case where prior probabilities ever make a difference between the pos-
terior likelihood of two states t and t’ given some message m is when
Sk(t,m) = Si(t’',m). To show this it suffices to look at tyi, and tn.x and the
“worst case” where Sk (tmin, M) > Sk (tmax, 71). We need to show that

(134) Pr(trnin) X Sk(tmin;m) > Pr(tmax) X Sk(tmax;m)

even if the difference between Sy (tmin, ) and Sk (tmax, 1) is as small as it
can possibly get. Since we are dealing with interpretation games, this “worst
case” is when Sy (tn, M) = ﬁ and Sk (tmax, M) = ﬁ But if the priors
satisfy the required condition, then the above holds true. O

B.3 The basic free choice implicature in the heavy system

To better understand the probabilistic reasoning of the “heavy system”, in
particular (i) the effect of Bayesian conditionalization on pragmatic interpreta-
tion and (ii) the notions “surprise message” and “uninducible interpretation”,
let us compute the predictions for the game in Figure 5. The unsophisticated
receiver behavior in this game is given by the semantic meaning of messages
only:

Moa — L, taAB
(135) Rp =1 mMes —  Ip, taB

Moave) —  ta, ls, tas
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This defines the level-1 sender’s unbiased behavioral belief: for example, S;
believes that if she sends m, the receiver will not choose interpretation
tz at all, but may choose t5 or t,g with equal probability. What is rational
behavior under this belief? This can be calculated along the above definitions
but it is also intuitively appreciated that, for example, in state t, the only
rational choice given this belief is to send ms: moa has a probability Y/,
chance of inducing the correct response, while m .5, has a probability Y,
chance, and mp will simply never elicit the proper response in the hearer.
Similar reasoning establishes:

ta  — Moa
(136) S;=4 8 — Mo
tag — Moa, Mop

It is noteworthy here that m(s and mp are the best sender choices
in tap, because under Ry’s interpretation each of these messages yields a
chance of Y/, of successful communication, as opposed to a chance of Y,
when sending m ). That means that the target message Mo avp) Will
actually be a surprise message to R,, as an unbiased belief in §; entails a
belief that message myp) never gets sent. It is crucial to note here that
Bayesian conditionalization — as it is needed to compute consistent posterior
beliefs, and from there the proper responses of R, —does not apply to
surprise messages. There is indeed a lot of literature in rational choice theory
dealing with how beliefs after surprise messages could or should be formed
(cf., Stalnaker 1998). The present IBR model simply predicts that surprise
messages could be answered by just any interpretation, were it not for the
TCP assumption that, all else equal, players stick to the semantic meaning of
messages. So, by TCP assumption, surprise messages are interpreted literally
like an unsophisticated receiver would. This gives us:

Moa —  Ia
(137) Ry =1 mep — g

Moave) —  ta,ls, tas

From this point on, the reasoning chain unfolds smoothly. Based on
a belief in R,, the sender will send message Mgy exactly in state fag,
because in this state this is the only message that has a positive probability
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of inducing the right interpretation:

ta  — Moa
(138) S3;=1 t8 +— Mop

tag — Moavs)
The only best response to this is for the receiver to interpret as follows:

Moa — A
(139) Ry =1 mop — tp

Moave) — tas

This sequence of reasoning steps has thereby reached a fixed point.

Next, we should also check the model’s predictions starting with an unso-
phisticated sender. It turns out that this reasoning chain indeed terminates in
the exact same fixed point for mostly the same reasons. An unsophisticated
sender is given by:

ta  — Moa, Moave)
(140) So =1 t8 — Mo, Mo@ave)

tag — Moa, Mop, MoavB)

In order to compute the set R, from this, we need to compute consistent
posterior beliefs and then rational responses to these. Formally this is a mild
load of work, but the rationale behind this reasoning can also be framed
intuitively. For example, a level-1 receiver expects the message m,, to be
sent with probability Y/, in state ta, with probability '/, in state t,z and not
at all in state tz. Consequently, by Bayesian conditionalization the state that
the receiver thinks is most likely after hearing message ., is ts. Since in an
interpretation game with its particular payoff structure the rational choice is
to go for the most likely interpretation, the receiver will therefore interpret
Moa as ta. Similar reasoning leads us to verify that:

Moa — A
(141) Ry =1 mes — g

Moave) —  ta,ls

Two observations are in order here. Firstly, the reasoning that establishes
R; and S; looks very similar, despite the informational asymmetry between
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sender and receiver. Indeed, as Theorem 1 established, for interpretation
games with flat priors they are identical. Secondly, there is an analogue to
“surprise messages” also on the sender side. If the sender has an unbiased
belief in R; then she will believe that it is impossible to induce the interpreta-
tion tag: there simply is no message which, according to the sender’s beliefs,
would have the receiver select this interpretation. By the same reasoning as
above the sender would then be indifferent between sending any message
whatsoever, were it not, again, that we assume with TCP that the sender then
ceteris paribus prefers to at least send a true message. This derives the player

type:
ta  — Mo
(142) S» =1 t8 +— mMop
tap = Moa, Mop, Mo(ave)

The remaining steps of this IBR reasoning chain are straightforward. We
reach the desired fixed point with the following two steps:

Moa = A ta — Moa
(143) R3 = Mmoep - g S;=1 ts — Mo
Moave) —  Lap tag — Mo@avp)

It transpires here that the TCP assumption is necessary for assuring
truthful production when interpretations are uninducible, as well as literal
interpretation of surprise messages. In fact, this is its only impact on behavior
of 1BR types with k > 0, and it establishes that everywhere in 1BR reasoning
about interpretation games, players adhere to the conventional meaning of
signals (see Lemma 2 and its proof above).

B.4 General results

Here are two more useful general results on IBR reasoning. Firstly, IBR
reasoning always reaches a fixed point, if we are dealing with finite games
where sender and receiver have aligned preferences.

Theorem 3. For a signaling game of pure cooperation where Ug = Ui and
where M, A and T are finite, each 1BR sequence reaches a fixed point.

Secondly, in interpretation games, this fixed point will always be a perfect
Bayesian equilibrium, a mild refinement of the above notion of Nash equilib-
rium (to be defined below).
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Theorem 4. Any (S*,R*) that is a fixed point of an IBR sequence for a
signaling game that satisfies conditions C1 and C2 from Theorem 1 gives rise
to a perfect Bayesian equilibrium.

The remainder of this section gives the necessary definitions and arguments.

Proof of Theorem 3. Let us define a signaling game of pure cooperation as
one where sender and receiver utilities are aligned: Ug(t,m,a) = Ug(t,m,a)
for all t, m, a. For these games, we define the expected gain of a pair of
strategies o, p as:

(144) EG(o,p) = D> Pr(t) x > o(t,m) x > p(m,a) x U(t,m,a).
t m a

Lemma 3. In a signaling game of pure cooperation the expected gain is
monotonically increasing along the IBR sequence, in the sense that for all
i>0:

(1) EG(S;, Ri+1) < EG(Sis+2,Ri1), and
(i) EG(Si+1,Ri) < EG(Sis1,Ris2) .
Proof of Lemma 3. Ad (i). It holds for all t that:

(145) Si2(t) < argmax Y Ri1(m,a) x Us(t, m,a) .

meM a

This implies that for all t € T:
(146) > Si(t,m) X Riz1(m,a) x U(t,m,a)

<> Siva(t,m) X Riz1 (m,a) x U(t,m,a).

This, in turn, implies:
(147) D Pr(t) > Si(t,m) x Ry;1(m,a) x U(t,m,a)
t m

= ZPr(t) ZSH—Z(tsm) X Ri+1(m1a) X U(t’m! a’) .
t m

And this is equivalent to EG(S;,R;11) < EG(S;12,Ri1).
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Ad (ii). Begin by rewriting the statement to be shown:

(148) EG(Si+1,Ri) < EG(Sit1,Riv2)
iff D> Pr(t) x > Sua(t,m) x > Ri(m,a) x Usr(t,m,a) <
t m a

D Pr(t) x > Sivi(t,m) X > Rio(m,a) x Usg(t, m,a)
t m a

iff D> > > Pr(t) x Sia(t,m) X Ri(m,a) x Usr(t,m,a) <

t m a

z z zPr(t) X Si+1(tym) X Ri+2(m!a) X US,R(t!m’ a/) .

t m a

Observe that for messages that surprise R;,» we have S;,;(t,m) = 0 for
all t, so that the receiver’s reception of these messages does not figure in
the inequality. Let M* = {m € M | S;},(m) # (0} be the set of non-surprise
messages under S;. ;. The previous statement therefore is equivalent to:

(149) > > D Pr(t) x Six1(t,m) X Ri(m,a) X Usr(t,m,a) <

t meM* a

>0 DT DPr(t) X Sivi(t,m) X Riza(m, a) x Usr(t,m,a).

t meM* a

Dividing each summand on both sides with a constant 0 + c(m) = >, Pr(t') x
Siz1(t',m) for each m € M* yields:

(150) > Pr(t) S‘““ m) X Ri(m,a) x Usg(t,m,a) <

t meM* a

Sy oy ZPr(t) if;l(t ) Rivo(m, a) x Us g (t,m, a)
t meM* a

iff > > D mia(tlm) X Ri(m,a) x Usp(t,m,a) <

t meM* a

> D pia(tim) X Ripa(m,a) x Usg(t,m,a) .

t meM* a

We now see that this inequality holds, because for any m € M* we have
Ri,2(m) < argmax, 2 (t|m) x Ug(t,m,a) . O

Proof of Theorem 3. By Lemma 3 we know that expected gain is monotoni-
cally increasing. Clearly, EG(-) is upper-bounded for finite games. Since there
are also only finitely many sets of pure strategies (that could constitute types
in an IBR sequence), and since the IBR sequence is entirely deterministic, each
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sequence must reach a highest value for EG(-). This entails a fixed point,
because from EG(S;, Ri+1) = EG(S;.+2, Ri.1), it follows that

(151)  Sis2(t) € argmax > Ri1(m,a) X Us(t,m,a),

meM a
and this implies that S;(t) < S;,»(t) for all £. But for finite set M, this cannot
be an infinite sequence with a strict subset relation. O

Proof of Theorem 4. We say that a triple (o, p, u) € (A(M))T x (A(A))M x
(A(T))M is a perfect Bayesian equilibrium (PBE) iff three conditions hold:3®

(i) o isrational given the belief p;
(ii) p is rational given the belief y;

(iii) u is consistent with Pr and the belief o.

We say that a strategy profile (o, p) gives rise to a PBE iff there is a posterior
u such that (o, p, u) is a PBE.

Lemma 4. If (S*, R*) is a fixed point of an IBR sequence such that there are
no surprise messages under S*, then (S*, R*) gives rise to a perfect Bayesian
equilibrium.

Proof of Lemma 4. If (§*,R*) is the fixed point of an IBR sequence, $* is a
best response to the belief R*. Moreover, if there are no surprise messages
under S*, then there is only one posterior belief u* consistent with the given
prior and the belief S*. By definition of IBR types, R* is a best response to
u*. Hence, all conditions for perfect Bayesian equilibrium are fulfilled by the
triple (S*, R*, u*). O

Proof of Theorem 4. Given Lemma 4 and its proof, we only need to show
that for any fixed point (S*, R*) there is a posterior y under which R*(m) is
rational for surprise messages m. Given conditions C1 and C2 this is fulfilled
by the unique py* which is consistent with $*, and for which for all surprise
messages m we have: u*(t|/m) = |[[m]|!. O

38 Strictly speaking, the notion of rationality of a probabilistic strategy under an arbitrary
behavioral belief has not been defined in this paper, but it bears no surprises. The interested
reader is referred to standard textbooks.
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