
Demonstration of Quantum Advantage in Microwave Quantum Radar

R. Assouly,1 R. Dassonneville,1 T. Peronnin,1 A. Bienfait,1 and B. Huard1, ∗

1Ecole Normale Supérieure de Lyon, CNRS, Laboratoire de Physique, F-69342 Lyon, France
(Dated: March 6, 2023)

While quantum entanglement can enhance the
performance of several technologies such as com-
puting, sensing and cryptography, its widespread
use is hindered by its sensitivity to noise and
losses. Interestingly, even when entanglement
has been destroyed [1–3], some tasks still ex-
hibit a quantum advantage Q, defined by a Q-time
speedup, over any classical strategies. A promi-
nent example is the quantum radar [3], which en-
hances the detection of the presence of a target in
noisy surroundings. To beat all classical strate-
gies, Lloyd [3] proposed to use a probe initially
entangled with an idler that can be recombined
and measured with the reflected probe. Observ-
ing any quantum advantage requires exploiting
the quantum correlations between the probe and
the idler. It involves their joint measurement [4]
or at least adapting the idler detection to the out-
come of the probe measurement [5]. In addition
to successful demonstrations of such quantum il-
lumination protocols at optical frequencies [6, 7],
the proposal of a microwave radar [8, 9], closer
to conventional radars, gathered a lot of inter-
est. However, previous microwave implementa-
tions [10–16] have not demonstrated any quan-
tum advantage as probe and idler were always
measured independently [17–19]. In this work,
we implement a joint measurement using a su-
perconducting circuit and demonstrate a quan-
tum advantage Q > 1 for microwave radar. Stor-
ing the idler mitigates the detrimental impact of
microwave loss on the quantum advantage, and
the purity of the initial entangled state emerges
as the next limit [20]. While the experiment is
a proof-of-principle performed inside a dilution
refrigerator, it exhibits some of the inherent dif-
ficulties in implementing quantum radars such as
the limited range of parameters where a quantum
advantage can be observed or the requirement for
very low probe and idler temperatures.

We focus on the simplest radar protocol, where the
goal is to detect whether a target is present with a mini-
mum number M of attempts. Each attempt corresponds
to using a single microwave mode in time-frequency space
to probe the target, with the constraint that the probe
contains a fixed number NS of signal photons on av-
erage (Fig 1a) and is detected in a noise background
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of NN photons. We consider that all other parame-
ters are known: target position, speed and reflectiv-
ity κ. Several metrics can quantify the performance
of a radar. We choose the error exponent defined as
E = limM→∞− 1

M logPerror(M), which means that the
error probability Perror(M) is logarithmically equivalent
to e−EM . For simplicity, we assume no prior knowledge
on the target state: initially the target is present with
a probability 1

2 . Under the assumptions of the central
limit theorem, the number of required attempts to reach
a given error probability scales as 1/E . The quantum ad-
vantage can thus be defined as Q = E/Ecl, where Ecl is
the error exponent of the best classical strategy.

Given a certain probe state, the largest achievable er-
ror exponent for any measurement apparatus is the so-
called quantum Chernoff bound [21]. De Palma and
Boregaard [22] showed that the best classical strategy
(i.e. without quantum memory) is to use a coherent state
as a probe, which gives an optimum Ecl = κNS

4NN
. This

limit is asymptotically reached by a homodyne measure-
ment in the large noise (NN � 1) limit [23]. Quan-
tum strategies rely on initially entangling the probe with
an idler [3]. The quantum Chernoff bound for quantum
radar is Emax = κNS

NN
in the low signal NS � 1, high noise

NN � 1 regime [22], which shows that the quantum ad-
vantage is at best Qmax = 4 for radars. Effectively, it
can be reached using one mode of a two-mode squeezed
vacuum state (TMSV) to illuminate the target [24, 25].
However, there is no known detector that can reach this
advantage Qmax = 4 without a global joint measurements
of M modes of all attempts [5, 26]. Using simpler pair-
wise joint measurements instead [23, 27, 28], it is never-
theless possible to reach Q = 2 with Epair = κNS

2NN
.

Here we implement pairwise joint measurements using
a superconducting circuit [29–31] that also generates the
TMSV states [32–35], and stores the idler mode while
the signal probe travels. We then experimentally deter-
mine the error exponent of this quantum radar for various
signal and noise photon numbers. To ensure a fair deter-
mination of the experimental quantum advantage Q, the
absolute best classical error exponent Ecl must be deter-
mined. Previous microwave radar experiments managed
to exceed the error exponent of one instance of classical
radar [10–16], but could not break the classical upper
bound Ecl. A central challenge of the experiment thus
consists in performing precise calibrations of the target
and radar parameters κ, NS and NN .
Microwave Quantum Radar Implementation Our su-

perconducting device contains two resonators: a signal
resonator whose lifetime is set by its coupling to a trans-
mission line and a much longer lived idler resonator.
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FIG. 1. Quantum radar principle and implementation. a) An
emitter sends a probe signal with photon number NS to deter-
mine the presence of a target using the least possible number
of attempts. The signal is reflected or not from the target,
with reflectivity κ, in a thermal environment with mean pho-
ton number NN . A receiver processes all reflected signals and
decides whether the target is present or not. Quantum probes
can be initially entangled with an idler whose processing by
the receiver leads to faster determination and thus a quantum
advantage compared to any classical probe. The advantage
crucially relies on the exploitation of quantum correlations
between idler and received signal. b) Superconducting circuit
(left) probing a target composed of a delay line and tunable
notch filter (right). It comprises a non-linear device (purple)
generating and decoding entangled pairs between signal mode
(orange) and idler mode (blue). A transmon qubit (grey)
completes the joint measurement. The entangling pump and
thermal noise background are injected through a directional
coupler into the signal resonator port. c) Pulse sequence of
the quantum radar experiment. The phase difference ϕ and
delay τd between pump pulses, as well as the gain G of the
second pump pulse can all be tuned. The dashed box repre-
sents the measurement by the qubit of the effective photon
number ν in the idler resonator for quantum radar but can
be replaced by other photocounting schemes for calibration
purposes (see Methods).

The circuit is operated at 15 mK (Fig. 1b). The sig-
nal resonator, which emits and receives the probe signal,
has frequency ωS/(2π) = 10.20 GHz and is coupled to a
transmission line at a rate γS/(2π) = 25 MHz. The idler
resonator has frequency ωI/(2π) = 3.746 17 GHz and a
decay rate of γI/(2π) = 40 kHz. The two resonators are
coupled by a Josephson Ring Modulator (JRM, purple in
Fig. 1b) [36–38].

We start each of the M detection attempts by first
applying a pump tone at a frequency ωP = ωS + ωI
for 28 ns. This tone generates a TMSV state between
the idler and the signal modes. The latter quickly ex-
its its resonator [39], propagates to the target and, when
the target is present, comes back attenuated by a factor
κ (see Fig. 1b-c). The target is composed of a circu-
lator and a flux tunable notch filter (see Methods) fol-
lowed by a 12 m-long coaxial cable, allowing us to tune
the target reflectivity in situ from κ (target is present)

to a value two orders of magnitude lower (target is ab-
sent). The reflected probe is then combined with thermal
noise injected via a weakly coupled auxiliary line. The
noise is generated at room temperature by amplifying the
Johnson-Nyquist noise of a 50 Ω resistor with a tunable
gain (see Methods).

A quantum advantage can only be observed for NN >
1, yet the generation of the TMSV state requires the
signal resonator to be as cold as possible. We thus only
switch on the noise source after the TMSV state has been
prepared.

The joint measurement is finally performed as follows.
We drive the JRM with a pump at ωP with the same
nominal phase as the first pulse. The resulting two-mode
squeezing operation recombines the signal and idler in
such a way that the final idler state encodes the presence
or absence of quantum correlations between reflected sig-
nal and stored idler [23]. The proposal of Guha and Erk-
men [23] recommends measuring the final number of pho-
tons in the idler mode to reach up to Q = 2.

Despite the large thermal background of the reflected
signal, the number of photons ν in the idler remains low
after the recombination (see Methods). Thus, measuring
whether there is zero photon or more is in theory suffi-
cient to observe a quantum advantage. Instead, we trun-
cate the photon counting to 2 to enhance the quantum
advantage as much as possible. The measurement starts
by conditionally exciting the qubit if there are exactly 0
photons in the idler using a long enough π-pulse resonant
with the qubit frequency. The qubit is then measured and
another π-pulse is applied at a frequency shifted by the
dispersive shift χ such that the qubit state only changes
if there is exactly one photon in the idler. The two qubit
measurements lead to four possible outcomes: gg, ge, eg,
and ee. If the measurement were perfect, only gg, ge,
and ee would be observed, corresponding to 2 or more,
1 and 0 photons respectively. In practice, the measure-
ment is imperfect and to embrace these non-idealities, we
depart from the proposal [23] and treat ν as an effective
photon number which is set to one out of four values νgg,
νge, νeg, and νee conditioned on the qubit measurement
outcomes. The goal being to use ν as an estimator of the
target state and not of the actual photon number, these
four values are not limited to integer numbers and can
be chosen at will. We repeat the experiment M times
to gather some statistics about ν. Owing to the central
limit theorem, the error exponent is then [23]

E =

(〈
ν(yes)

〉
−
〈
ν(no)

〉)2
2(σ(ν(yes)) + σ(ν(no)))2

, (1)

with
〈
ν(yes/no)

〉
and σ(ν(yes/no)) the average effective

photon number and its standard deviation when the tar-
get is present or absent. For each value of the signal NS
and noise NN , we numerically fine tune the values νm in
order to maximize the error exponent.
Tuning up the quantum radar The exploitation of

quantum correlations between signal and idler also re-
quires finely tuning the pump pulse that recombines these
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modes. In contrast to the pump amplitude, the delay τd
and phase offset ϕ between the pump pulses (see Fig. 1c)
can be chosen by operating the radar without added noise
(NN = 0), and at the largest signal setting (NS ≈ 0.1).
With the target present, we measure the average number
of photons in the idler mode after the first (NI,1,yes) and
the second pulse (NI,2,yes) (see Methods). Fig. 2a shows
the cosine dependence of the ratio NI,2,yes/NI,1,yes as a
function of the phase difference ∆ϕ = ϕ−ϕ0 between the
two-mode-squeezing operations for a delay τd = 86 ns.
The phase ϕ0 = −1.898, corresponding to the maxi-
mal signal, depends on the electrical delay of the tar-
get and detuning of the pump. For the quantum radar
experiment, we operate at ∆ϕ = 0. The cosine depen-
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FIG. 2. Tuning up the interferometer. a) Dots: measured
average photon number in the idler resonator after the sec-
ond pump pulse NI,2,yes as a function of the phase difference
∆ϕ when the target is present, with NS ≈ 0.1, and without
thermal noise NN = 0. The number is normalized by the
measured average number of photons in the idler mode after
the first pump pulse NI,1,yes. Line: cosine function fitted to
the oscillation. b) Dots: measured average change of photon
number in the idler resonator after the second pump pulse
between present or absent target, and as a function of the
delay τd.

dence originates from an interference. In fact, our ex-
periment implements a new kind of SU(1, 1) interferom-
eter [34, 40, 41], where one of the arms that host the
TMSV is a stationary mode. In this particular case, the
asymmetric loss probability κ on one arm prohibits wit-
nessing any remaining entanglement. We optimize τd at
∆ϕ = 0 by measuring how many extra photons are in
the idler resonator after the second pulse when the tar-
get changes from absent to present. This idler population
increase NI,2,yes −NI,2,no is maximum for τd,opt ≈ 86 ns,
see (Fig. 2b) which corresponds to the propagation delay
of the signal to and back from the target.

The joint measurement can be further optimized by
tuning the amplitude of the second pump, which can be
recast as a gain G of the second two-mode squeezing op-
eration.

An expression for the optimal gain G is known for a
given set of NS , NN and κ (see [5] and Methods), but
we choose to empirically tune the gain G to compensate
for the non-idealities of our setup. We set NS and NN to
particular values and measure the error exponent E for
several values of G. For the settings of Fig. 3, it reaches a
maximum E = 2.9(2)·10−5 for a gain of about G ≈ 1.015,
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FIG. 3. Observation of a quantum advantage for a microwave
radar. Dots: measured error exponent E of the quantum
radar as a function of the gain G of the two-mode squeez-
ing recombination of the signal and idler. Here, the number
of signal and noise photons are independently measured to
be NS = 3.53(4) · 10−2 and NN = 10.8(3). Each point is ob-
tained using 15 series of 5·105 tries. After each series, NN and
NS are re-calibrated. Green dashed line: quantum Chernoff
bound providing the upper bound on the error exponent of
any classical radar under the same conditions. The error bars
and the colored area represent the uncertainties (see Meth-
ods). Inset: raw measurements for the highlighted point. For
each possible outcome m, the table shows the fraction of oc-
currences where m is found with the target being present or
not, as well as the four values of ν that are used in Eq. (1) to
reach the highest error exponent. At this point, the quantum
advantage is Q = 1.2(1).

which is close to the prediction by [5] of G ' 1.016.
Quantum advantage and inherent limitations In or-

der to compute the quantum advantage Q = E/Ecl, we
now need to carefully calibrate the three parameters that
set Ecl: the signal photon number NS , the injected noise
photon number NN and target reflectivity κ. Each pa-
rameter is determined during the same experimental run,
using a dedicated protocol.

The signal photon number is set by the first squeez-
ing operation, in which the circuit acts as a phase-
preserving amplifier of gain G0, giving NS = G0N

th
S +

(G0− 1)
(
1 +N th

I

)
with N th

S and N th
I the initial thermal

populations of the signal and idler resonators. The pump
amplitude is chosen to set the gain to small values G0 & 1
to ensure NS � 1. To characterize NS , we make use of
the fact that the number of photons in the idler after
the first squeezing operation is NI = NS − N th

S + N th
I .

Determining NS thus only requires calibrating the initial
thermal population of both signal and idler and measur-
ing NI (see Methods). The thermal equilibrium popula-
tion of the idler is about 1.5 · 10−2. We further improve
the purity of the TMSV state by initiating all the exper-
imental realizations by sideband cooling the idler down
to N th

I = 2.5(5) · 10−3, corresponding to a temperature
of 29(1) mK. We also measure an upper bound on N th

S
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of 5 · 10−3, which contributes to the error bars in Fig. 3.

To characterize NN , we use the fact that when pumped
at ω∆ = ωS−ωI with a large enough amplitude, the JRM
induces a beam-splitter interaction between the idler and
signal resonators which equilibrates the thermal fluctu-
ations of the two modes. We can thus use the qubit to
perform a steady-state measurement of the thermal pop-
ulation in the idler when noise and beam-splitter pump
are injected to obtain NN (see Methods).

To precisely measure the target reflectivity κ, we use
the superconducting device as a quantum vector network
analyzer at the signal frequency. We send a coherent
state via the auxiliary input line on the signal resonator
that is either directly captured into the idler mode [29–
31] by using a pump at ω∆ or captured only after it
reflected off the signal resonator, went through the target
and came back into the resonator. The reflectivity is
given by the ratio of the average amplitudes of the states
captured into the idler resonator, which we characterize
by performing a Wigner tomography of the idler mode
(see Methods). We find κ = 3.02(8) · 10−2 when the
target is present and 3.2(9) · 10−4 when absent.

In Fig. 3, the measurements of NS = 3.53(4) · 10−2,
NN = 10.8(3) and κ = 3.02(8) · 10−2 enable us to com-
pute the upper bound on the error exponent that can be
reached using coherent illumination: Ecl = 2.1(1) · 10−5.
This quantum radar thus beats the best possible classi-
cal one by a factor Q = 1.2(1), on par with what was
achieved in optics [6]. Note that taking into account
the non-zero reflectivity when the target is absent would
only lead to a slightly better quantum advantage since
Ecl would decrease by about 1

The quantum advantage we observe is obtained for a
small signal photon number NS and a large noise photon
number NN . In order to determine the domain in the NS ,
NN parameter space where a quantum advantage can
be observed, we reproduce this measurement for various
values of NS and NN and identify the maximal quantum
advantage Q as a function of receiver gain G, with the
results shown in Fig. 4a. As these measurements and
their associated calibrations take at least a few hours per
point, we explore only a subset of the parameter space.
Besides, the error exponent Ecl = κNS/NN gets smaller
and smaller as NN increases or NS decreases so that it
requires a longer measurement time.

From this measurement it appears that the quantum
advantage increases with NN as expected. Guha and
Erkmen [23] also predict that Q increases at low NS until
reaching its maximum values ofQ = 2. In our experiment
we rather observe that Q diminishes when NS becomes
too small.

We find that this behavior originates from the nonzero
initial thermal populations N th

S and N th
I of the signal and

idler modes respectively [20]. A model (see Methods)
taking N th

S and N th
I into account and using an ideal-

ized version of our photocounting measurement is shown
in Fig. 4a and qualitatively reproduces the experimental
results in Fig. 4a. However, we note that the model sys-
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FIG. 4. Quantum advantage sensitivity to parameters. a)
Contour plot of the predicted quantum advantage Q as a func-
tion of the signal and noise photon numbers NS and NN . The
model (see Methods) is an extended version of Ref. [23] with
a simplified model of photocounting. The superimposed col-
ored dots represent the measured quantum advantage Q as
a function of signal and noise photon numbers NS and NN .
For each dot, we have measured the quantum advantage Q
as a function of receiver gain G and only show its maximum
value. The uncertainty on Q is not shown but ranges from
4 · 10−2 to 0.2. The dots’ width and height represent the 4σ
uncertainties on NS and NN . The initial thermal population
in the signal N th

S is set to 2 · 10−3. b) Predicted quantum
advantage as a function of the signal photon number NS for a
fixed value of noise NN = 10 for various initial signal thermal
populations ranging from 0 to 5 · 10−3.

tematically underestimates the measured quantum ad-
vantage. While the origin of this discrepancy remains
an open question, the modeling of the measurement of
the effective photon number ν could be a likely culprit.
Note that for this figure, we set N th

S to be 2 · 10−3 which
qualitatively reproduces our result better than the most
pessimistic value of 5 ·10−3 used in Fig. 3 to demonstrate
a quantum advantage. In Fig. 4b, we evaluate this model
for different values of N th

S , and reveal how the window of
signal photon number that exhibit a quantum advantage
Q > 1 shrinks, then disappears as N th

S increases.
We thus find that this thermal population is a major

limitation in our experiment, contrary to idler loss [8].
In our case, the latter only lowers the error exponent by
1− e−γIτd ≈ 2%.
Conclusion We have demonstrated an advantage of

quantum radar versus classical radar in the microwave
domain. The experiment reveals the crucial importance
of the purity of the TMSV state used to illuminate the
target. Beyond the loss of idler photons, this limita-
tion imposes a stringent upper bound on the idler tem-
perature. The experiment makes clear that using this
quantum advantage in practical settings is a tremendous
challenge. For instance, strategies that perform non-
adaptative separate – where the observables are deter-
mined before the experiment – measurements of signal
and idler at room temperature and use post-processing
to extract correlations between the two [14, 16] cannot
show a quantum advantage Q > 1 [4, 5]. Our work shows
how superconducting circuits can provide quantum en-
hanced sensing in radar. While this exact scenario of
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quantum radar has limited applications [17–19, 42], it
paves the way to demonstrations of other protocols mea-
suring the range [43] or velocity of a target [44]. Be-
sides, our joint measurement could be replaced by a mea-
surement of the signal followed by a feedforward to the
idler [5], which gives hope for an open air version of the
quantum enhanced radar with a room temperature tar-
get. Another route consists in realizing a memory for
many idler modes, using superconducting cavities [45] or
spin ensembles [46], in order to go beyond Q=2 [5, 26].
Using quantum correlations for enhanced sensing can also
be applied to other research. For dark matter search it
would be interesting to apply our demonstration to axion
detection [47]. For quantum communications, the quan-
tum radar can be recast as the signaling of a bit of infor-
mation (target present or not) through a noisy commu-
nication channel beyond the classical Shannon limit [48–
50]. Finally, the origin of a quantum advantage without
residual entanglement is still a fascinating puzzle worth
exploring further [4, 51–53].
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ful discussions.

Author contributions

R.A. performed the experiment and analysed the data.
R.D. provided additional support for the experiment and
analysis. T.P. fabricated the superconducting circuit and
R.A. fabricated the target. R.A., R.D., A.B. and B.H.
designed the experiment. B.H. supervised the project.
All authors wrote the manuscript.

METHODS

A. Measurement setup and samples

The cryogenic microwave setup is shown in Fig. 5. The superconducting device in the Cryoperm shield is the exact
same device that was used in the experiments of Refs. [29–31]. The 12 m delay line is made of two microwave cables
in series. They are made of a 3.58 mm semi-rigid coaxial cable constructed with silver plated copper clad steel inner
conductor, solid PTFE dielectric and tinned aluminum outer conductor. At the output of the signal resonator port,
and right beyond the directional coupler that injects the pump and noise into the signal resonator port on demand, a
tee with two bandpass filters routes the probe signal at ωS ≈ 10.2 GHz towards the target while it routes the reflected
pump at ωP ≈ 14 GHz into a termination load. The spying line was not used during the experiment.

A key component of the target is realized by a tunable notch filter. It is a stub filter made of a superconducting
λ/2 resonator that shorts the transmission line to ground when on resonance with the signal (Fig. 6a). The tunability
comes from the two Josephson junctions in a loop (SQUID) that terminate the resonator. This device is made of
sputtered Tantalum on a sapphire chip while the Josephson junctions and the loop are made using e-beam evaporated
Al/AlOx/Al. A flux line is able to flux bias the loop fast enough so that one out of two measurements is performed
in the present or absent configuration.

Before being placed in the final setup described in Fig. 5, the tunable filter part of the target was tested in a separate
dilution refrigerator and its transmission was measured as a function of the current applied through the flux line. In
Fig. 6b is shown the measured transmission |t|2 as a function of signal frequency and flux threading the loop. We
measure a 3-dB rejection bandwidth of around 100 MHz, an isolation of around 20 dB and a tunability of the central
frequency over several GHz. In the experiment, circulators ensure that the signal that gets out of the signal resonator
port first reaches the tunable notch filter and only comes back through the delay line if the target is present.
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FIG. 5. Schematic of the wiring inside the Bluefors LD250 dilution refrigerator used for the experiment with a base temperature
at 15 mK. The Josephson Traveling Wave Parametric Amplifier (TWPA) was graciously provided by the Lincoln Lab.
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FIG. 6. a) Schematics of the tunable notch filter. b) Measured magnitude of the transmission coefficient t across the filter as
a function of flux bias φ and signal frequency ω. The coefficient is normalized to a value measured out of resonance. A dashed
line indicates the signal frequency.

B. Idler mode photo-counting

To probe the average photon number in the idler resonator, hence measuring NS or NI depending on context,
we use the dispersive interaction −χm†m |e〉〈e| with strength χ/2π = 4.75 MHz between the idler resonator and the
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FIG. 7. Schematic of the control electronics. The experiment is controlled by an OPX from Quantum Machines.

transmon qubit, whose resonance frequency is 4.230 36 GHz. The qubit lifetime T1 = 6.5µs and coherence time
T2 = 12µs put it in the photon-number resolved regime [54]. In the experiment, we use three different ways to
perform the photocounting of the idler mode. The first one is detailed in Fig. 1c. The others are detailed below.

To measure NI when it is not larger than 2, we use a technique based on Ramsey interferometry explained in
Ref [30]. It consists in performing a π/2 pulse on the qubit, waiting a varying amount of time t, sending another π/2
pulse and finally measuring the qubit using homodyne detection s+(t) of the readout resonator output. In order to
avoid experimental drifts in gain and phase, we interleave this measurement with another one where the second π/2
pulse is a −π/2 pulse, which gives a measurement record s−(t). We then compute s(t) = s+(t) − s−(t). A typical
measurement is shown in Fig. 8. Because of the dispersive coupling between the idler resonator and the qubit, we
observe oscillations of the readout record s(t). Finally, we can fit those oscillations s(t). Assuming that the idler is in
a thermal state, and for t� T2 or NI � 1, we find

s(t) ∝ e−t/T2

∞∑
k=0

Nk
I

(NI + 1)
k+1

cos
(
t(χk + βk2)

)
, (2)

with β/(2π) = 70 kHz the next higher order non-linear term −β(m†m)2 |e〉〈e| in the Hamiltonian and T2 = 12 µs the

qubit decoherence time. The factors
Nk

I

(NI+1)k+1 are the probability to find k photons in a thermal state with average

photon number NI .
When NI is larger, we use another method based on measuring the resonator relaxation towards its equilibrium

population by monitoring the probability of having exactly 0 photons in the resonator.
To measure this probability,
we use a long π-pulse on the qubit that is selective on the presence of 0 photons in the cavity and then repeatedly

measure the qubit population Pe(t) for various waiting times t between the initialization of the idler and the photon
number selective π-pulse. By assuming that the idler is initially in a thermal state with average photon number NI ,
we find that

Pe(t) =
1

NIe−t/T1 + (1− e−t/T1)N th
I + 1

≈ 1

NIe−t/T1 + 1
, (3)

with T1 = 4.1 µs the relaxation time of the idler mode. We can then fit the measured qubit excitation to this equation
to find the average photon number initially contained in the idler mode.
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1. Calibration of N th
I

Using the Ramsey interferometry technique described above, we measured a thermal equilibrium population of
1.5(1) · 10−2 for the idler mode, which corresponds to an approximate temperature of 41 mK. To improve the
performance of the radar, we actively cool down the idler using a beam-splitter interaction between the idler mode
and a higher frequency mode activated by pumping at the difference of the two frequencies. Since this other mode
has a much lower quality factor than the idler resonator and the beam-splitter interactions tends to even the number
of photons, we are able to cool the cavity down to N th

I = 2.5(5) · 10−3. By chance, this cooling transition is merely
79 MHz above of the two-mode squeezing transition enabling us to use the same mixer and lines for initial cooling and
radar operation. All of the error exponent measurements we present are preceded by this 1.2 µs long cooling pulse.

0 200 400 600

5.2

5.4

5.6

FIG. 8. Typical result of an average signal measurement sequence using the Ramsey interferometry technique right after the
first two-mode squeezing operation of the radar sequence. Dots: measured signal s. Solid line: fit of the oscillations using
Eq. (2) with NI = 0.104(1).

2. Calibration of NS

The calibration of the signal photon number NS is realized by measuring the average number of photons NI in the
idler right after the first two-mode squeezing operation. The two are related by NI −N th

I = NS −N th
S .

Finally, to convert this average number of idler photons NI into an average number of signal photons NS we need to
know the difference between the thermal populations of signal and idler. While we were able to measure the thermal
population of the idler with a relatively good precision to N th

I = 2.5(5) · 10−3, we were only able to place an upper
bound of 5 · 10−3 on the number of equilibrium thermal photons of the signal using a technique similar to the one
described in Section B 3.

We also use this measurement to estimate the receiver gain G. Indeed, the number of photons NI we measure after
a two-mode squeezing operation of gain G is given by NI = GN th

I + (G − 1)
(
1 +N th

S

)
leading to G = (1 + NI +

N th
S )/(1 +N th

I +N th
S ).

3. Noise setup and calibration of NN

As shown in Fig. 7, the noise photons NN are generated at room temperature by amplifying the Johnson-Nyquist
noise of a 50 Ω resistor using a chain of amplifiers. To avoid saturating the final amplifiers or overloading the cooling
capacity of the dilution refrigerator, bandpass filters are used to suppress the noise outside of the signal frequency
window. The filters used are Marki FB 1050 with a 1.5 GHz bandwidth which is much larger than the 20 MHz
bandwidth of the signal resonator making the noise perfectly thermal from the point of view of the signal. To adjust
the noise, an electrically tunable attenuator is used as well as a solid-state switch (HMC-C019) which is able to turn
the noise on after the generation of the signal/idler pair but before the signal possibly comes back from the target.

To calibrate the noise in-situ, while the noise is turned on, we first activate the beam-splitter interaction between
idler and signal resonators by pumping the JRM at ω∆ = ωS − ωI which equalizes the photon number population
inside both resonators. Once a steady state is reached, we switch off this pump and measure the average number of
photons in the idler NN using the relaxation method described above.
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FIG. 9. Typical measurement of the noise photon number NN using the relaxation method. Dots: excited population of the
qubit as a function of waiting time t after the measurement sequence. Solid line: fit of the relaxation Eq. (3) with NN = 8.6(5).

C. Calibration of κ

-3 -2

-2

-1
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1
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0

0.1

0.2

0.3

0.4
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FIG. 10. Typical Wigner tomograms used in the calibration of the target reflectivity κ. The red square delimits the area used
to find the average amplitude (see Section C). Left: Measured Wigner function of the idler after a signal-idler swap performed
right after a coherent drive of the signal resonator. Right: Measured Wigner function of the idler after a signal-idler swap
performed after a reflection on the target when present.

To measure the target reflectivity κ, we implemented a sort of narrowband vector network analyzer (VNA) using
the superconducting circuit as a sensor: first, we send a short coherent pulse (a 28 ns long wavepacket shaped by
a hyperbolic secant) through the directional coupler, the wavepacket then enters the signal resonator where we can
choose to either measure it or let it bounce back, through the target and back to the signal resonator again with the
attenuation κ we want to estimate. To measure the average amplitudes of this wavepacket before and after going
through the target, we swap the signal with the idler either before or after the wavepacket goes through the target and
then perform a full Wigner tomography of the idler state using the qubit. By taking the average amplitude weighted
by the Wigner function, we can find the amplitude α1 and α2 of the incident and reflected signals and deduce the

target reflectivity κ =
∣∣∣α2

α1

∣∣∣2. Note that the results are independent of the swap efficiency since the same swap sequence

is used for the incident and reflected waves. We measure κyes = 3.02(8) · 10−2 when the target is nominally present
and a residual κno = 3.2(9) · 10−4 when the target is nominally absent which agrees well with our independent 20 dB
isolation measurement.

The Wigner tomography is performed by first displacing the idler with an amplitude −α and then measuring its
parity using the qubit. These parity measurements consist in applying a fast, unconditional, π/2 pulse on the qubit
followed by a waiting time of π/χ and another π/2 pulse before reading out the state of the qubit. For additional
robustness, we interleave sequences using a final π/2 pulse with sequences using a final −π/2 pulse as described in [31].
A large faint ring with a radius of around 3 appears in the Wigner tomograms (see Fig. 10). We attribute it to a
breakdown of the dispersive approximation for such large excitations. Since we compute the average amplitude 〈α〉
using 〈α〉 =

∫
W (α)α dα, this ring would introduce a bias on the measurement. To eliminate this bias, we truncate



10

the measured Wigner function to a smaller square roughly centered on the average amplitude. This smaller square is
represented in red in Fig. 10.

D. Quantum radar model

When the initial state is generated by a squeezing operation with gain G0, the signal and idler modes form a
gaussian state with a zero mean described by the covariance matrix of the two pairs of creation and annihilation

operators (â†S , âS) and (â†I , âI): VE =
〈

(â†S â
†
I âS âI)

†
(â†S â

†
I âS âI)

〉

VE =

NS + 1 0 0 NC
0 NI + 1 NC 0
0 NC NS 0
NC 0 0 NI

 (4)

with NC =
√
G0(G0 − 1)(1 +N th

m +N th
b ), NS = G0N

th
b + (G0− 1)(N th

m + 1) and NI = (G0− 1)(N th
b + 1) +G0N

th
m .

The attenuation by the noisy target transforms the operator âS into a reflected âR =
√
κâS +

√
1− κâN (when

the target is absent, we take κ = κno) with âN the operator describing a thermal field with average photon
number NN

1−κ . Hence, at the receiver, the state is still gaussian with zero mean and its covariance matrix reads

VR =
〈

(â†R â†I âR âI)
†
(â†R â†I âR âI)

〉

VR =

κNS +NN + 1 0 0
√
κNC

0 NI + 1
√
κNC 0

0
√
κNC κNS +NN 0√

κNC 0 0 NI

 . (5)

Finally, after the recombination step between the reflected signal and idler with a two-mode squeezing operation
of gain G, the state present in the idler mode is a gaussian state with zero mean and with an annihilation operator

ĉ =
√
GâI +

√
G− 1â†R. Before being measured, the idler thus contains an average number of photons

〈
c†c
〉

= G
〈
â†I âI

〉
+ (G− 1)

〈
âRâ

†
R

〉
+
√
G(G− 1)

(〈
â†I â
†
R

〉
+ 〈âRâI〉

)
= GNI + (G− 1)(1 + κNS +NN ) + 2

√
κG(G− 1)NC .

The last term shows that the quantum correlations NC can at this point be accessed by measuring the average
number of photons in the idler mode. This is the key point enabling a quantum advantage in quantum radar. Using
Eq. (1), and the fact that the ĉ mode has thermal statistics we can compute the error exponent assuming an ideal
photo-counting measurement of ĉ:

E =

(〈
c†c
〉

yes
−
〈
c†c
〉

no

)2

2

(√
〈c†c〉2yes + 〈c†c〉yes +

√
〈c†c〉2no + 〈c†c〉no

)2 (6)

with
〈
c†c
〉

yes
= GNI + (G− 1)(1 + κNS +NN ) + 2

√
κG(G− 1)NC and

〈
c†c
〉

no
= GNI + (G− 1)(1 +NN ).

E. Choice of receiver gain G

The receiver used in this experiment is often called an optical parametric amplifier (OPA) in the literature. It
works by recombining the reflected signal and the idler using a two-mode squeezing operation.

The gain Gopt associated to this squeezing that maximizes the Fisher information of the receiver has been calculated
in Ref [5]. The optimal gain is Gopt = max(1, G∗) with

G∗ = 1 +

√
NS(NS + 1)(NN + κNS)(NN + κNS + 1) +NS(NS + 1)

(NN + (κ− 1)NS)(NN + (κ+ 1)NS + 1)
(7)
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FIG. 11. Optimal recombination gain as a function of signal and noise photon numbers NS and NN . The contour plot is
the theoretical expression Eq. (7) for the optimal gain Gopt. The superimposed colored dots represent the gain that was used
in the experiment to get the best error exponent using a coarse optimization. The dots’ width and height represent the 4σ
uncertainties on NS and NN .

In practice, contrary to the assumptions made by the authors of [5], the emitted TMSV is impure and the final
photon counting is imperfect. Hence, the best gain was empirically chosen for each pair of signal photon number
NS , and noise photon number NN . Given the long measurement time required, only a few values of gains were tried
for each point. With this coarse optimization, the values of gain Gopt leading to the best error exponent are shown
in Fig. 11 on top of the theoretical predictions. The gain value is a rough estimate as it was not as frequently and
precisely calibrated as the main parameters NS , NN and κ. Nevertheless, the optimal gain measured does behave as
predicted and decreases when either the signal or the noise increases.

F. Uncertainties calculation

The uncertainty on the estimation of the quantum advantage Q = E
Ecl comes from two sources: the uncertainties

on the estimation of the quantum Chernoff bound for the classical error exponent Ecl and those coming from the
measurement of the error exponent E of the quantum radar.

Let us examine the estimation of the uncertainty of the quantum Chernoff bound Ecl first. The three parameters
used in the computation are the target reflectivity κ, the number of photons in the signal beam NS and the number
of noise photons NN . The measurements of those three parameters are described in Sections B 2, B 3 and C. The
uncertainties we used on NS and NN come from the non-linear fitting routine which means that they are mostly
statistical and do not take into account imperfections in the measurement protocols. To estimate the uncertainty on
κ, different probe amplitudes are used and the distribution of results allows us to make sure that κ is independent of
power (at least in the low power range we are considering) as well as provide a statistical uncertainty on the value of
κ. These three uncertainties are then propagated through the expression of Ecl = κNS

4NN
by assuming no correlations

between the three quantities which gives a total uncertainty of

∆Ecl =
κNS
4NN

√
∆2(κ)

κ2
+

∆2(NS)

N2
S

+
∆2(NN )

N2
N

(8)

for Ecl.
For the measured error exponent E of the quantum radar, the uncertainties on the measured mean and variance of

the effective photon number ν are required. Assuming a large number of repetitions M and a Gaussian distribution
for ν (which is true if M is large enough to fulfill the central limit theorem conditions), the uncertainties on 〈ν〉 and

σ(ν) are given by ∆ (〈ν〉) = σ(ν)/
√
M and ∆(σ(ν)) = σ(ν)/

√
2M . To propagate these uncertainties through Eq. (1)

to the uncertainty on E , we use the two following rules

∆

(
X

Y

)
=

∣∣∣∣XY
∣∣∣∣
√(

∆X

X

)2

+

(
∆X

X

)2

+ 2
r(X,Y )∆(X)∆(Y )

XY

∆ (X + Y ) =
√

∆(X)2 + ∆(Y )2 + 2r(X,Y )∆(X)∆(Y )
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where r(X,Y ) = Cov(X,Y )
∆(X)∆Y is the Pearson correlation coefficient between the stochastic variables X and Y . We

therefore need to estimate three Pearson coefficients in the experiment:

1. r
[(〈

ν(yes)
〉
−
〈
ν(no)

〉)2
, (σ(ν(yes)) + σ(ν(no)))2

]
between the signal and the noise of the quantum radar. One

might expect some positive correlations between the two since both should be affected similarly by technical
drifts in the parameters, and one should be proportional to the other. Since estimating those correlations
experimentally is quite difficult, we choose to consider the worst case scenario that maximizes the uncertainty
on E and use the value 0 in the calculations.

2. r
[〈
ν(yes)

〉
,
〈
ν(no)

〉]
between the measured signals when the target is present and absent. One might expect

some systematic biases (such as the value of κ or NS drifting) to push this coefficient above 0 but we take again
the most pessimistic value, which is 0 once again.

3. r
[
σ(ν(yes)), σ(ν(no))

]
between the noise level when the target is present and absent. Just like the previous

case, one might also expect some positive correlation between the two distributions. Here the most pessimistic
assumption is to take this coefficient to be 1 and assume full correlation.

These three assumptions allow us to put a reasonable upper bound on the value of the uncertainty of E

∆(E) =
1√
M

( 〈
ν(yes)

〉
−
〈
ν(no)

〉
σ(ν(yes)) + σ(ν(no))

)2√
1

2
+
σ(ν(yes))2 + σ(ν(no))2(〈
ν(yes)

〉
−
〈
ν(no)

〉)2 . (9)
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E. Bagan, L. Masanes, A. Acin, and F. Verstraete, Phys-
ical Review Letters 98, 1 (2007).

[22] G. De Palma and J. Borregaard, Phys. Rev. A 98, 012101
(2018).

[23] S. Guha and B. I. Erkmen, Phys. Rev. A 80, 052310
(2009).

[24] S.-H. Tan, B. I. Erkmen, V. Giovannetti, S. Guha,
S. Lloyd, L. Maccone, S. Pirandola, and J. H. Shapiro,
Phys. Rev. Lett. 101, 253601 (2008).

[25] R. Nair and M. Gu, Optica 7, 771 (2020).
[26] Q. Zhuang, Z. Zhang, and J. H. Shapiro, J. Opt. Soc.

Am. B 34, 1567 (2017).
[27] J. Calsamiglia, J. I. de Vicente, R. Muñoz-Tapia, and
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[29] T. Peronnin, D. Marković, Q. Ficheux, and B. Huard,

Physical Review Letters 124, 180502 (2020).
[30] R. Dassonneville, R. Assouly, T. Peronnin, P. Rouchon,

and B. Huard, Phys. Rev. Applied 14, 044022 (2020).
[31] R. Dassonneville, R. Assouly, T. Peronnin, A. A. Clerk,

http://dx.doi.org/10.1103/PhysRevLett.81.5672
http://dx.doi.org/10.1103/PhysRevLett.81.5672
http://dx.doi.org/10.1103/physrevlett.100.050502
http://dx.doi.org/10.1103/physrevlett.100.050502
http://dx.doi.org/10.1126/science.1160627
http://dx.doi.org/ 10.1103/PhysRevA.95.022333
http://dx.doi.org/10.48550/arXiv.2207.06609
http://dx.doi.org/10.48550/arXiv.2207.06609
http://dx.doi.org/10.1103/PhysRevLett.114.110506
http://dx.doi.org/10.1103/PhysRevLett.127.040504
http://dx.doi.org/ 10.1103/PHYSREVLETT.114.080503/FIGURES/4/MEDIUM
http://dx.doi.org/ 10.1103/PHYSREVLETT.114.080503/FIGURES/4/MEDIUM
http://dx.doi.org/10.1038/s41566-018-0301-6
http://dx.doi.org/10.1109/MAES.2020.3024422
http://dx.doi.org/10.1109/MAES.2020.3024422
http://dx.doi.org/10.1109/CCST.2018.8585630
http://dx.doi.org/10.1109/CCST.2018.8585630
http://dx.doi.org/10.1109/CCST.2018.8585630
http://dx.doi.org/ 10.1109/TAES.2019.2951213
http://dx.doi.org/ 10.1109/TAES.2019.2951213
http://dx.doi.org/ 10.1063/1.5085002
http://dx.doi.org/ 10.1063/1.5085002
http://dx.doi.org/10.1126/sciadv.abb0451
http://dx.doi.org/10.48550/arxiv.2111.03409
http://dx.doi.org/10.48550/arxiv.2111.03409
http://dx.doi.org/10.48550/arXiv.2205.06344
http://dx.doi.org/10.1109/MAES.2019.2957870
http://dx.doi.org/10.1109/MAES.2019.2957870
http://dx.doi.org/ 10.1109/RadarConf2043947.2020.9266597
http://dx.doi.org/ 10.1109/RadarConf2043947.2020.9266597
http://dx.doi.org/10.1109/maes.2021.3116323
http://dx.doi.org/10.1109/maes.2021.3116323
http://dx.doi.org/ 10.1103/PRXQuantum.2.020316
http://dx.doi.org/ 10.1103/PhysRevLett.98.160501
http://dx.doi.org/ 10.1103/PhysRevLett.98.160501
http://dx.doi.org/10.1103/PhysRevA.98.012101
http://dx.doi.org/10.1103/PhysRevA.98.012101
http://dx.doi.org/10.1103/PhysRevA.80.052310
http://dx.doi.org/10.1103/PhysRevA.80.052310
http://dx.doi.org/ 10.1103/PhysRevLett.101.253601
http://dx.doi.org/10.1364/OPTICA.391335
http://dx.doi.org/10.1364/JOSAB.34.001567
http://dx.doi.org/10.1364/JOSAB.34.001567
http://dx.doi.org/10.1103/PhysRevLett.105.080504
http://dx.doi.org/ 10.1103/PhysRevLett.118.070803
http://dx.doi.org/10.1103/PhysRevLett.124.180502
http://dx.doi.org/10.1103/PhysRevApplied.14.044022


13

A. Bienfait, and B. Huard, PRX Quantum 2, 020323
(2021).

[32] C. Eichler, D. Bozyigit, C. Lang, M. Baur, L. Steffen,
J. M. Fink, S. Filipp, and A. Wallraff, Physical Review
Letters 107, 113601 (2011).

[33] C. M. Wilson, G. Johansson, A. Pourkabirian,
M. Simoen, J. R. Johansson, T. Duty, F. Nori, and
P. Delsing, Nature 479, 376 (2012).

[34] E. Flurin, N. Roch, F. Mallet, M. H. Devoret, and
B. Huard, Phys. Rev. Lett. 109, 1 (2012).

[35] E. P. Menzel, R. Di Candia, F. Deppe, P. Eder, L. Zhong,
M. Ihmig, M. Haeberlein, A. Baust, E. Hoffmann,
D. Ballester, K. Inomata, T. Yamamoto, Y. Nakamura,
E. Solano, A. Marx, and R. Gross, Physical Review Let-
ters 109, 250502 (2012).

[36] N. Bergeal, F. Schackert, M. Metcalfe, R. Vijay, V. E.
Manucharyan, L. Frunzio, D. E. Prober, R. J. Schoelkopf,
S. M. Girvin, and M. H. Devoret, Nature 465, 64 (2010).

[37] N. Bergeal, R. Vijay, V. E. Manucharyan, I. Siddiqi, R. J.
Schoelkopf, S. M. Girvin, and M. H. Devoret, Nature
Physics 6, 296 (2010).

[38] N. Roch, E. Flurin, F. Nguyen, P. Morfin, P. Campagne-
Ibarcq, M. H. Devoret, and B. Huard, Phys. Rev. Lett.
108, 147701 (2012).

[39] E. Flurin, N. Roch, J. D. Pillet, F. Mallet, and B. Huard,
Phys. Rev. Lett. 114, 090503 (2015).

[40] B. Yurke, S. L. McCall, and J. R. Klauder, Physical
Review A 33, 4033 (1986).

[41] Z. Y. Ou and X. Li, APL Photonics 5, 080902 (2020).
[42] R. Jonsson and M. Ankel, in 2021 IEEE Radar Confer-

ence (RadarConf21) (2021) pp. 1–6.
[43] Q. Zhuang and J. H. Shapiro, Phys. Rev. Lett. 128,

010501 (2022).
[44] M. Reichert, R. Di Candia, M. Z. Win, and M. Sanz,

npj Quantum Information 8, 147 (2022).
[45] S. Chakram, A. E. Oriani, R. K. Naik, A. V. Dixit, K. He,

A. Agrawal, H. Kwon, and D. I. Schuster, Phys. Rev.
Lett. 127, 107701 (2021).

[46] B. Julsgaard, C. Grezes, P. Bertet, and K. Mølmer, Phys.
Rev. Lett. 110, 250503 (2013).

[47] A. J. Brady, C. Gao, R. Harnik, Z. Liu, Z. Zhang, and
Q. Zhuang, PRX Quantum 3, 030333 (2022).

[48] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V.
Thapliyal, IEEE Transactions on Information Theory 48,
2637 (2002).

[49] S. Hao, H. Shi, W. Li, J. H. Shapiro, Q. Zhuang, and
Z. Zhang, Phys. Rev. Lett. 126, 250501 (2021).

[50] H. Shi, Z. Zhang, and Q. Zhuang, Phys. Rev. Appl. 13,
034029 (2020).

[51] C. Weedbrook, S. Pirandola, J. Thompson, V. Vedral,
and M. Gu, New Journal of Physics 18, 043027 (2016).

[52] Y. Jo, T. Jeong, J. Kim, D. Y. Kim, Y. S. Ihn, Z. Kim,
and S.-Y. Lee, (2021), 10.48550/arxiv.2103.17006.

[53] M. H. Yung, F. Meng, X. M. Zhang, and M. J. Zhao,
npj Quantum Information 6, 1 (2020).

[54] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff,
J. M. Gambetta, A. Blais, L. Frunzio, J. Majer, B. John-
son, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf,
Nature 445, 515 (2007).

http://dx.doi.org/ 10.1103/PRXQuantum.2.020323
http://dx.doi.org/ 10.1103/PRXQuantum.2.020323
http://dx.doi.org/10.1103/physrevlett.107.113601
http://dx.doi.org/10.1103/physrevlett.107.113601
http://dx.doi.org/10.1038/nature10561
http://dx.doi.org/ 10.1103/PhysRevLett.109.183901
http://dx.doi.org/10.1103/PhysRevLett.109.250502
http://dx.doi.org/10.1103/PhysRevLett.109.250502
http://dx.doi.org/10.1038/nature09035
http://dx.doi.org/ 10.1038/nphys1516
http://dx.doi.org/ 10.1038/nphys1516
http://dx.doi.org/ 10.1103/PhysRevLett.108.147701
http://dx.doi.org/ 10.1103/PhysRevLett.108.147701
http://dx.doi.org/ 10.1103/PhysRevLett.114.090503
http://dx.doi.org/10.1103/PhysRevA.33.4033
http://dx.doi.org/10.1103/PhysRevA.33.4033
http://dx.doi.org/10.1063/5.0004873
http://dx.doi.org/10.1109/RadarConf2147009.2021.9455162
http://dx.doi.org/10.1109/RadarConf2147009.2021.9455162
http://dx.doi.org/10.1103/PhysRevLett.128.010501
http://dx.doi.org/10.1103/PhysRevLett.128.010501
http://dx.doi.org/ 10.1038/s41534-022-00662-9
http://dx.doi.org/10.1103/PhysRevLett.127.107701
http://dx.doi.org/10.1103/PhysRevLett.127.107701
http://dx.doi.org/ 10.1103/PhysRevLett.110.250503
http://dx.doi.org/ 10.1103/PhysRevLett.110.250503
http://dx.doi.org/10.1103/PRXQuantum.3.030333
http://dx.doi.org/10.1109/TIT.2002.802612
http://dx.doi.org/10.1109/TIT.2002.802612
http://dx.doi.org/ 10.1103/PhysRevLett.126.250501
http://dx.doi.org/10.1103/PhysRevApplied.13.034029
http://dx.doi.org/10.1103/PhysRevApplied.13.034029
http://dx.doi.org/ 10.1088/1367-2630/18/4/043027
http://dx.doi.org/10.48550/arxiv.2103.17006
http://dx.doi.org/ 10.1038/s41534-020-00303-z
http://dx.doi.org/10.1038/nature05461

	Demonstration of Quantum Advantage in Microwave Quantum Radar
	 Acknowledgments
	 Author contributions

	 Methods
	A Measurement setup and samples
	B Idler mode photo-counting
	1 Calibration of the idler thermal population
	2 Calibration of N
	3 Noise setup and calibration of N

	C Calibration of 
	D Quantum radar model
	E Choice of receiver gain G
	F Uncertainties calculation

	 References


