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Quantum Chemical Methods for Modeling Covalent Modification of
Biological Thiols

Abstract

Targeted covalent inhibitor drugs require computational methods that go beyond simple
molecular‐mechanical force fields in order to model the chemical reactions that occur when they bind to their
targets. Here, several semiempirical and density‐functional theory (DFT) methods are assessed for their
ability to describe the potential energy surface and reaction energies of the covalent modification of a thiol by
an electrophile. Functionals such as PBE and B3LYP fail to predict a stable enolate intermediate. This is largely
due to delocalization error, which spuriously stabilizes the prereaction complex, in which excess electron
density is transferred from the thiolate to the electrophile. Functionals with a high‐exact exchange
component, range‐separated DFT functionals, and variationally optimized exact exchange (i.e., the
LC‐B05minV functional) correct this issue to various degrees. The large gradient behavior of the exchange
enhancement factor is also found to significantly affect the results, leading to the improved performance of
PBE0. While ωB97X‐D and M06‐2X were reasonably accurate, no method provided quantitative accuracy for
all three electrophiles, making this a very strenuous test of functional performance. Additionally, one
drawback of M06‐2X was that molecular dynamics (MD) simulations using this functional were only stable if
a fine integration grid was used. The low‐cost semiempirical methods, PM3, AM1, and PM7, provide a
qualitatively correct description of the reaction mechanism, although the energetics is not quantitatively
reliable. As a proof of concept, the potential of mean force for the addition of methylthiolate to methylvinyl
ketone was calculated using quantum mechanical/molecular mechanical MD in an explicit polarizable
aqueous solvent.

Keywords

thiols, chemical, methods, modeling, covalent, modification, biological, quantum

Publication Details

Awoonor-Williams, E., Isley, W. C., Dale, S. G., Johnson, E. R., Yu, H., Becke, A. D., Roux, B. & Rowley, C. N.
(2019). Quantum Chemical Methods for Modeling Covalent Modification of Biological Thiols. Journal of
Computational Chemistry, Online First 1-12.

Authors

Ernest Awoonor-Williams, William C. Isley, Stephen G. Dale, Erin R. Johnson, Haibo Yu, Axel D. Becke,
Benoit Roux, and Christopher N. Rowley

This journal article is available at Research Online: https://ro.uow.edu.au/smhpapers1/903

https://ro.uow.edu.au/smhpapers1/903


Quantum Chemical Methods for Modeling Covalent

Modification of Biological Thiols

Ernest Awoonor-Williams∗, William C. Isley III†,
Stephen G. Dale‡, Erin R. Johnson§, Haibo Yu¶,
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Abstract

Targeted covalent inhibitor drugs require computational methods that go beyond
simple molecular-mechanical force fields in order to model the chemical reactions that
occur when they bind to their targets. Here, several semi-empirical and density-
functional theory (DFT) methods are assessed for their ability to describe the po-
tential energy surface and reaction energies of the covalent modification of a thiol by
an electrophile. Functionals such as PBE and B3LYP fail to predict a stable enolate
intermediate. This is largely due to delocalization error, which spuriously stabilizes the
pre-reaction complex, in which excess electron density is transferred from the thiolate to
the electrophile. Functionals with a high-exact exchange component, range-separated
DFT functionals, and variationally-optimized exact exchange (i.e., the LC-B05minV
functional) correct this issue to various degrees. The large gradient behaviour of the
exchange enhancement factor is also found to significantly affect the results, leading
to the improved performance of PBE0. While ωB97X-D and M06-2X were reasonably
accurate, no method provided quantitative accuracy for all three electrophiles, making
this a very strenuous test of functional performance. Additionally, one drawback of
M06-2X was that MD simulations using this functional were only stable if a fine inte-
gration grid was used. The low-cost semi-empirical methods, PM3, AM1, and PM7,
provide a qualitatively correct description of the reaction mechanism, although the
energetics are not quantitatively reliable. As a proof of concept, the potential of mean
force for the addition of methylthiolate to MVK was calculated using QM/MM MD in
an explicit polarizable aqueous solvent.
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Stop using B3LYP, PBE, 

and DFTB for reactions with 
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Reactions involving cysteine thiols often involve an anionic thiolate intermediate. Delocal-
ization error in many popular DFT methods results in incorrect predictions of thio-Michael
addition mechanisms of covalent-modifier drugs, while large exact-exchange components or
range-separated functionals address these issues to some degree. DFTB methods also fail to
predict a stable enolate, while some semi-empirical methods provide qualitative agreement
with high-level theory. The thio-Michael additions are found to be an extremely stringent
test of electronic-structure methods, highlighting the need for accurate treatment of both
electron delocalization and non-bonded repulsion.
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INTRODUCTION

Covalent modifiers are an emerging class of drugs that form a covalent bond with their de-

sired targets, which allows for greater potency,1 improved selectivity,2 and extended residence

times.3 A notable class of covalent modifiers features an electrophilic functional group, often

termed a warhead, that undergoes a Michael addition with the thiol sidechain of a noncat-

alytic cysteine residue. A vast majority of these electrophilic groups feature α-β unsaturated

carbonyl compounds,4 particularly acrylamides, which are now the standard electrophile in

recent covalent drug-design efforts. One notable example is ibrutinib,5 a drug that features

an electrophilic acrylamide warhead. Ibrutinib is used in the treatment of B cell malig-

nancies such as chronic lymphocytic leukemia, targeting Bruton’s tyrosine kinase (BTK) by

covalently binding to Cys481 (Figure 1).

Figure 1: Reaction mechanism for the addition of the acrylamide warhead of ibrutinib to

Cys481 of Bruton’s tyrosine kinase (BTK).
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Computational modeling of covalent modification can provide insights into the binding

affinity, selectivity, and kinetics of these drugs.6 In two recent papers, Luo and coworkers

have shown that the relative efficacy of covalent inhibitors can be related to the relative

stabilities of the covalently bound adduct.7,8 The relative binding affinities of the covalent-

modifier drugs can be estimated using free-energy perturbation so, in these cases, simulating

4



the mechanism of covalent bond formation was not necessary. Nevertheless, rigorous models

of the absolute binding energies and rates will require methods that can describe the covalent-

bond formation steps accurately.

Selection of an optimal warhead would benefit from accurate predictions of how the

chemical substituents of the electrophile affect the rates and thermodynamics of the addi-

tion reaction. This can be particularly useful in the development of reversible covalent drugs,

which have an advantage over their irreversible-binding counterparts in that they can disso-

ciate if they bind to off-target proteins and eventually reach their intended targets. Recent

work by Taunton and coworkers on covalent-reversible inhibitors3,9 has demonstrated that

the reversibility of the addition of acrylamide-based electrophiles to target cysteines can be

tuned by substitutions on the acrylamide. For example, introducing an electron-withdrawing

nitrile group onto the α-carbon of an acrylamide and altering the steric environment around

the β-carbon resulted in covalent drugs with prolonged residence times for BTK.3 A 2015

paper by Smith et al.10 used density-functional theory (DFT) calculations to show that sub-

stitution of the electrophilic group can affect the rates of reaction and the reaction energy

with a model thiol, suggesting that new covalent modifier drugs could be designed using

computational methods that describe the mechanism of covalent modification accurately.

Kinetic experiments indicate that the conjugate addition of a thiol to an electrophile

in aqueous solutions proceeds through an ionic mechanism, consistent with the classical

Michael-addition mechanism.11 This is at odds with some computational models of these

reactions, which predicted mechanisms that do not include an enolate intermediate.12–15 In

2013, Smith et al.16 showed that several popular density functionals (e.g., PBE, B3LYP)

predict that there is no potential-energy minimum associated with the enolate intermediate,

although high-level ab initio calculations (i.e., CCSD(T)) predict that the enolate inter-

mediate is stable. The contradictory results were attributed to delocalization error in the

exchange-correlation functional of these DFT methods, which spuriously stabilizes the inter-

molecular charge-transfer complex over the enolate. This issue was attenuated with range-

separated functionals, where a greater component of exact exchange is used to calculate the

exchange-correlation energy for larger inter-electron separations.

In this paper, we revisit the mechanism of covalent modification to further explore the
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reasons for the failure of several popular density functionals for the Michael-addition step.

New and established density functionals are explored, along with low-cost computational

methods, to identify which are suitable for modeling covalent modification of thiols by elec-

trophiles.

METHODOLOGY

Potential Energy Surfaces and Reaction Energies

In the first section of this paper, we examine the potential energy surface along an adiabatic

(energy-minimized) reaction pathway for different levels of theory. Those calculations are

carried out “in vacuo” (no solvation environment). The semi-empirical, DFT, and MP2

potential energy surfaces were calculated using Gaussian 16 A03.17 Except where noted,

all calculations were performed using the aug-cc-pVTZ basis set.18,19 The popular PBE,20

PBE0,21 and B3LYP22,23 density functionals with Grimme’s D3BJ dispersion correction,24

as well as ωB97X-D,25 and M06-2X26, and the semi-empirical quantum-mechanical (SQM)

methods AM1,27 PM3,28 and PM7 (MOPAC implementation),29 were considered. The ref-

erence CCSD(T) energies were calculated at the MP2-optimized geometries within the reso-

lution of identity approximation using TURBOMOLE 7.0.30 DFTB calculations with SCC-

DFTB31,32 and DFTB333,34 were also carried out at the MP2-optimized geometries using

DFTB+ (version 18.1).35

In construction of the adiabatic, relaxed potential energy surfaces for the thiolate–Michael

acceptor reactions, energies are reported relative to the separate, energy-minimized methylth-

iolate and Michael-acceptor fragments. The net reaction energies are calculated relative to

the neutral thiol and Michael-acceptor reactants. For the surfaces involving acrylamides,

the dihedral angles of the N-methyl groups were constrained to prevent the acrylamide from

undergoing a conformation change as the Cβ−S distance was varied.

The LC-B05minV calculations were performed at the MP2-optimized geometries for the

case of thiolate addition to methyl vinyl ketone (MVK) and followed the same procedure

described by Becke et al.36 With this method, a series of single-point energy calculations were
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performed with the aug-cc-pVTZ basis set and the LC-BLYP functional,37 as implemented in

Gaussian 09.38 The value of the range-separation parameter, ω, was systematically varied in

increments of 0.01. The B05 energies39,40 were then evaluated for each ω from the LC-BLYP

wavefunction using the POSTG program.41–43 Following our previous work,36 12 occupied

orbitals were treated as “core” and the remainder treated as “valence.” The B05 energy

was minimized with respect to the value of ω for the core and valence electrons separately.

This is done as the core electrons remain localized and have an optimum range-separation

parameter of ω = 0.19, as is typically used for computations involving neutral, main-group

compounds at equilibrium geometries.40 However, the valence electrons are involved in the

non-local charge transfer between the methylthiolate and MVK to yield the enolate, where

an extremely high range separation of ω = 1.33 is found to minimize the B05 energy.

Potential of Mean Force

The potential energy surfaces described above correspond to “in vacuo” calculations along

an adiabatic (energy-minimized) reaction pathway and do not account for the influence

of solvation or thermal fluctuations (entropy). In the final section of this manuscript, we

perform a proof-of-concept calculation of the potential of mean force (PMF) for the reaction

of MVK and methylthiolate in aqueous solution, with explicit water molecules, using a

Drude polarizable model. The parameters for MVK were generated using the GAAMP

server (see Supplementary Information),44 while the parameters of Lin et al. were used

for the polarizable MM model for methylthiolate.45 These parameters have been previously

found to provide a solvation structure of methylthiolate that is in excellent agreement with

QM/MMMD simulations.46 The PMF was calculated for the interval of rCβ−S = 4.0−8.0 Åby

employing a harmonic restraint on the distance between the Cβ of MVK and the S atom

of methylthiolate. A spring constant of 2.5 kcal/mol Å−2 was used and the windows were

separated by 1 Å, spanning rCβ−S,0 = 3 Å to rCβ−S,0 = 8 Å.

QM/pol-MM MD was used to calculate the PMF in r = 1.7 − 4.0 Å interval where the

Cβ−S bond is formed. The molecular dynamics simulations were performed using NAMD

2.1347 interfaced with ORCA 4.0.1.2.48–50 The quantum-mechanical (QM) region was repre-

sented using the ωB97X-D functional and the def2-TZVP basis set. The resolution of the

7



Figure 2: Reaction mechanism for the addition of methylthiolate to MVK via an enolate

intermediate.
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identify approximation was used to calculate the Coulomb integrals and chain-of-sphere in-

tegration was used for the exchange-integrals (i.e., the ORCA RICOSX keyword), which has

been shown to be an efficient and reliable approximation in QM/MM MD simulations.51–53

The standard auxiliary basis set for the def2-TZVP basis set was used. The spring con-

stant was set to 100 kcal/mol Å−2 and the windows were separated by 0.1 Å, spanning

rCβ−S,0 = 1.7 Å to rCβ−S,0 = 4.5 Å. A 5 ps equilibration simulation was performed for each

window, prior to a 15 ps simulation that was used to construct the PMF via the Weighted

Histogram Analysis Method (WHAM).54,55

As the restraint applied to the coordinates was in terms of an interatomic distance, it

was transformed to be in terms of the radial coordinate in a spherical coordinate system

using the relation56

wr(r) = w(r) + 2RT ln(r) + constant. (1)

RESULTS AND DISCUSSION

Potential Energy Surfaces for Methyl Vinyl Ketone

The addition of methylthiol to methyl vinyl ketone (MVK) serves as a convenient test sys-

tem to evaluate electronic structure methods for modeling thio-Michael additions. In this

mechanism, the thiol is deprotonated to form a thiolate, which then attacks the Cβ of the

Michael acceptor to form an enolate intermediate (Figure 2). The adiabatic relaxed poten-

tial energy surfaces along the rCβ−S coordinate (Figure 3), corresponding to the formation of

the enolate, are presented in Figure 4 for various DFT methods. The optimum Cβ−S bond

lengths and relative energies of the enolate intermediates are collected in Table 1.
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Figure 3: The Cβ−S distance used as the reaction coordinate in the calculated potential

energy surfaces (left). Some QM methods predict a stable enolate intermediate with the

Cβ−S bond length within a normal interval (center), while others predict a minimum energy

structure with a longer Cβ−S distance that corresponds to a non-bonded change-transfer

complex.
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There is no potential energy minimum corresponding to an enolate intermediate (i.e.,

rCβ−S < 2.0 Å on the potential energy surfaces calculated using the B3LYP-D3BJ and PBE-

D3BJ functionals. Instead, the minimum-energy structures calculated using these methods

correspond to charge-transfer complexes, where no Cβ−S bond is formed. This is contrary

to the CCSD(T)//MP2 PES, which predicts a potential-energy minimum for the enolate at

rCβ−S ≈ 1.95 Å. PBE0-D3BJ gives a potential-energy minimum at a separation comparable

to the reference, but the shape of the curve is distorted, with a broader well. It should be

noted that addition of Grimme’s D3BJ dispersion correction24 to B3LYP, PBE, or PBE0

serves to shift the potential energy surfaces to lower energies, but does not significantly alter

the curve shapes or positions of the minima relative to the dispersion-free base functionals.

The potential energy surfaces calculated using ωB97X-D and M06-2X are in better agreement

with CCSD(T). Each has a minimum near rCβ−S ≈ 1.95 Å and similar curve shapes for the

PES.

Figure 4 also displays the Hirshfeld charges57 on the thiolate group along the reaction

coordinate. At small Cβ−S distances, the thiolate group has only a modest negative charge

(ca. −0.2), which becomes more negative monotonically as the bond is stretched. At large

Cβ−S distances, the thiolate bears close to a full negative charge, but there is considerable

spread depending on the level of theory. Notably, ωB97X-D and M06-2X, which have the

highest degrees of exact-exchange mixing, give charges close to the MP2 reference. The
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Figure 4: Potential energy surfaces for the addition of methylthiolate to MVK with selected

density functionals (top). Also shown are computed Hirshfeld charges on the methylthiolate

group as a function of Cβ−S interatomic separation (bottom). All calculations used the

aug-cc-pVTZ basis set.
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B3LYP and PBE0-D3BJ hybrid functionals, which have reduced exact-exchange mixing,

show less negative charges on the thiolate by ca. 0.05 e−. This is followed by PBE, which

gives a charge that is ca. 0.1 e− less negative than the MP2 reference. This tendency

of functionals with reduced exact-exchange mixing to give more fractional charges for the

intermolecular complex is characteristic of density-driven delocalization error.58–60 The effect

of delocalization error on the computed potential energy surface will be discussed in detail

in the next section.

Resolving Delocalization Error and Non-Bonded Repulsion Issues

The failures of PBE and B3LYP to predict a stable enolate intermediate was previously at-

tributed to delocalization error in the exchange-correlation functional.16 Delocalization error

is a result of the assumption of a localized exchange hole in the construction of the exchange

functional.61 It can also be interpreted as resulting from a spurious contribution to the

exchange energy from self-interaction of electrons.62 Delocalization error results in oversta-

bilization of delocalized or fractional charge distributions59,60,63 and can be reduced through

inclusion of exact exchange, as in hybrid and range-separated hybrid functionals.64–66 The

classic example is a stretched H+
2 molecule, where the dissociation limit is predicted to be

far too low in energy with generalized-gradient-approximation (GGA) functionals (such as

BLYP and PBE) as the delocalized charge is massively over-stabilized.59,61,63 This is an

“energy-driven” error, but delocalization error can also affect electron density distributions,

leading to an excessive spreading of charge over two or more molecular fragments in a sys-

tem;59,67,68 the most notable examples of this are for charge-transfer complexes65 solvated

electrons,60 diffuse anions,63,69,70 and organic salts.71 In some cases, these “density-driven”

delocalization errors can also result in erroneous geometries of intermolecular complexes

and solids, as has been demonstrated for organic acid-base co-crystals72 and for the present

enolate intermediate resulting from Michael addition of thiolate to MVK.16

In the case of thio-enolates, delocalization error favors spurious transfer of electron density

from the thiolate to the antibonding pi-orbitals of the Michael acceptors.16 This occurs when

the reactants have not yet formed a bond (i.e., rCβ−S > 2 Å), so the intermolecular charge-

transfer complexes are the most stable structures along the potential energy surface when
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GGA functionals are used. Conversely, functionals such as PBE0, M06-2X, and ωB97X-

D, which reduce delocalization error via inclusion of exact-exchange mixing, predict a stable

enolate intermediate. When a large component of exact exchange is included, electron density

distributions where there is intermolecular charge transfer over large distances are predicted

to be less stable.

However, delocalization error is not the only factor at play in controlling the shape of the

potential energy surface for thiolate addition to MVK. This is clear from comparison of the

B3LYP and PBE0-D3BJ results in Figure 4; both functionals include similar exact-exchange

mixing (20 vs. 25%), but yield qualitatively different curves. As we are concerned with

an addition reaction, the large-gradient behaviour of the exchange functional is also key in

determining the shape of the potential.

It has long been established that the large-gradient behaviour of the exchange functional

controls the description of non-bonded repulsion.73,74 This occurs because atomic densities

are piece-wise exponential; thus, the reduced density gradient is large far from isolated atoms

or molecules. When these fragments are brought together to form a complex, the gradient

is low in the intermolecular region (and identically zero at any intermolecular bond critical

points). The energy difference to form the complex is therefore determined by the difference

between the energy contributions from the large-gradient and low-gradient regions. As all

GGAs approach the same (uniform-electron-gas) low-gradient limit, the interaction energies

are consequently controlled by the large-gradient behaviour of the functional.

The exchange energy density for a general GGA functional is given by

EGGA
X = −cX

∫
ρ4/3F (χ)dr, (2)

where ρ is the electron density, χ = |∇ρ|/ρ4/3 is the reduced density gradient, and cX is a

constant. It has been observed75–77 that, for non-bonded interactions, the optimum large-

gradient behaviour for the GGA enhancement factor F (χ) is

lim
χ→∞

F (χ) ∼ χ2/5, (3)

which is obtained by the PW8678 and B86b79 GGA exchange functionals. B88 exchange,22

used in BLYP, has a higher large-gradient limit, which results in too much non-bonded
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repulsion. Conversely, PBE exchange20 underestimates the large-gradient limit of the en-

hancement factor, which results in a spurious non-bonded attraction. It is notable that the

Minnesota functionals, including M06-2X, underestimate this large-gradient limit, such that

there is a non-bonded attraction that mimics dispersion binding near the minimum-energy

separations of van-der-Waals complexes.80 However, this attraction dies off quickly with in-

termolecular separation, due to the piece-wise exponential nature of the atomic densities,

rather than following the known 1/R6 behaviour of the dispersion energy.

To demonstrate the competing effects of delocalization error and treatment of non-bonded

repulsion, we consider three GGA functionals with varying large-gradient limits of the en-

hancement factor: PBE, PW86PBE, and BLYP. As can be seen from the results in Figure 5,

all three GGAs give identical charges on the thiolate moiety for the entire range of the

PES. This is consistent with delocalization error having the same effect on the degree of

charge transfer from the thiolate to MVK. Nevertheless, there are significant differences in

the resulting potential energy surfaces from the three GGAs, particularly at short Cβ–S dis-

tances, demonstrating the impact of the exchange enhancement factor. Indeed, the effect of

enhancement factor is exaggerated here, relative to neutral intermolecular complexes. This

occurs because the electron density in anions is much more diffuse than in neutral molecules,

so there will be a larger change in reduced gradient between the isolated monomers and

the complex. With BLYP, both the delocalization and enhancement-factor errors accen-

tuate the intermolecular repulsion, destabilizing the enolate relative to the charge-transfer

complex. However, with PBE, the delocalization error will again overstabilize the complex,

but the incorrect limit of the enhancement factor will cause spurious attraction, stabilizing

the enolate. These errors offset, leading to the improved performance of PBE-D3BJ, and

particularly of the PBE0-D3BJ hybrid, where delocalization error is already reduced. Thus,

the performance of any given density functional is determined by the interplay between these

competing errors.

To examine more systematically the dependence of the potential-energy curves and charge

transfer on the extent of exact-exchange mixing, we consider a family of hybrid functionals

based on the PW86PBE GGA.20,78 This GGA was chosen because it has the large-gradient

limit of Eqn. 3, optimum for non-bonded interactions. From Figure 5, increasing exact-
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Figure 5: Potential energy surfaces for the addition of methylthiolate to MVK with selected

density functionals (top). Also shown are computed Hirshfeld charges on the methylthiolate

group as a function of Cβ−S interatomic separation (bottom). All calculations used the

aug-cc-pVTZ basis set and the MP2-optimized geometries.
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Figure 6: Potential energy surfaces of the addition of methylthiolate to MVK for methods

that predict a stable enolate intermediate. The energies are referenced to the potential

energy minimum.
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exchange mixing again serves to give more localized charge on the thiolate moiety at large

r(Cβ − S) distances, in improved agreement with the MP2 reference charges. This system-

atically reduces the excess stabilization of the charge-transfer complex. Thus, the potential-

energy well corresponding to the enolate intermediate is found to deepen with increased

exact-exchange mixing. The 25% exact-exchange hybrid gives a minimum that is too shal-

low, while the 50% hyrbid gives a minimum that is too deep, but an intermediate mixing

fraction could be used to give improved agreement with the CCSD(T) reference, as shown in

Figure 6. This highlights the issue with using hybrid functionals to reduce delocalization er-

ror: the optimum exact-exchange mixing fraction, or range-separation parameter, is system

dependent and its choice is thus highly empirical.

A strategy to address delocalization error in a more rigorous fashion is provided by the

new class of exact-exchange-based density functionals, such as B05.39,40 As B05 uses full exact

exchange, it is free of delocalization error by definition and has been shown to be highly suc-

cessful for barrier heights of radical reactions81 and for charge transfer.36 A self-consistent im-

plementation of this functional is extremely complex,82–85 so a variational approach, termed

LC-B05minV,36 has been employed as a proof of concept to illustrate that B05 can reduce

or eliminate delocalization error for challenging systems. Herein, LC-B05minV was used to

calculate the potential energy surface at the MP2-optimized geometries. As shown in Fig-
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ure 6, LC-B05minV gives improved performance for the PES, predicting the existence of the

enolate minimum at r(Cβ − S) ≈ 1.95 Å. LC-B05minV also gives charges that are in better

agreement with the MP2 results, with a thiolate charge of ca. −0.8e− at the highest Cβ−S

distances considered. The drawback of this approach is that the computational complexity

of the variational determination of the energy is considerably higher than for conventional

DFT methods, where the energy can be calculated through a self-consistent procedure.

Potential Energy Surfaces for Other Electrophiles

Although MVK serves as a small, convenient system to evaluate methods for describing

Michael-acceptor reactions, the Michael acceptors used in covalent-modifier drugs typi-

cally have different functional groups.86 Specifically, acrylamide is a widely-used warhead.4

Taunton and coworkers have also developed cyanoacrylamide warheads, which were shown

to provide a prolonged residence time for an inhibitor of BTK.3 To determine if the methods

evaluated here perform the same way for reactions of these electrophiles as they do for MVK,

we have calculated the reaction energies and potential energy surfaces for the addition of

methylthiol to these two electrophiles. The chemical structures and model reactions for these

compounds are presented in Figure 7.

Figure 7: Molecular structures of electrophilic functional groups used in pharmaceutical

covalent modifiers and the structures involved in their addition to a model thiol (methylthiol).
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The potential energy surfaces for the addition of methylthiolate to acrylamide and cyano-

acrylamide are presented in Figure 8 and the data for the minima summarized in Table 1. The

trends for acrylamide are generally similar to those for MVK, with PBE-D3BJ and B3LYP
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Figure 8: Potential energy surfaces for the addition of methylthiolate to acrylamide (top)

and cyanoacrylamide (bottom).
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failing to predict a stable enolate intermediate, while M06-2X, PBE0-D3BJ, ωB97X-D, and

CCSD(T) do predict a stable enolate intermediate for the addition reaction. ωB97X-D is less

accurate for this electrophile because it underestimates the stability of the enolate interme-

diate by roughly 2 kcal/mol. PBE0-D3BJ and M06-2X are in very good agreement with the

CCSD(T) potential energy surface for this reaction. The acrylamide enolate intermediate

is considerably less stable than that of the MVK enolate intermediate, with a CCSD(T)

potential energy minimum of roughly −10 kcal/mol, versus −17 kcal/mol for MVK.

The addition of methylthiolate to cyanoacrylamide has an exceptionally stable enolate

intermediate (CCSD(T):≈ -35 kcal/mol). This results from delocalization of the Cα-centered

anion to two electron-withdrawing functional groups (i.e., acrylamide and cyano). This

intermediate is so stable that even B3LYP and PBE predict enolate minima for this reaction.

Here, the PBE0, M06-2X, and ωB97X-D potential energy surfaces are all in reasonable

agreement with the CCSD(T) data.

Table 1: Minimum-energy Cβ−S bond lengths (Å) and energies for formation of the enolate

from the reaction of methylthiolate with MVK, acrylamide, and cyanoacylamide (kcal/mol).

CCSD(T) energies were calculated at the MP2-optimized structures.

Method
MVK acrylamide cyanoacrylamide

rCβ−S ∆Eenolate rCβ−S ∆Eenolate rCβ−S ∆Eenolate

B3LYP-D3BJ 2.57 -19.0 1.99 -10.2 1.90 -32.3

PBE-D3BJ 2.09 -25.6 2.03 -16.1 1.91 -42.6

PBE0-D3BJ 1.95 -23.1 1.92 -14.9 1.87 -38.0

ωB97X-D 1.94 -16.8 1.87 -9.4 1.87 -32.6

M06-2X 1.93 -19.0 1.87 -9.3 1.87 -38.3

CCSD(T) 1.94 -17.7 1.87 -12.2 1.86 -35.2

Low-Cost Computational Methods

QM/MM MD simulations of reactions involving biomacromolecules often employ approx-

imate QM models with a lower computational cost than conventional DFT or ab initio
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Figure 9: Potential energy surfaces for the addition of methylthiolate to MVK (top),

acrylamide (middle), and cyanoacrylamide (bottom), using computationally-efficient semi-

empirical and DFTB methods.
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methods. We compare the potential energy surfaces from five of these methods (AM1, PM3,

PM7, SCC-DFTB, and DFTB3) to the CCSD(T) potential energy surface for the addition

of methylthiolate to MVK, acrylamide, and cyanoacrylamide in Figure 9.

The semi-empirical quantum-mechanical (SQM) methods, AM1, PM3, and PM7, predict

qualitatively correct potential energy surfaces for all three reactions. In each case, there is a

stable enolate intermediate, with the minimum-energy Cβ–S bond length in an appropriate

range (1.7–1.9 Å). The quantitative agreement is poorer; none of these methods are in

quantitative agreement with the CCSD(T) data for all three electrophiles.

The tight-binding DFT methods (SCC-DFTB and DFTB3) perform comparably poorly.

Both of these methods predict broad minima corresponding to a non-covalently interacting

complex, similar to those predicted by the PBE-D3BJ and B3LYP-D3BJ methods. The

SCC-DFTB surfaces are systematically more negative than those of the DFTB3 surfaces,

although neither method consistently agrees with the CCSD(T) surfaces. These methods

appear to be generally incapable of describing the potential energy surfaces for thio-Michael

addition through an ionic mechanism.

For the purposes of modeling covalent modification reactions with QM/MM simulations,

the SQM methods may provide potential energy surfaces with generally correct features (i.e.,

a stable enolate intermediate) at a much lower computational cost. Simulations using these

methods could provide an a qualitatively correct reaction profile that could then be refined

using quantitatively-accurate DFT calculations. The inconsistency in predicting the stability

of the enolate when the functional groups are varied suggests that these methods should only

be used to compare the reaction kinetics of two different warheads if benchmark calculations

show that the SQM method describes potential energy surfaces for both warheads correctly.

Reaction Energies

Depending on the electrophile, thio-Michael addition reactions can be reversible.10,87,88 This

has been utilized in the development of covalent modifiers that bind reversibly, despite

the formation of a covalent linkage. Accurate computational prediction of the reversibility

of a thio-Michael addition would aid continued development of these inhibitors. The net

reaction energy for the addition of the thiol to the electrophile, corresponding to the energy
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difference between the products and reactants shown in Figure 1, provides a metric to assess

the ability of these computational methods to predict this activity. The reaction energies for

the addition of methylthiol to the three electrophiles with both the low-cost and high-cost

computational methods are collected in Table 2.

Table 2: Reaction energies for the reaction of methylthiol with MVK, acrylamide, and

cyanoacylamide. All energies are in kcal/mol.

Method MVK acrylamide cyanoacrylamide

AM1 -25.9 -26.2 -16.8

PM3 -21.8 -22.5 -13.4

PM7 -20.6 -18.8 -16.7

SCC-DFTB -34.1 -35.4 -29.1

DFTB3 -22.2 -23.8 -32.4

B3LYP-D3BJ -20.2 -22.2 -13.7

PBE-D3BJ -23.3 -24.8 -21.5

PBE0-D3BJ -26.1 -27.7 -19.0

ωB97X-D -23.1 -24.9 -16.5

M06-2X -23.7 -25.4 -20.4

CCSD(T) -23.1 -25.0 -20.0

The CCSD(T) data indicates that there are modest variations in the reaction energies,

with the cyanoacrylamide addition being the most reversible and the acrylamide addition

being the least. The reaction energies calculated using B3LYP-D3BJ are systematically too

low, by 3–6 kcal/mol, as expected from the long-known tendency of B3LYP to underesti-

mate the strengths of chemical bonds not involving hydrogen,89–91 with can be ameliorated

by changing the correlation functional. Conversely, the reaction energies obtained from

PBE0-D3BJ are too negative by ca. 3 kcal/mol for the reactions with MVK and acrylamide.

The PBE-D3BJ and ωB97X-D functionals perform well, although the latter significantly

underestimates the stability of the thioether product for the cyanoacrylamide addition. The

differing quality of results for cyanoacrylamide is likely due to the more extended conjugation

in this system, compared to the other ketones. The M06-2X results are in good agreement
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with CCSD(T) for all three reactions. In comparison to the enolate stabilities, these reac-

tion energies are less substantially affected by delocalization error because they involve only

neutral species rather than anions.

The low-cost computational methods perform inconsistently for calculation of the net

reaction energy. The relative stability of the products is predicted inconsistently by the

SQM methods, which all have a tendency to understate the stability of the cyanoacrylamide

thioether product. SCC-DFTB significantly overestimates the net reaction energy in each

case, while DFTB3 performs well for MVK and acrylamide, but again significantly over-

estimates the stability of thioether product for cyanoacrylamide. Generally, none of these

methods are reliable for predicting the thermochemistry of these thiol-addition reactions.

Numerical Issues for DFT Molecular Dynamics

QM/MM molecular dynamics simulations rely on equations of motion to generate configu-

rations of the targeted thermodynamic ensemble. As a result, the gradients calculated using

DFT methods must be accurate in order to generate the next state in the ensemble correctly.

The standard implementation of DFT using a Gaussian basis set requires numerically in-

tegrating the exchange-correlation term on a grid and its required fineness depends on the

particular form of the exchange-correlation functional. For example, meta-GGA functionals

have been shown to require finer grids than for GGA functionals, because certain terms that

depend on the kinetic-energy density are ill-behaved in intermolecular regions.80,92–94

To identify if this could be an issue for the DFT functionals explored in this study, we

performed 1 ps of velocity Verlet molecular dynamics with QM models for the acrylamide

warhead using NAMD-ORCA. A simulation with accurate gradients will conserve the total

energy (i.e., sample the microcanononical ensemble), but the total energy of a simulation

where the gradients have significant numerical error will change over time. The total energy

over the course of simulations using the PBE0, ωB97X-D3BJ, and M06-2X functionals are

plotted in Figure 10 (top). The simulations using the PBE0-D3BJ and ωB97X-D functionals

show no significant deviation in total energy over the course of the simulation, indicating

that the gradients are computed accurately using the standard grid. The simulation using

the M06-2X functional with the default grid shows large deviations in the total energy.
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Figure 10: (Top) Plots of the total energy from a velocity Verlet molecular dynamics simula-

tion of acrylamide. The total energy of the simulations using PBE0-D3BJ and ωB97X-D3BJ

overlap on the x-axis, indicating that the total energy is tightly conserved. The simulation

using the M06-2X functional with the standard grid (FinalGrid4, blue) shows very poor

energy conservation. The energy conservation is improved when a finer grid is used (Final-

Grid6, green); however, there a still a small but systematic drift in the total energy over the

course of the 1 ps simulation that is not present for simulations using the PBE0-D3BJ or

ωB97X-D3BJ functionals. The def2-SVP basis set was used in these simulations. (Bottom)

The number of MD steps calculated per hour using 4 processors on a 3.20 GHz Intel(R)

Xeon(R) CPU E5-2667 v4 using NAMD interfaced to ORCA 4.0.1.2.
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This suggests a significant inconsistency in the calculated gradients, which could result in a

non-representative ensemble of states if this method were used in QM/MM MD. This issue

is partially attenuated when a finer DFT grid is used (i.e., ORCA keyword FinalGrid6),

although the computational cost of calculations using this finer grid is approximately 20%

higher (Figure 10, bottom).

Calculation of Thiol Gas Phase Acidity

Thio-Michael additions begin with the deprotonation of the thiol to form a nucleophilic,

anionic thiolate, so the propensity of a cysteine thiol to be deprotonated is an important

quantity in modeling its modification.11,95,96 The ability of computational methods to predict

the absolute deprotonation energy can be tested by comparing to the experimental estimate

of the gas phase acidity of methylthiol. The enthalpies of acid dissociation (∆acidH) cal-

culated using the various high- and low-cost methods are collected in Table 3. The DFT

and CCSD(T) results are in good agreement with the experimental value of 357.5 kcal/mol.

However, the semi-empirical methods are less reliable, with errors greater than 20 kcal/mol

for all three variants.

The proton affinity of methylthiol calculated using SCC-DFTB is 6 kcal/mol lower than

the experimental value. This is opposite to the typical trend for SCC-DFTB predictions of or-

ganic acids; for example, the proton affinity of acetic acid is overestimated by 11 kcal/mol.97

This suggests that this method will underestimate the energetic cost for a cysteine residue

to transfer a proton to glutamate or aspartate by roughly 17 kcal/mol. This is a signifi-

cant issue in modeling covalent-modifier chemistry because glutamate and asparate residues

have been previously proposed to abstract a proton from the cysteine undergoing modifica-

tion.98,99 This is counter to trend predicted by experimental pKa’s, which predict that the

transfer of a proton from an alkylthiol to a carboxylate will be significantly non-spontaneous.

DFTB3 provides accurate gas-phase proton affinities for both methylthiol and acetic acid,

so QM/MM MD simulations using this method should provide more accurate models for

reactions involving cysteine proton transfers than those using SCC-DFTB.
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Table 3: Computed gas-phase proton affinities of methylthiol, in kcal/mol. Calculations were

performed using the aug-cc-pVTZ basis set. An enthalpy correction using MP2 harmonic

frequency analysis was included. The rightmost column shows the difference between the

calculated and experimental100 values.

Method ∆acidH ∆Hcalc −∆Hexptl

AM1 337.3 -20.2

PM3 379.6 22.1

PM7 285.4 -72.1

SCC-DFTB 351.0 -6.5

DFTB3 357.9 0.4

PBE-D3BJ 355.1 -2.4

B3LYP-D3BJ 356.5 -1.0

PBE0-D3BJ 357.4 -0.1

ωB97X-D 358.6 1.1

M06-2X 355.0 -2.5

CCSD(T)//MP2 357.4 -0.1

Exptl.100 357.5

Potential of Mean Force for the Reaction

The potential energy surfaces presented in the previous sections of this paper are adiabatic

surfaces that do not account for the effects of solvation and thermal fluctuations on the

reaction. Modeling the kinetics of covalent modification using transition-state theory will

require the calculation of the PMF in condensed phases (e.g., solution or the protein binding

site). As a proof of concept, we have used QM/pol-MM MD umbrella sampling simulations

to calculate the PMF for the reaction of methylthiolate with MVK in an explicit aqueous

solution. The interval where the Cβ–S bond is forming was treated using a QM/pol-MM

model (r = 1.7− 4 Å) while the interval where the two solutes are associating (r = 4− 8 Å)

was treated using a polarizable MM model. The PMF calculated from these combined

surfaces is presented in Figure 11. The ωB97X-D functional was used to describe the QM
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Figure 11: The PMF for the reaction of MVK and methylthiolate in an aqueous solution.

The PMF in the r = [4.0, 8.0] Å interval was calculated from a molecular dynamics sim-

ulation using the Drude polarizable force field (red curve). The PMF in the r = [1.7, 4.0]

Å interval was calculated using QM/MM MD (blue curve, QM: ωB97X-D3BJ//def2-TZVP,

MM: Drude).
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region, which is in generally good agreement with the CCSD(T) potential energy surface for

this step of the reaction.

There are no significant barriers to the association of the two reactants in solution (i.e.,

r > 4 Å). This consistent with thiolates having disordered hydration spheres,46 so that

MVK can enter into a contact pair with the methylthiolate without incurring the enthalpic

cost that occurs for ions with tightly-associated water molecules.101,102 However, there is a

significant barrier in the r = 2.0− 3.5 Å interval, with a maximum height of 12.5 kcal/mol

near r = 2.5 Å. A representative configuration at this point is presented in Figure 12. While

there is no barrier at this point on the gas-phase potential energy surface (Figure 4), the

hydration number of the S atom drops from 5 water molecules to 4 water molecules in this

section of the reaction coordinate, which indicates that the barrier on the aqueous-phase

PMF results from the loss of stabilizing anion–water interactions.
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Figure 12: A representative configuration from QM/MM simulation of the transition state

for the addition of methylthiolate to methyl vinyl ketone. The thiolate has a lower hydration

number at the transition state than as a free ion in solution, resulting in a barrier on the

PMF.

CONCLUSIONS

Electronic-structure methods were evaluated for their ability to describe the potential energy

surfaces and thermodynamics of the reaction between a model thiolate and the Michael ac-

ceptor MVK. In contrast to CCSD(T) calculations, several functionals, including the popular

B3LYP and PBE fuctionals, failed to predict a potential-energy minimum for the enolate in-

termediate. This is caused by delocalization error, which results in the spurious stabilization

of a charge-transfer complex instead of the enolate intermediate.

Various strategies to address these issues within DFT were explored. The M06-2X func-

tional performs reasonably well due to the large component of exact exchange applied glob-

ally. The PBE0-D3BJ functional gives improved performance compared to B3LYP-D3BJ,

despite a similar exact-exchange mixing. This results from a fortuitous cancellation of error,

as the PBE exchange functional underestimates non-bonded repulsion due to an incorrect

large-gradient limit of the exchange enhancement factor. The ωB97X-D functional also per-

forms well because its exchange-correlation functional is range-separated, so points with

larger interelectronic distances are treated with a large component of exact exchange; such

functionals were designed to give an improved treatment of charge transfer compared to
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global hybrids. The variational LC-B05minV functional was also shown to resolve the issues

stemming from delocalization error through optimization of the electron density with respect

to long-range exact-exchange mixing. As the interplay of these effects has a dramatic effect

on the predictions for the thiolate/MVK PES, this system serves as a challenging test of

DFT methods. Notably, it highlights the necessity of an accurate treatment of both electron

delocalization and non-bonded repulsion in functional construction.

The benchmark was extended to include the acrylamide and cyanoacrylamide warheads,

which are more relevant to pharmaceutical chemistry. As in the case of MVK, the PBE-D3BJ

and B3LYP-D3BJ functionals were generally unreliable for describing the potential energy

surface of the enolate, while PBE0-D3BJ, M06-2X, and ωB97X-D performed relatively well.

The ability of these methods to predict the net reaction energy for addition of the thiol to the

Michael acceptor to form a thioether was also evaluated. The reaction energies predicted

by the B3LYP-D3BJ functional were systematically low, while those for the PBE0-D3BJ

functional were incrementally too high. The other DFT methods generally performed well.

Low-cost computational methods were evaluated for use in QM/MM MD simulations.

The AM1, PM3, and PM7 semi-empirical methods provided qualitatively correct potential

energy surfaces. This suggests they may have utility for modeling the general features of

covalent-modification reactions at a much reduced computational cost, in comparison to more

rigorous DFT methods. The most significant drawback of these low-cost methods is that

the errors in the potential energy surfaces were not systemic between MVK, acrylamide, and

cyanoacylamide. This suggests that these methods are not suitable for modeling the relative

substituent effects of electrophilic warheads. SCC-DFTB and DFTB3 did not predict a

stable enolate intermediate and SCC-DFTB was significantly in error for the proton affinity

of methylthiol. These methods are not recommended for quantitative models of thio-Michael

additions.

For practical simulations, the PBE0, ωB97X-D, and M06-2X functionals all perform

reasonably well. These functionals also perform well for the calculation of electric moments

and polarizabilities, so they are also well-suited for modeling electrostatic effects in thiolate

reactions.103 The M06-2X functional has the drawback that the calculation of gradients is

inaccurate, unless a very fine integration grid is used to evaluate the exchange-correlation
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terms. The PBE0-D3BJ and ωB97X-D functionals are most appropriate for modeling these

reactions, although innovations in DFT functionals that address delocalization error may

provide improved solutions. The ability to predict a stable enolate for a thiolate–Michael-

acceptor system is a valuable test for issues related to delocalization error in new DFT

functionals and is an essential test for any method used to model the covalent modification

of cysteine residues.
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