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AbSTRACT: We give a pedagogical review of how concepts from quantum information theory build up the gravitational side of the AdS/CFT correspondence. The review is self-contained in that it only presupposes knowledge of quantum mechanics and general relativity; other tools - including holographic duality itself-are introduced in the text. We have aimed to give researchers interested in entering this field a working knowledge sufficient for initiating original projects.

The review begins with the laws of black hole thermodynamics, which form the basis of this subject, then introduces the Ryu-Takayanagi proposal, the JLMS relation, and subregion duality. We discuss tensor networks as a visualization tool and analyze various network architectures in detail. Next, several modern concepts and techniques are discussed: Rényi entropies and the replica trick, differential entropy and kinematic space, modular Berry phases, modular minimal entropy, entanglement wedge cross-sections, bit threads, and others. We discuss the extent to which bulk geometries are fixed by boundary entanglement entropies, and analyze the relations such as the monogamy of mutual information, which boundary entanglement entropies must obey if a state has a semiclassical bulk dual. We close with a discussion of black holes, including holographic complexity, firewalls and the black hole information paradox, islands, and replica wormholes.
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## 1 Preliminaries

The modern age has shown a remarkable momentum for deconstruction. We deconstruct social mores and works of literature, take a longue durèe view of history and ask why questions about biological organisms. But nowhere is the trend more evident than in physics, where breaking successive levels of putative indivisibility of matter (from the atom to nucleons to quarks) has been complemented with an understanding of forces and heat as manifestations of particle exchanges and collisions. It is perhaps unsurprising, therefore, that the very stage on which physics plays out - space and time - has also become subject to deconstruction.

Yet the ingredients from which space and time seem to emerge certainly merit surprise. They are concepts in quantum information theory, most notably quantum entanglement and entropy. The information-theoretic toolkit initially made its way to gravitation because of a remarkable parallel between the laws of thermodynamics and the behavior of black holes [1], which identified the entropy of a black hole with its horizon area [2-5]. This is a powerful hint about the fundamental nature of gravity because thermodynamics is a forerunner of microscopic-level statistical mechanics and because black holes are, loosely speaking, bound states of gravity, which is the dynamics of space and time. Half a century after the formulation of black hole thermodynamics, we are still deciphering the hint.

Remarkable advances have been achieved, primarily in the last fifteen years. A key catalyst of progress was the formulation of the AdS/CFT correspondence [6-8]-a holographic duality between a theory of gravity and a non-gravitational theory in one less macroscopic dimension-which in principle translates any gravitational question to the language of a well-defined and well-understood quantum field theory. On a technical level, holographic duality revealed a concrete set of microscopic degrees of freedom - those of the dual conformal field theory-whose statistical mechanics could in a thermodynamic limit produce gravity. Conceptually, it delivered several key insights:

- Identifying areas with entropies, as in black hole thermodynamics, is natural in holographic duality: ordinary, field-theoretic entanglement entropy in the CFT manifests itself as area on the AdS side of the duality [9-11]; see Section 2.2.
- The identification is not endemic to black holes, but applies in empty space and in horizonless geometries sourced by generic matter configurations.
- Therefore, an AdS geometry is a map of entanglement of the CFT quantum state [12-14]. This view is sometimes dubbed geometrization of entanglement; see also Section 3 for a parallel with tensor networks pioneered in condensed matter physics.

These insights and their consequences - the subject of the present review-have now become an integral part of the AdS/CFT correspondence. A central question for the future is the extent to which they carry over to gravitational systems with non-AdS boundary conditions.

We assume familiarity with quantum mechanics and general relativity. Readers versed in the AdS/CFT correspondence will have an easier time reading the text, though we have made an effort to make it accessible to those unfamiliar with holography. The review necessarily skims the surface of what has now become an enormous subject. We hope to pique the reader's interest enough so she will delve further. Other reviews with closely related scope include [15-18]. Throughout the text we set the speed of light $c \equiv 1$.

### 1.1 Black hole thermodynamics

Classically, black holes eat up everything that comes in contact with them and grow forever. This seems to suggest that the mass of a black hole should be a non-decreasing function of time, but that assertion is incorrect. A series of works in the early 1970s [19-22] revealed that in the presence of other charges one can in fact extract energy from a black hole using only classical operations. It is instructive to inspect the simplest example, which occurs for a rotating (Kerr) black hole [21]. The following review is adapted from Section 1.5.3 of [23].

The black hole has (at least) two Killing (symmetry-generating) vector fields, which at infinity generate time translation and rotation about the black hole's axis of symmetry. We will call them $\psi_{t}$ and $\psi_{\theta}$, though we should remember that in any reasonable coordinate system they will not equal $\partial_{t}$ or $\partial_{\theta}$ except at infinity. In the interior of spacetime, the presence of the black hole affects their behavior drastically, such that $\psi_{t}$ is not even timelike inside the event horizon. Most pertinent for energy extraction, the rotation of the black hole renders $\psi_{t}$ spacelike even outside the event horizon, in a locus called ergoregion.

The fact that the black hole is rotating means that some linear combination $\chi=$ $\psi_{t}-\Omega \psi_{\theta}$ is future-pointing and light-like at the horizon; it generates translations along null rays that never leave the horizon. (When the black hole's angular momentum is in the direction of increasing $\theta$ at infinity, the coefficient of $\psi_{\theta}$ is negative so $\Omega>0$.) We will drop a particle with momentum

$$
\begin{equation*}
p_{\mathrm{tot}}=p_{1}+p_{2} \tag{1.1}
\end{equation*}
$$

which carries energy $p_{\text {tot }} \cdot \psi_{t}=E_{0}$ and angular momentum $p_{\text {tot }} \cdot \psi_{\theta}=\Delta J$. By an ingenuous mechanism, we will arrange for our particle to split into two just outside the black hole. One decay product with momentum $p_{1}$ will fall into the black hole and change its energy by $\Delta M=p_{1} \cdot \psi_{t}$ and angular momentum by $\Delta J=p_{1} \cdot \psi_{\theta}$ while the other one will carry out to infinity energy $p_{2} \cdot \psi_{t}=E_{0}-\Delta M$ and zero angular momentum $\left(p_{2} \cdot \psi_{\theta}=0\right)$. The outside world extracts energy $-\Delta M$ from the black hole, so we want $\Delta M$ to be negative.

Now $p_{1} \cdot \chi=\Delta M-\Omega \Delta J \geq 0$ or else particle 1 will be tachyonic. This imposes a limit on how negative $\Delta M$ can become, relative to the angular momentum dropped in the black hole:

$$
\begin{equation*}
-\Delta M \leq-\Omega \Delta J \tag{1.2}
\end{equation*}
$$

The most efficient process, in terms of energy extraction per deposited angular momentum, is when $\Delta M=\Omega \Delta J$. In this case, particle 1 is lightlike and travels along an orbit of
$\chi$ - that is, remains forever on the event horizon. Note that energy extraction relies on decreasing the angular momentum of the black hole ( $\Delta J \leq 0$ ) and can only continue until the black hole ceases to rotate: $\Omega=0$ implies $-\Delta M \leq 0$.

A similar analysis for charged and rotating (Kerr-Newman) black holes reveals the following condition for optimal energy extraction per charge and angular momentum deposited:

$$
\begin{equation*}
\Delta M=\Omega \Delta J+\Phi \Delta Q \tag{1.3}
\end{equation*}
$$

Here $\Phi$ is the potential difference between the black hole horizon and infinity and $\Delta Q$ is the deposited charge. It turns out that this is also the condition for the horizon area of the black hole not to change under an infinitesimal variation of its charges. In the Kerr case, this is easy to see from the first order (shear-free) Raychaudhuri's equation

$$
\begin{equation*}
\frac{d}{d \lambda} \rho=\frac{1}{2} \rho^{2}+8 \pi G T_{a b} k^{a} k^{b} \tag{1.4}
\end{equation*}
$$

for the expansion of an infinitesimal cross-sectional area $\rho=d \log (\delta A) / d \lambda$ of a lightfront generated by $k^{a}$. Applying (1.4) to the event horizon, we see that $\rho=0$ (the horizon area remains constant) when the stress-energy tensor is that of a massless particle traveling along the horizon $\left(T_{a b} k^{a} k^{b} \propto k_{a} k_{b} k^{a} k^{b}=0\right)$, i.e. when $\Delta M=\Omega \Delta J$.

Assuming the null energy condition $\left(T_{a b} k^{a} k^{b} \geq 0\right.$ for all null vectors $\left.k^{a}\right)$ and no naked singularities, equation (1.4) also tells us that all other classical processes increase the area of the black hole. Any growth in horizon area therefore marks a (classical) irreversibility. Conversely, the only classically reversible processes obey (1.3) and keep the horizon area constant. This is a striking analogy with the second law of thermodynamics, wherein the horizon area plays the role of entropy:

$$
\begin{equation*}
d S \geq 0 \quad \leftrightarrow \quad d A \geq 0 \quad \text { (2nd law) } \tag{1.5}
\end{equation*}
$$

We could augment the reversibility condition (1.3) to a full-fledged first law of thermodynamics by including an entropy term, represented by a change in horizon area:

$$
\begin{equation*}
\Delta E=T \Delta S+\sum(\text { force })(\text { displacement }) \quad \leftrightarrow \quad \Delta M=\kappa \Delta A+\Omega \Delta J+\Phi \Delta Q \tag{1stlaw}
\end{equation*}
$$

This identification will make sense if we can interpret:

$$
\begin{equation*}
T \Delta S \quad \leftrightarrow \quad \kappa \Delta A \equiv\left(\frac{\partial A}{\partial M}\right)^{-1} \Delta A \tag{1.7}
\end{equation*}
$$

With appropriate units for $\Delta A, \kappa$ becomes surface gravity-the acceleration (relative to the horizon-generating Killing time) of a particle that hovers just outside the horizon. The same $\kappa$ also turns out to be the temperature at which black holes radiate, as famously discovered by Hawking [2,3]. This discovery strongly suggests that the relation between the kinematics of black holes and the laws of thermodynamics [1] is more than an accidental analogy.

Hawking's calculation of black hole radiation is important for this review, so we briefly sketch it below.


Figure 1: Rindler wedges in (left) 1+1-dimensional flat space and (right) $2+1$-dimensional AdS; compare with Figure 3. The colored hyperbolae are trajectories of accelerating observers. The Rindler horizons - the origin in $1+1$ dimensions and a line in $\mathrm{AdS}_{3}$ - are marked in cyan.

### 1.2 Entangled states and Unruh and Hawking temperatures

A sufficiently small neighborhood of a black hole horizon looks flat. We will first identify a notion of temperature in flat space and only then relate the calculation to black holes. Since we are using the more exotic black holes to motivate an information-theoretic inquiry into all gravitating systems, of which flat space seems the most mundane, it is ironic that understanding (1.7) requires a U-turn back to flat space. Indeed, the requisite phenomenon in flat space - the Unruh effect [24, 25]-was discovered later than Hawking radiation [2, 3] even though the latter is a special case of the former. This strengthens the significance of black hole thermodynamics as a hint: black holes merely command our attention to universal aspects of spacetime, which we are prone to overlook in more familiar settings.

Vacuum as an entangled state Consider two-dimensional flat space in light-like coordinates $d s^{2}=-d t^{2}+d x^{2} \equiv d u d v$. The coordinates divide spacetime into four quadrants, distinguished by the signs of $u$ and $v$; see the left panel of Figure 1. The top (bottom) regions are the future (past) wedges; they will play the roles of the black (white) hole interiors when we return to black hole settings. More relevant for us are the left and right regions, which are called Rindler wedges; they will eventually become the two exterior regions of a maximally extended black hole spacetime.

To stay in a Rindler wedge, you have to accelerate - same as for black holes, if you don't wish to fall in. Uniformly accelerated trajectories in flat space take the form:

$$
\begin{equation*}
x=a^{-1} \cosh a \tau+x_{0} \quad \text { and } \quad t=a^{-1} \sinh a \tau+t_{0} \tag{1.8}
\end{equation*}
$$



Figure 2: Two ways of slicing the same Euclidean path integral over the lower half-plane in equation (1.13).

With $\left(t_{0}, x_{0}\right)$ at the origin, the trajectories become

$$
\begin{equation*}
u=(a \sqrt{2})^{-1} e^{a \tau} \quad \text { and } \quad v=(a \sqrt{2})^{-1} e^{-a \tau} \tag{1.9}
\end{equation*}
$$

and attain a nice set of properties. They always stay inside the right Rindler wedge, trajectories with different $a$ do not intersect, and their union covers the whole wedge. This means that we can use

$$
\begin{equation*}
r=a^{-1} \tag{1.10}
\end{equation*}
$$

and $\tau$ as coordinates, which cover only one Rindler wedge:

$$
\begin{equation*}
d s^{2}=-r^{2} d \tau^{2}+d r^{2} \tag{1.11}
\end{equation*}
$$

(We display equal $\tau$ and equal $r$ slices in Figure 1.) It also means that for observers moving along constant $r$ slices - uniformly accelerated observers - the origin appears as a horizon; they can neither see nor impact what happens in the left Rindler wedge. Unruh explained [25] that such an observer, if moving in the global vacuum $|0\rangle$, would detect a temperature proportional to her acceleration:

$$
\begin{equation*}
T=\hbar a / 2 \pi \approx 3.98 \cdot 10^{-20} K \cdot(a / g) \tag{1.12}
\end{equation*}
$$

The first step in a rough argument for (1.12) starts by recognizing $|0\rangle$ as an entangled state of $\mathcal{H}_{L}$ and $\mathcal{H}_{R}$ - the Hilbert spaces of the left and right Rindler wedges.

Recall that the vacuum is prepared by a Euclidean path integral over the lower halfplane. From equation (1.8), we see that the analytic continuation $\tau \rightarrow i \tau$ makes $t$ imaginary and takes us exactly to the Euclidean plane. But the generator of accelerated trajectories $\partial_{\tau}$ now becomes a generator of rotations about the origin, as is easily seen from the sines and cosines that replace hyperbolic functions in (1.8). The analytic continuation turns boosts into rotations. Suppose we wanted to compute some matrix element of the Euclidean $180^{\circ}$ rotation. In path integral language, we would write

$$
\begin{equation*}
\left\langle\phi_{L}\right| \exp \left(-\pi H_{\tau}\right)\left|\phi_{R}\right\rangle=\int_{\phi(\tau=0)=\phi_{R}}^{\phi(\tau=-\pi)=\phi_{L}} \mathcal{D} \phi e^{-S_{E}} \propto \int_{\text {lower half-plane }}^{\phi(t=0)=\left(\phi_{L}, \phi_{R}\right)} \mathcal{D} \phi e^{-S_{E}}=\left\langle\phi_{L} \phi_{R} \mid 0\right\rangle \tag{1.13}
\end{equation*}
$$

The last equality recognizes the path integral as one that prepares the global vacuum; see Figure 2.

Equation (1.13) rewrites the global vacuum $|0\rangle$ as an entangled state between the Hilbert spaces of the left and right Rindler wedges:

$$
\begin{equation*}
|0\rangle=\sum_{\tilde{\phi}_{L}, \tilde{\phi}_{R}}\left\langle\tilde{\phi}_{L} \tilde{\phi}_{R} \mid 0\right\rangle\left|\tilde{\phi}_{L}\right\rangle \otimes\left|\tilde{\phi}_{R}\right\rangle \tag{1.14}
\end{equation*}
$$

where $\left|\tilde{\phi}_{L, R}\right\rangle$ is some basis for $\mathcal{H}_{L, R}$. Of course, such a rewriting presumes that the global Hilbert space can be factorized as $\mathcal{H}=\mathcal{H}_{L} \otimes \mathcal{H}_{R}$, an assumption that is often untrue [26-30] and always a source of subtleties [31-33]. We will cavalierly ignore this issue except for a brief comment in Section 2.3.2.

Quantum entanglement A lot has been written about the meaning of quantum entanglement, which we are encountering here for the first time. It effects 'spooky action at a distance' [34], enables quantum computing [35, 36], and reveals that scientists 'know less than nothing' [37]. It is also the central concept of the present review. For a minimal discussion of entanglement, consider how an observer with access only to Hilbert space $\mathcal{H}_{R}$ probes a general state

$$
\begin{equation*}
|W\rangle=\sum_{i j} w_{i j}|\tilde{i}\rangle_{L} \otimes|j\rangle_{R} \quad \text { with } \quad|\tilde{i}\rangle \in \mathcal{H}_{L} \quad \text { and } \quad|j\rangle \in \mathcal{H}_{R} \tag{1.15}
\end{equation*}
$$

Access only to $\mathcal{H}_{R}$ means that all operators wielded by the observer are of the form $\mathbb{1}_{L} \otimes \mathcal{O}_{R}$, so the observer's experimental outcomes can be rewritten as:

$$
\begin{align*}
\langle W| \mathbb{1}_{L} \otimes \mathcal{O}_{R}|W\rangle=\operatorname{Tr} \mathbb{1}_{L} \otimes \mathcal{O}_{R}|W\rangle\langle W|=\operatorname{Tr}_{R} \operatorname{Tr}_{L} \mathbb{1}_{L} \otimes \mathcal{O}_{R}|W\rangle\langle W| & =\operatorname{Tr}_{R} \mathcal{O}_{R} \operatorname{Tr}_{L}|W\rangle\langle W| \\
& \equiv \operatorname{Tr}_{R} \mathcal{O}_{R} \rho_{R} \tag{1.16}
\end{align*}
$$

Because of correlations with the unobserved $\mathcal{H}_{L}$, the experimenter effectively interacts with a mixed state

$$
\begin{equation*}
\rho_{R}=\operatorname{Tr}_{L}|W\rangle\langle W|=\sum_{j k}|j\rangle_{R}\left(\sum_{i} w_{i j} w_{i k}^{*}\right){ }_{R}\langle k| \tag{1.17}
\end{equation*}
$$

which is called the reduced density matrix of $R$. Note that if we treat the amplitudes in expansion (1.15) as a matrix $(W)_{i j}=w_{i j}$ then $\rho_{R}=W W^{\dagger}$. We might also form the reduced density matrix $\rho_{L}=\operatorname{Tr}_{R}|W\rangle\langle W|$ and find $\rho_{L}=W^{\dagger} W$.

For future convenience, we mention here two important concepts in studying quantum entanglement. The first one is purification. While in equations (1.15-1.17) we went from $|W\rangle$ to $\rho_{R}$, it is often useful to go in reverse and find a $|W\rangle \in \mathcal{H}_{L} \otimes \mathcal{H}_{R}$ such that $\operatorname{Tr}_{L}|W\rangle\langle W|$ equals a given $\rho_{R}$; this $|W\rangle$ is a purification. Note that finding a purification amounts to solving $\rho_{R}=W W^{\dagger}$, but if $W$ solves $\rho_{R}=W W^{\dagger}$ then so does $W V$ with $V$ a unitary matrix. We see that purifications are not unique. When the spectrum of $\rho_{R}$ has no degeneracies, its purifications are parameterized by unitary transformations acting on $\mathcal{H}_{L}$.

The second useful concept is a particularly important way to quantify the magnitude of bipartite quantum entanglement. It is the von Neumann entropy of $\rho_{R}$ :

$$
\begin{equation*}
S(R)=-\operatorname{Tr}_{R} \rho_{R} \log \rho_{R} \tag{1.18}
\end{equation*}
$$

This quantity will play a fundamental role in our discussion of AdS/CFT.
Unruh effect We are now ready to return to equation (1.12). The accelerating observers moving along trajectories (1.8) have access only to the Hilbert space of the right Rindler wedge $\mathcal{H}_{R}$. The global state in which they perform their experiments is of the form (1.15). Therefore, they effectively interact with a reduced density matrix, which in terms of the matrix of amplitudes $W$ takes the form $W W^{\dagger}$. Looking back to equation (1.13), we recognize that $W \propto \exp \left(-\pi H_{\tau}\right)$ and the mixed state seen by the accelerated observers is:

$$
\begin{equation*}
\rho_{R}=\frac{1}{\mathcal{Z}} \exp \left(-2 \pi H_{\tau}\right) \tag{1.19}
\end{equation*}
$$

This is a thermal state with temperature $1 /(2 \pi)$. We call the coefficient of proportionality $\mathcal{Z}$ because the trace of the thermal state is the partition function; including it in $\rho_{R}$ ensures that $\langle 0| \mathbb{\mathbb { 1 }}|0\rangle=\operatorname{Tr} \rho_{R}=1$.

Accelerating observers feel a temperature because they move along trajectories generated by $H_{\tau}$, with respect to which the ground state is thermal. Although the 'temperature' in (1.19) is dimensionless, any one observer feels a physical (dimensionful) temperature. Its magnitude is set by the proper time along the trajectory, which is related to $\tau$ as:

$$
\begin{equation*}
d(\text { proper time })=r d \tau=a^{-1} d \tau \tag{1.20}
\end{equation*}
$$

This explains equation (1.12). The factor $\hbar$ simply converts an inverse length into energy; unlike $c$, we keep it explicit because the limit $\hbar \rightarrow 0$ is illuminating. Steam engineers might want to include a factor of $k_{B}$.

Hawking effect We now return to black holes. A sufficiently small neighborhood of the event horizon is flat. For example, substituting

$$
\begin{equation*}
r=\sqrt{8 G M(R-2 G M)} \quad \text { and } \quad \tau=t / 4 G M \tag{1.21}
\end{equation*}
$$

in the flat space Schwarzschild metric

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{2 G M}{R}\right) d t^{2}+\left(1-\frac{2 G M}{R}\right)^{-1} d R^{2}+R^{2} d \Omega^{2} \tag{1.22}
\end{equation*}
$$

gives

$$
\begin{equation*}
d s^{2}=-r^{2} d \tau^{2}+d r^{2}+\left(2 G M+\frac{r^{2}}{8 G M}\right)^{2} d \Omega^{2} \tag{1.23}
\end{equation*}
$$

which is (1.11) with extra dimensions. The only source of non-flatness is the $r$-dependence of $g_{\Omega \Omega}$. If the state of quantum fields near the horizon is the vacuum, it must be entangled just like (1.14). Observers hovering at sufficiently small $R=R_{0}$ (sufficiently so $g_{\Omega \Omega} \approx$ const. in equation 1.23) must therefore feel a temperature just like accelerating observers in Rindler space do. This temperature diverges when $R_{0} \rightarrow 2 G M$ as:

$$
\begin{equation*}
T\left(R_{0}\right)=\frac{\hbar a\left(R_{0}\right)}{2 \pi}=\frac{\hbar}{2 \pi r\left(R_{0}\right)}=\frac{\hbar}{8 \pi G M \sqrt{R_{0} / 2 G M-1}} \tag{1.24}
\end{equation*}
$$

Away from the horizon, the temperature dependence can be read off by redshifting (1.24) using

$$
\begin{equation*}
T(R)=T\left(R_{0}\right) \frac{\sqrt{1-2 G M / R_{0}}}{\sqrt{1-2 G M / R}}, \tag{1.25}
\end{equation*}
$$

which gives:

$$
\begin{equation*}
T(R)=\frac{\hbar}{8 \pi G M} \frac{1}{\sqrt{1-2 G M / R}} \tag{1.26}
\end{equation*}
$$

Applying (1.25) implements the phrase 'relative to the horizon-generating Killing time' in our description of $\kappa$ below equation (1.7). This means that, in retrospect, we could have read off $\kappa$ (the Hawking temperature) automatically after identifying the relation between the near-horizon Rindler time and time at infinity:

$$
\begin{equation*}
\tau=T / 4 G M \quad \Rightarrow \quad T_{H}=T(\infty)=\frac{\hbar}{8 \pi G M}=\frac{\hbar}{2 \pi} \cdot \frac{1}{4 G M}=\kappa \tag{1.27}
\end{equation*}
$$

We remind the reader that the specific formula $\hbar /(8 \pi G M)$ applies to Schwarzschild black holes in flat space. Black holes with other charges and in other asymptotic boundary conditions (such as AdS) will have different expressions for their Hawking temperatures.

Note that in Rindler space a redshifting of the Unruh temperature out to infinity dilutes it to zero - a foregone conclusion because flat space has no scale that could set a non-vanishing result. In the black hole case, the mass (and other charges) of the hole set the scale for a non-zero temperature at infinity. On a conceptual level, the Unruh (Hawking) temperature is ushered in by the acceleration of the observer-that is, by her efforts to stay away from the future wedge (the black hole interior) and never look inside the complementary Rindler wedge (the other asymptotic region). One distinguishing feature of a black hole is that you must accelerate even when you are infinitely far away.

Now that the Hawking temperature has fixed the overall magnitude of $\kappa$, we have natural units for relating horizon area to entropy:

$$
\begin{equation*}
S_{B H}=\frac{A}{4 G \hbar} \quad \text { and } \quad T=\kappa \propto \hbar \tag{1.28}
\end{equation*}
$$

The subscript BH stands for Bekenstein and Hawking [2-5], or is it Black Hole? Note the way $\hbar$ enters these identifications. When writing $\kappa \Delta A$ in (1.6), we cannot turn off quantum mechanics unless we are willing to lose contact with the Hawking-Unruh effect. The fact that canceling powers of $\hbar$ enter the two factors of $\kappa \Delta A$ is deeply significant: it is the source and solution of the black hole information paradox [38, 39], it underlies applications of the AdS/CFT correspondence to condensed matter physics [40], and is essential for the matter of the present review.

### 1.3 Holographic duality

Identification (1.28) has a delightful corollary: it is impossible to fit more entropy than $A / 4 G \hbar$ in a region bounded by area $A$. To understand this holographic principle, try to imagine a region $R$ which violates it. The most promising scenario is when $R$ is a ball so we get the most volume to contain the large entropy. What mass can $R$ contain? It cannot be
larger than the mass of the black hole with area $A$, or else the mass would have collapsed into a black hole before it were ever squeezed into $R$. But the possibility that the mass would be smaller than that of the black hole is not much better. Adding the missing mass to effect black hole collapse would decrease the entropy! Thus, violating the holographic principle requires imagining that a flux of positive mass brings with it negative entropy!

The idea that the maximal entropy content of a region is bounded by its surrounding area and not volume is a radical departure from our usual experience with thermodynamics. It is an essentially gravitational effect: non-gravitating systems do not suffer black hole collapse and can accumulate arbitrarily high entropy densities. As general as it is, the argument is non-constructive in that it gives no statistical mechanics-type mechanism to prevent a faster-than-area growth of entropy. One route toward such a mechanism is to envision that any gravitating system has another, more fundamental description in terms of degrees of freedom living on its surrounding area, that is in one less dimension [41, 42]. This holographic dual may be a non-local and superbly exotic theory, but if its internal entropy density is bounded by volume, we would have an area-wise bound from the higherdimensional point of view.

Unfortunately, we do not know a general way to construct holographic duals of arbitrary gravitational systems, and we cannot be sure that the speculation about holographically dual theories is robustly true. Fortunately, we have one class of examples where the speculation turns out to be spectacularly correct! It is the family of conformal field theories dual to Einstein gravity (with controllable corrections) with anti-de Sitter boundary conditions, known as the AdS/CFT correspondence. An especially rewarding feature of this class of examples is that the holographic duals are not-at-all exotic, local quantum field theories.

AdS/CFT-original argument Though we shall not need details of Maldacena's argument for AdS/CFT [6-8], we briefly sketch its salient features to avoid the appearance of magic. Maldacena considered $N \gg 1$ coincident D3-branes of type IIB string theory, which is a 10 -dimensional theory. D3-branes are $3+1$-dimensional tensionful membranes and, by Einstein's equations, their tension deforms the surrounding spacetime. In the present case, the D3-branes source the so-called extremal black brane geometry:

$$
\begin{equation*}
d s^{2}=\left(1+\frac{N \tilde{l}_{P}^{4}}{r^{4}}\right)^{-1 / 2}\left(-d x_{0}^{2}+d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}\right)+\left(1+\frac{N \tilde{l}_{P}^{4}}{r^{4}}\right)^{1 / 2}\left(d r^{2}+r^{2} d \Omega_{5}^{2}\right) \tag{1.29}
\end{equation*}
$$

where $\tilde{l}_{P}$ is the Planck length with some extra numerical constants absorbed. The first summand in (1.29) runs parallel to the D-branes while the other part is transverse to them. We now take the limit of small $r$ (which sheds the ' $1+$ 's) and reset the metric in terms of $z=\sqrt{N} \tilde{l}_{P}^{2} / r:$

$$
\begin{equation*}
d s^{2}=\sqrt{N} \tilde{l}_{P}^{2}\left(\frac{-d x_{0}^{2}+d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}+d z^{2}}{z^{2}}+d \Omega_{5}^{2}\right) \tag{1.30}
\end{equation*}
$$

This geometry is a product of five-dimensional anti-de Sitter space $\mathrm{AdS}_{5}$-a homogeneous space with constant negative curvature - and a five-dimensional sphere $S^{5}$, both with curvature radii:

$$
\begin{equation*}
L_{A d S}=N^{1 / 4} \tilde{l}_{P} \tag{1.31}
\end{equation*}
$$

It turns out that in the limit of small $r$ the D-branes decouple from the rest of the world. But the internal dynamics of D-branes is known in string theory to be that of a (super)conformal gauge field theory with $N$ colors. This yields the conclusion that super-Yang-Mills theory on $\mathbb{R}^{3,1}$ is equivalent to string theory on spacetime (1.30). The low energy limit of the latter is ordinary Einstein gravity

Similar derivations, which start from different-dimensional membranes in various combinations [43-45], sometimes on non-trivial 10-dimensional background geometries [46-49], lead to similar equivalences. In each case, a string theory in anti-de Sitter space (AdS) whose low energy limit is Einstein gravity turns out to be equivalent to the internal dynamics of a D-brane configuration, which is a conformal field theory (CFT). We now list the features of the AdS/CFT correspondence, which are important for the present review:

## AdS/CFT-important features:

- AdS is one higher-dimensional than the CFT. Note how the transversal $r=L_{A d S}^{2} / z$ direction combined with the brane directions $x_{0,1,2,3}$ to form the $\operatorname{AdS}_{5}$ metric in (1.30). This is generic.
- Brane constructions of AdS/CFT produce $\operatorname{AdS}_{d+1}$ times a compact (9-d)-dimensional space (such as the $S^{5}$ in 1.30), which is left over from the 10 -dimensional parent. This space geometrizes internal symmetries of the dual conformal field theory. We will ignore this aspect of AdS/CFT in this review, except for mentioning that an information-theoretic study of it was initiated in [50,51]. (See also [52,53] for setups when a CFT is coupled to other fields with extra symmetries, or [54, 55] where conformal symmetry is partly broken or modified.)
- There is a large parameter $N$, which on the gravity side of the duality sets a hierarchy between the macroscopic length scale (the curvature radius of anti-de Sitter space) and a fundamental scale such as the Planck length; see (1.31). The field theory must similarly have some large parameter $N$; in the case above it is the number of colors in a Yang-Mills theory but in other setups it may play a different role. Most of the review will concern leading (and sometimes next-to-leading) order terms in $1 / N$ expansions.
- Symmetries: $\mathrm{AdS}_{d+1}$ is a completely homogeneous space, that is any point can be mapped to any other by an isometry. On distance scales smaller than $L_{A d S}$, this homogeneous space looks approximately like $R^{d, 1}$ so the isometries in question must comprise $d+1$ translations, $d(d-1) / 2$ rotations, and $d$ boosts. We may think of time-like translation as a decompactified rotation and the $d$ space-like translations as boosts, in which case we have $d(d-1) / 2+1$ rotations and $2 d$ boosts. These symmetries make up $S O(d, 2)$, which is the isometry group of $\operatorname{AdS}_{d+1}$.

This is also the (global) conformal group in $(d-1)+1$ dimensions. Thus, isometries of $\mathrm{AdS}_{d+1}$ are conformal symmetries from the field theory point of view.

- The extra dimension of $\mathrm{AdS}_{d+1}$ corresponds to scale in the field theory [56]. When we compare the isometry group of $\mathrm{AdS}_{d+1}$ to the conformal group on $\mathbb{R}^{d-1,1}$, we discover
that the symmetry which in the bulk acts like a translation in the $z$-direction is a boundary dilatation. (The bulk $z-x_{1,2,3}$ rotations and the $z-x_{0}$ boost map to special conformal transformations.) Therefore, a change in $z$ is a change in scale from the field theory point of view. Conformal symmetry is a symmetry between scales, and on the AdS side it manifests itself as a symmetry between different $z=$ const. slices (radial slices) of the geometry.
- Any $z=$ const. slice of the geometry is, roughly, a snapshot of the CFT at a certain scale. Smaller values of $z$ correspond to smaller length scales (higher energy scales) in the CFT, but on the AdS side the metric goes as $z^{-2}$, so small $z$ means large spatial sizes on the gravity side. This is sometimes called the UV/IR correspondence [57].
- Imposing a radial cutoff $z \geq z_{0}$ therefore corresponds to truncating the ultraviolet physics from the CFT. To recover the actual CFT (from which no scales have been truncated), we must send the cutoff $z_{0} \rightarrow 0$, which means going to unboundedly large length scales on the gravity side. For this reason, some people say that the CFT 'lives on the asymptotic boundary,' which is $z \rightarrow 0$. For a non-compact spacetime such as AdS, the asymptotic boundary is the geometry obtained after stripping off a divergent factor from the successively larger transversal slices of the geometry. In the case of metric (1.30), this is:

$$
\begin{equation*}
d s_{\partial}^{2}=\left.\lim _{z_{0} \rightarrow 0} \frac{z_{0}^{2}}{L_{\mathrm{AdS}}^{2}} d s^{2}\right|_{z=z_{0}}=-d x_{0}^{2}+d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2} \tag{1.32}
\end{equation*}
$$

This is the $\mathbb{R}^{3,1}$ on which the holographic field theory lives.

- When a conformal field theory is in a thermal state, the temperature sets a thermal scale. In this situation, some object must break the $z$-translational symmetry of AdS. This object is a black hole horizon. Thermal states in the CFT describe black holes with AdS boundary conditions. This gives a natural holographic interpretation of the Hawking temperature.

One might question whether AdS/CFT, as presented here, actually realizes the holographic principle. We do have a lower-dimensional description of a gravitational system, but does it surround the system in question? It turns out that we can compactify the conformal boundary of AdS space so it becomes $S^{d-1} \times \mathbb{R}_{\text {time }}$, in which case the holographically dual field theory truly surrounds the bulk spacetime. The coordinates of the resulting global AdS space, of which the first piece in (1.30) covers only a part, are:

$$
\begin{align*}
d s^{2} & =-\left(\frac{R^{2}+L_{\mathrm{AdS}}^{2}}{L_{\mathrm{AdS}}^{2}}\right) d T^{2}+\left(\frac{L_{\mathrm{AdS}}^{2}}{R^{2}+L_{\mathrm{AdS}}^{2}}\right) d R^{2}+R^{2} d \Omega_{d-1}^{2} \\
& =L_{\mathrm{AdS}}^{2}\left(-\cosh ^{2} \rho d t^{2}+d \rho^{2}+\sinh ^{2} \rho d \Omega_{d-1}^{2}\right) \tag{1.33}
\end{align*}
$$

with $\sinh \rho=R / L_{\mathrm{AdS}}$ and $t=T / L_{\text {AdS }}$. The asymptotic boundary is

$$
\begin{equation*}
d s_{\partial}^{2}=\left.\lim _{\rho_{0} \rightarrow \infty} 4 e^{-2 \rho_{0}} d s^{2}\right|_{\rho=\rho_{0}}=L_{\mathrm{AdS}}^{2}\left(-d t^{2}+d \Omega_{d-1}^{2}\right) \tag{1.34}
\end{equation*}
$$



Figure 3: Global AdS space is presented in equation (1.33) as a solid cylinder. The dual CFT lives on its asymptotic boundary, which is the hollow cylinder.

The asymptotic $S^{d-1} \times \mathbb{R}_{\text {time }}$ is often drawn as a hollow cylinder, which is filled inside by global $\mathrm{AdS}_{d+1}$; see Figure 3.

The final point is addressed to a reader who may be skeptical of string theory as a description of Nature. Because we do not live in anti-de Sitter space, AdS/CFT should be understood as a toy model whose main virtue is that it is explicit and calculable. The dependability of the toy model relies on the mathematical manipulations and physics intuitions employed in its derivation, which certainly includes the rigorous technical backing provided by string theory. Yet it does not hinge on whether string theory actually describes Nature, partly because skeptics are entitled to treat all of string theory as but a toy model of gravity. Because the main distinguishing feature of AdS/CFT - its holographic characterwas anticipated from other points of view (black hole thermodynamics and many others, e.g. $[41,42,58,59]^{1}$ ), we can safely assume that the holographic model is not a cooky artefact of string theory. In particular, Reference [62] established that correlation functions of any large $N$ conformal field theory that satisfies one additional technical assumption can be understood as resulting from propagation of local quantum fields on an AdS spacetime, which is an alternative, bottom-up proof of the AdS/CFT correspondence. Conversely, any gravitational theory with a negative cosmological constant and AdS boundary conditions defines a CFT because it defines CFT correlation functions according to the so-called extrapolate holographic dictionary [56, 63, 64]. In summary, we believe that lessons about gravity and information theory harbored by AdS/CFT are equally reliable independently

[^0]of the correctness of string theory as a fundamental description of Nature.

## 2 Entanglement in AdS/CFT

### 2.1 AdS black holes, CFT thermal and thermofield double states

In field theory, studying time-dependent processes in a thermal state in Hilbert space $\mathcal{H}$ is often done by considering a special pure state in a duplicated Hilbert space $\mathcal{H} \otimes \overline{\mathcal{H}}$ :

$$
\begin{equation*}
|\mathrm{TFD}\rangle=\frac{1}{\sqrt{\mathcal{Z}(\beta)}} \sum_{i} e^{-\beta E_{i} / 2}|i\rangle \otimes|\bar{i}\rangle, \tag{2.1}
\end{equation*}
$$

where $|i\rangle$ are Hamiltonian eigenstates. This thermofield double state is an entangled state of our Hilbert space and a fictitious partner space $\overline{\mathcal{H}}$. By equation (1.17), probing |TFD $\rangle$ only by acting on $\mathcal{H}$ produces the same results as does the reduced density matrix

$$
\begin{equation*}
\rho_{\mathcal{H}}=\operatorname{Tr}_{\overline{\mathcal{H}}}|\mathrm{TFD}\rangle\langle\mathrm{TFD}|=\frac{1}{\mathcal{Z}} e^{-\beta H}=\rho(\beta), \tag{2.2}
\end{equation*}
$$

which is the thermal state. In effect, we may view the thermal state as a reduced density matrix of a fictitious pure state in $\mathcal{H} \otimes \overline{\mathcal{H}}$. We have encountered such states below equation (1.17) and called them purifications. The thermofield double state is a canonical purification where $W=\sqrt{\rho}$, so in the notation (1.15) we can write $\mid$ TFD $\rangle=\left|\rho^{1 / 2}\right\rangle$. For the present purposes, the crucial fact is that the thermal entropy of $\rho(\beta)$ is an entanglement entropy (1.18) in |TFD $\rangle$.

In the AdS/CFT correspondence a CFT thermal state describes an AdS black hole. When studying a black hole spacetime such as Schwarzschild, it is often convenient and always instructive to zoom in on a neighborhood of the horizon. We did so in equation (1.23) and discovered that the black hole exterior locally looks like one Rindler wedge cut out of flat space - a reasoning that revealed Hawking's temperature, as well as the existence of a second asymptotic region. In studying stationary black holes, it is a standard exercise to find so-called Kruskal coordinates, which always reveal a second exterior. This second exterior plays the role of the auxiliary $\overline{\mathcal{H}}$ in the construction of the thermofield double state.

Simplest case: BTZ black hole The non-rotating BTZ black hole [65], which is an $\mathrm{AdS}_{3}$ analogue of the Schwarzschild solution, is described by the metric:

$$
\begin{align*}
d s^{2} & =-\left(\frac{R^{2}-R_{0}^{2}}{L_{\text {AdS }}^{2}}\right) d T^{2}+\left(\frac{L_{\text {AdS }}^{2}}{R^{2}-R_{0}^{2}}\right) d R^{2}+R^{2} d \theta^{2}  \tag{2.3}\\
& =-\left(R_{0} / L_{\text {AdS }}\right)^{2} \sinh ^{2} \rho d T^{2}+L_{\text {AdS }}^{2} d \rho^{2}+R_{0}^{2} \cosh ^{2} \rho d \theta^{2} \quad \text { with } \theta \equiv \theta+2 \pi \tag{2.4}
\end{align*}
$$

where $R_{0}$ is the horizon radius and in the last line we set $R=R_{0} \cosh \rho$. Using

$$
\begin{equation*}
u=\tanh (\rho / 2) e^{T R_{0} / L_{\mathrm{AdS}}^{2}} \quad \text { and } \quad v=\tanh (\rho / 2) e^{-T R_{0} / L_{\mathrm{AdS}}^{2}}, \tag{2.5}
\end{equation*}
$$

the metric becomes:

$$
\begin{equation*}
d s^{2}=4 L_{\mathrm{AdS}}^{2} \frac{d u d v}{(1-u v)^{2}}+R_{0}^{2}\left(\frac{1+u v}{1-u v}\right)^{2} d \theta^{2} \tag{2.6}
\end{equation*}
$$

As advertised, this looks like flat space near the horizon, which now falls at $u v=0$. By the logic above equation (1.27), coordinate change (2.5) neatly reveals the temperature of the black hole to be $R_{0} / 2 \pi L_{\text {AdS }}^{2}$.

More pertinently, all values of $u$ and $v$, positive and negative, are on an equal footing in metric (2.6). The exterior region of the black hole in metric (2.4) is covered by $u, v \geq 0$ subject to $0 \leq u v \leq 1$, with $u v=0$ marking the horizon and $u v=1$ the asymptotic boundary. But $u, v \leq 0$, subject to the same $0 \leq u v \leq 1$ restriction, is also present in metric (2.6), and it is an identical copy of the black hole exterior. Moreover, that second exterior region has its own asymptotic boundary, which now falls at $u v=1$ with $u, v \leq 0$. In AdS/CFT, an asymptotic boundary is where the dual CFT lives. Evidently, the dual description of the maximally extended BTZ metric (2.6) is a state not of a single CFT, but of a product of two CFTs, which live at $u v=1$ with $u, v \gtrless 0$.

Reference [38] pointed out that the CFT procedure of going from $\rho(\beta)=e^{-\beta H} / \mathcal{Z}$ to the pure state $\mid$ TFD $\rangle$ is in perfect analogy to going from metric (2.3) to its maximally extended version (2.6). In both cases, we discover or invent a second Hilbert space $-\overline{\mathcal{H}}$ and $\overline{\mathcal{H}}_{\text {CFT }}$ of the second asymptotic region. On the CFT side, the procedure equates the thermal entropy of $\rho(\beta)=e^{-\beta H} / \mathcal{Z}$ with the entanglement entropy of |TFD $\rangle$. Translating this to the gravity side tells us that the horizon entropy of the BTZ black hole represents the entanglement between its two exteriors.

Observe how this argument unifies smoothness of the horizon, the black hole entropy formula, and quantum entanglement. If the geometry does not have a second asymptotic region, it cannot be smooth. (Smoothness is the same as flatness at sufficiently small scales.) In that case, the entropy of the black hole cannot be entanglement entropy because $\overline{\mathcal{H}}_{\mathrm{CFT}}$ never materializes. But then Hawking's argument for black hole temperature also falls apart, and it is less clear whether the identification $S=A / 4 G \hbar$ is still justified. It appears that quantum entanglement is an essential prerequisite for a quantitative relation between horizon areas and entropies.

Intermediate case: AdS-Rindler space, a.k.a. hyperbolic black hole The above reasoning seems restricted to the context of black holes, but it is in fact robust enough to include empty space. This is because a Rindler wedge in AdS is a very special black hole.

In [66], Emparan wrote down a family of asymptotically $\operatorname{AdS}_{d+1}$ black hole solutions whose horizons are not spheres $S^{d-1}$ but hyperbolic spaces $H^{d-1}$. In the $d=2$ case, the 'hyperbolic space' $H^{1} \sim \mathbb{R}$ and the metric becomes:

$$
\begin{equation*}
d s^{2}=-\left(R_{0} / L_{\mathrm{AdS}}\right)^{2} \sinh ^{2} \rho d T^{2}+L_{\mathrm{AdS}}^{2} d \rho^{2}+R_{0}^{2} \cosh ^{2} \rho d \theta^{2} \quad \text { with } \theta \in(-\infty, \infty) \tag{2.7}
\end{equation*}
$$

This is identical to the BTZ geometry (2.4) except the horizon is decompactified. That difference has no effect on equation (2.5), so the temperature is still $R_{0} / 2 \pi L_{\text {AdS }}^{2}$.

In a seemingly unrelated exercise, we may want to adapt the construction of Rindler space (1.11) from flat space to anti-de Sitter space. We would again consider a family of accelerated observers, whose accelerations and initial conditions are chosen so that they have the same 'blind spot': an identical region of AdS space, which they neither influence nor observe. These trajectories would again be non-intersecting, so we could use proper
time $\tau$ along the trajectories, their accelerations $a$, and $d-1$ transversal directions, to describe a Rindler wedge of $\operatorname{AdS}_{d+1}$. For $d=2$, the resulting metric becomes:

$$
\begin{equation*}
d s^{2}=L_{\mathrm{AdS}}^{2}\left(-\sinh ^{2} \rho d \tau^{2}+d \rho^{2}+\cosh ^{2} \rho d \theta^{2}\right) \tag{2.8}
\end{equation*}
$$

Just as in equation (1.10) in flat space, we conveniently reparameterized the acceleration:

$$
\begin{equation*}
\rho \equiv \frac{1}{2} \log \frac{a L_{\mathrm{AdS}}+1}{a L_{\mathrm{AdS}}-1} \tag{2.9}
\end{equation*}
$$

This parameterization only covers $a>L_{\text {AdS }}^{-1}$ because accelerated trajectories with $a<L_{\text {AdS }}^{-1}$ are oscillating. Rather than escaping to infinity, observers accelerating with $a<L_{\text {AdS }}^{-1}$ fall back to the interior of AdS and inadvertently see all of it, so they cannot be part of the Rindler construction. Note how the flat space limit $L_{\text {AdS }} \rightarrow \infty$ removes this restriction on $a$ and recovers equation (1.10).

Now compare the hyperbolic black hole (2.7) to the AdS-Rindler metric (2.8). When $R_{0}=L_{\text {AdS }}$, these metrics are identical! Evidently, a Rindler wedge of AdS space is a hyperbolic black hole with temperature $\left(2 \pi L_{\text {AdS }}\right)^{-1}$ ! Although equations (2.7) and (2.8) are for $d=2$, the conclusion is the same in all dimensions.

In what sense is AdS-Rindler space a black hole? Solutions (2.7) behave as ordinary black holes: they cloak singularities, which are timelike or spacelike depending on whether $R_{0} \gtrless L_{\text {AdS }}$. But the cross-over value $R_{0}=L_{\text {AdS }}$ is so special that the singularity disappears altogether and the black hole metric becomes Rindler. AdS-Rindler space is a black hole because it belongs to a parametric family of black hole solutions. This is enough to ensure that black hole thermodynamics with all its consequences applies equally well to AdSRindler wedges.

We may now repeat the BTZ reasoning from the previous page, this time applied to Rindler wedges. Since metrics (2.4) and (2.8) differ only by an irrelevant identification in $\theta$, literally nothing changes. A single 'black hole' = Rindler geometry is holographically dual to the thermal state $\rho\left(\beta=2 \pi L_{\text {AdS }}\right)$ of a CFT, which lives on the asymptotic boundary of (2.8), that is on $1+1$-dimensional flat space $d s^{2}=L_{\text {AdS }}^{2}\left(-d \tau^{2}+d \theta^{2}\right)$. We duplicate the Hilbert space of this CFT and find a thermofield double purification of $\rho(\beta)$. In the bulk, this means going from metric (2.8) to its Kruskal coordinates, which is equation (2.6) with $R_{0}=L_{\text {AdS }}$ and $\theta \in(-\infty, \infty)$. But now the 'black hole' in question is Rindler space and the thermofield double state describes empty $\mathrm{AdS}_{3}$ ! (A coordinate change takes the $R_{0}=L_{\text {AdS }}$ metric (2.6) to (1.33), which the reader is welcome to verify.) In other words, the thermofield double is the global vacuum! The second exterior of the 'black hole' is the complementary Rindler wedge, and the partner Hilbert space $\overline{\mathcal{H}}$ lives on its asymptotic boundary, which is $u v=1$ with $u, v<0$ in (2.6). Our discussion showcases $d=2$ to exploit the connection with BTZ, but the conclusions are unchanged in higher dimensions [67].

Most importantly, we again recognize that the horizon entropy of a black hole quantifies the entanglement between its two asymptotic boundaries. But in the present case, the horizon in question is a Rindler horizon in empty space! Therefore, the relation between entanglement and area is not limited to prototypical black holes such as Schwarzschild or BTZ. Even in ordinary, singularity-free geometries, if a surface is an appropriate type


Figure 4: An equal time slice of an asymptotically AdS geometry, assumed static and horizonless. A Cauchy slice of the boundary CFT - the circle - is divided into regions $A$ and $\bar{A}$. Proposal (2.10) considers surfaces $\Xi$ that asymptote to the border of $A$ and $\bar{A}$, and sets $S(A)=S(\bar{A})$ to the minimal area achieved by such a $\Xi$.
of acceleration horizon, its area in units of $4 G \hbar$ is entanglement entropy for the Hilbert spaces describing its two sides.

Section 2.2 quantifies this boldfaced proviso; this is the famous Ryu-Takayanagi (RT) proposal. The arguments above are not enough to establish the validity of the RT proposal, whose scope extends far beyond stationary two-sided black holes. We will sketch a proof of the Ryu-Takayanagi proposal in Section 4.1.

### 2.2 The Ryu-Takayanagi proposal

Consider a setup from Figure 4. Choose a Cauchy slice of the asymptotic boundary; this is where quantum states $|\phi\rangle_{\text {global }}$ of the holographically dual CFT live. Now divide this slice into two regions: $\mathcal{H}_{\mathrm{CFT}}=\mathcal{H}_{A} \otimes \mathcal{H}_{\bar{A}}$. (Once again, we ignore obstructions to factorization.) The global state is an entangled state between $\mathcal{H}_{A}$ and $\mathcal{H}_{\bar{A}}$ as in (1.15). We may form its reduced density matrices $\rho_{A}$ and $\rho_{\bar{A}}$ as in (1.17), and compute the entanglement entropy $S(A)$ as in equation (1.18). So long as we start from a pure state $|\phi\rangle_{\text {global }} \in \mathcal{H}_{\mathrm{CFT}}$, the reasoning below equation (1.17) guarantees that $S(A)=S(\bar{A})$.

For simplicity, first assume that the state $|\phi\rangle_{\text {global }}$ is time-reversal symmetric. We may always choose coordinates for the dual bulk geometry, which respect this time-reversal symmetry; this choice selects a privileged Cauchy slice for the gravitational bulk. Working on this slice, find the surface of minimal area, which extends to the boundary and asymptotes to the division between $A$ and $\bar{A}$. Such a minimal surface is codimension-1 on the equal time slice, so codimension-2 in the full spacetime. Reference [9] posited that the area of the minimal surface (also called the Ryu-Takayanagi or RT surface) in units of $4 G \hbar$ equals $S(A)$ :

Ryu-Takayanagi proposal for pure, time reversal-symmetric states:

$$
\begin{equation*}
S(A)=\min _{\partial \Xi \rightarrow \partial A} \frac{\operatorname{Area}(\Xi)}{4 G \hbar} \tag{2.10}
\end{equation*}
$$

Here we minimize over surfaces $\Xi$, which live on the time reversal-symmetric slice of the bulk geometry and which asymptote to the border of region $A \subset$ CFT on the asymptotic boundary.

Our AdS-Rindler analysis is a special case of this proposal. The factorization $\mathcal{H}_{\mathrm{CFT}}=$ $\mathcal{H}_{A} \otimes \mathcal{H}_{\bar{A}}$ refers to the CFT Hilbert spaces, which are dual to the individual Rindler wedges. The minimal surface invoked by Ryu and Takayanagi is the AdS-Rindler horizon. Indeed, the locus $u=v=0$ in metric (2.6) is a spacelike geodesic, i.e. a minimal surface on a spatial slice of the bulk geometry; see the cyan line in the right panel of Figure 1. A minimal surface on a static bulk slice is 'an appropriate type of an acceleration horizon.'

As stated, the above discussion excludes the BTZ geometry (2.4) on two counts. First, it assumes that the global geometry is holographically dual to a pure state while the onesided BTZ spacetime is dual to the thermal state, which is mixed. We could try to get around this by going to the thermofield double state (2.1) and its dual geometry (2.6), but a well-defined proposal should not depend on a choice of purification, which is not unique. Second, the entanglement responsible for the entropy of the BTZ black hole was between two completely disjoint CFTs, each of which lives on $S^{1} \times \mathbb{R}_{\text {time. }}$. Therefore, the regions $A$ and $\bar{A}$ in question have no border on the asymptotic boundary: $\partial A=\emptyset$. Of course, the surface we want in the present case is the BTZ horizon, but equation (2.10) seems to allow $\Xi=\emptyset$ and $S(A)=0$.

The full statement of the Ryu-Takayanagi proposal fixes these problems:

## Ryu-Takayanagi proposal for time reversal-symmetric states:

$$
\begin{equation*}
S(A)=\min _{\Xi \sim A} \frac{\operatorname{Area}(\Xi)}{4 G \hbar} \tag{2.11}
\end{equation*}
$$

Here we minimize over surfaces $\Xi$ on the time reversal-symmetric slice of the bulk geometry, which are homologous to $A \subset \mathrm{CFT}$ on the asymptotic boundary. 'Homologous,' denoted $\sim$, means that $\Xi$ and $A \subset$ CFT fully enclose some region of the bulk slice, i.e. $\Xi \cup A=\partial \tilde{\Sigma}$ for some $\tilde{\Sigma} \subset$ bulk slice.

Observe how this version of the proposal applies to the BTZ spacetime. The homology condition ensures that the minimal surface separates the boundary regions, which excludes $\Xi=\emptyset$. But it does so without mentioning $\partial A$, so if the CFT region at hand has no border on the asymptotic boundary, the minimal surface needs not go near the boundary. This occurs when we have multiple asymptotic regions entangled together as in the two-sided geometry (2.6). From a single-sided point of view, the Ryu-Takayanagi surface acts like a Rindler horizon for observers who accelerate so as not to see the purifying regions, like in our BTZ and AdS-Rindler discussions. This fact motivates the first point in a list of...

## Direct consequences of the Ryu-Takayanagi proposal:

- When a CFT state $\rho$ is mixed, its dual geometry has a horizon. In the RyuTakayanagi proposal (2.11), this horizon becomes the minimal surface $\Xi$ and its area is $-(4 G \hbar) \operatorname{Tr} \rho \log \rho$.
- Unless region $A$ covers an entire CFT, the entanglement entropy of $A$ is divergent. From the bulk point of view, this is because the minimal surface must extend to $\partial A$ at spatial infinity, so the divergence is proportional to $\operatorname{vol}(\partial A)$. It is well known that entanglement entropies in finite energy states in field theory have precisely this type of divergence $[68,69]$. This is known as the area law, where the word 'area' connotes codimension- 2 in field theory and so refers to $\partial A$. This divergence tells us that neighboring field theory regions are entangled at arbitrarily small scales near their common border, which accords with interpreting radial AdS slices as a hierarchy of CFT scales. We typically present such entanglement entropies subject to a UV regulator in the CFT, which is implemented on the AdS side as a large scale cutoff.
- When disconnected CFTs are in an entangled state, they produce finite entanglement entropies. In the bulk, the corresponding minimal surfaces wrap horizons of black holes, i.e. localize at AdS radial scales dual to thermal CFT scales. This is how entanglement entropies encompass thermal entropies as a special case. One example is our BTZ discussion.
- Quantum entanglement is the glue that holds space together [12]. To understand this, consider a one-parameter family of time reversal-symmetric, holographic states $|\psi\rangle \in \mathcal{H}_{1} \otimes \mathcal{H}_{2}$ whose quantum entanglement approaches zero. By the Ryu-Takayanagi proposal, the area of the minimal surface that separates the asymptotic boundaries where $\mathcal{H}_{1,2}$ live also approaches zero, i.e. the bulk geometry pinches off. For explicit calculations that showcase this qualitative expectation, see [70].
- Under suitable circumstances, the Ryu-Takayanagi formula (and generalizations) imply Einstein's equations (and generalizations) in the bulk. This includes Einstein's equations [71] and equations of motion of higher curvature theories [72] linearized about pure AdS and about backreacted spacetimes with matter fields turned on [73, 74]. Deriving Einstein's equations from the behavior of entanglement entropy and/or areas of horizons has a long history [75-78].
- Entanglement entropies in large $N$ theories undergo first order phase transitions. The generic reason for this is that the homology condition can give rise to distinct topological classes of surfaces $\Xi$, which exchange dominance. Phase transitions in holographic entanglement entropy were studied in depth in [79] and recently in [80]. Their significance runs deep. For example, they underlie the novel semiclassical calculations that reconcile black hole evaporation with unitarity, which are reviewed in Section 6.3.3. The intricate pattern of such phase transitions is also believed to encode the answer to the question: which theories and states have holographic duals? (see Section 5.2.) We illustrate the phase transitions with two examples below.

All statements above must be interpreted at leading order in a $1 / N$ expansion; see discussion below equation (1.31). We discuss subleading corrections in Section 6.3.2.

Phase transitions in holographic entanglement entropies Consider a single interval $(-\alpha, \alpha)$ in a holographic two-dimensional CFT in the thermal state. The relevant bulk geometry is a static slice of the BTZ black hole (2.4)

$$
\begin{equation*}
d s^{2}=d \rho^{2}+\tilde{R}_{0}^{2} \cosh ^{2} \rho d \theta^{2} \quad \text { with } \theta \equiv \theta+2 \pi, \tag{2.12}
\end{equation*}
$$

where we rescaled the metric by an overall constant and set $\tilde{R}_{0}=R_{0} / L_{\text {Ads }}$. There are two locally minimal surfaces, which are homologous to $(-\alpha, \alpha)$ on the asymptotic boundary; see Figure 5. Option 1 is a single geodesic, which is individually homologous to the interval $(-\alpha, \alpha)$. Option 2 is the union of the geodesic homologous to the complement ( $\alpha, 2 \pi-\alpha$ ) together with the BTZ horizon $\rho=0$. The Ryu-Takayanagi proposal picks the minimum of their two lengths. The length of the geodesic in Option 1

$$
\begin{equation*}
\cosh \rho=\frac{\cosh \left(\tilde{R}_{0} \alpha\right)}{\sqrt{\sinh ^{2}\left(\tilde{R}_{0} \alpha\right)-\sinh ^{2}\left(\tilde{R}_{0} \theta\right)}} \tag{2.13}
\end{equation*}
$$

regulated with a bulk cutoff $\rho<\log \mu^{-1}$ is $2 \log \left(2 \tilde{R}_{0} \sinh \left(\tilde{R}_{0} \alpha\right) / \mu\right)$, where we assume $\mu \ll \tilde{R}_{0}$ as befits a cutoff. Therefore, the lengths of the two options are

$$
\begin{equation*}
2 \log \frac{2 \tilde{R}_{0} \sinh \left(\tilde{R}_{0} \alpha\right)}{\mu} \quad \text { versus } \quad 2 \log \frac{2 \tilde{R}_{0} \sinh \left(\tilde{R}_{0}(\pi-\alpha)\right)}{\mu}+2 \pi \tilde{R}_{0} \tag{2.14}
\end{equation*}
$$

and the phase transition occurs when these two equal. When $R_{0} \sim L_{\text {AdS }}$, the critical interval leaves out an $\mathcal{O}(1)$ angle from the full circle, e.g. $\alpha_{\text {critical }}\left(\tilde{R}_{0}=2\right) \approx 0.94 \pi$. Note that the cutoff drops out from calculating the critical interval size because both options must have the same CFT ultraviolet divergences.

For a second example, consider $A=\left(x_{L}^{1}, x_{R}^{1}\right) \cup\left(x_{L}^{2}, x_{R}^{2}\right)$ in a holographic two-dimensional CFT on the plane. We take the CFT to be in the ground state, so the bulk geometry is pure $\mathrm{AdS}_{3}$ in coordinates that asymptote to a plane. These are called Poincaré coordinates and we have seen them in equation (1.30). The static slice on which to look for $\Xi$ is simply:

$$
\begin{equation*}
d s^{2}=\frac{d x^{2}+d z^{2}}{z^{2}} \tag{2.15}
\end{equation*}
$$

Again, there are two topologically distinct minimal surfaces $\Xi$ : a pair of geodesics homologous to ( $x_{L}^{1}, x_{R}^{1}$ ) and ( $x_{L}^{2}, x_{R}^{2}$ ) versus a pair of geodesics homologous to ( $x_{R}^{1}, x_{L}^{2}$ ) and $\left(x_{R}^{2}, x_{L}^{1}\right)$. A geodesic with endpoints $x_{L}$ and $x_{R}$ is given by

$$
\begin{equation*}
\left(x-x_{L}\right)\left(x-x_{R}\right)+z^{2}=0, \tag{2.16}
\end{equation*}
$$

which conveniently looks like a semi-circle on a Euclidean $x-z$ plane. Its length, regulated with $z>\mu$, is $2 \log \left(x_{R}-x_{L}\right) / \mu$ for $\mu \ll 1$. Therefore the lengths of the two options are:

$$
\begin{equation*}
2 \log \frac{\left(x_{R}^{1}-x_{L}^{1}\right)\left(x_{R}^{2}-x_{L}^{2}\right)}{\mu^{2}} \quad \text { versus } \quad 2 \log \frac{\left(x_{L}^{2}-x_{R}^{1}\right)\left(x_{R}^{2}-x_{L}^{1}\right)}{\mu^{2}} \tag{2.17}
\end{equation*}
$$



Figure 5: Two examples of phase transitions in holographic entanglement entropy. Left: the entanglement entropy of a single interval $A$ in a $\mathrm{CFT}_{2}$ thermal state can be realized holographically either as an individual geodesic homologous to $A$ (orange), or as the union of a geodesic homologous to $\bar{A}$ together with the black hole horizon (green). Right: the holographic entanglement entropy of two intervals in the $\mathrm{CFT}_{2}$ vacuum can be in the connected (continuous lines) or disconnected (dashed lines) phase.

Note that their difference is again cutoff-independent and turns out to be a function of the conformal cross-ratio, which is conformally invariant. We could have guessed so because conformal transformations are AdS isometries and a bulk isometry cannot change the phase of holographic entanglement entropy. The phase transition occurs when $\left(x_{R}^{1}-x_{L}^{1}\right)\left(x_{R}^{2}-x_{L}^{2}\right)=$ $\left(x_{L}^{2}-x_{R}^{1}\right)\left(x_{R}^{2}-x_{L}^{1}\right)$.

The covariant Hubeny-Rangamani-Takayanagi (HRT) proposal When the quantum state is not time-reversal symmetric, we need a more involved prescription for holographic entanglement entropy. First formulated in [11], it was later recast as the following maximin presciption [81]:

Hubeny-Ryu-Takayanagi proposal (maximin version):

$$
\begin{equation*}
S(A)=\max _{\Sigma \mid A \subset \partial \Sigma}\left(\min _{\Xi \subset \Sigma \& \Xi \sim A} \frac{\operatorname{Area}(\Xi)}{4 G \hbar}\right) \tag{2.18}
\end{equation*}
$$

We first minimize the area over surfaces $\Xi$ homologous to $A$, which live on a fixed bulk spatial slice $\Sigma$. The bulk slices $\Sigma$ must asymptote to the boundary region $A \subset$ CFT on the asymptotic boundary and the homology condition is imposed on $\Sigma$, that is $\Xi \cup A=\partial \tilde{\Sigma}$ with $\tilde{\Sigma} \subset \Sigma$. The holographic entanglement entropy is the maximal such area, with the maximum taken over all bulk spatial slices $\Sigma$ that asymptote to $A$.

The minimization in (2.18) is the same as in (2.11), but the subsequent maximization merits comment. Apply the HRT prescription to the semi-circle $(-\pi / 2, \pi / 2)$ of a holographic CFT on $S^{1} \times \mathbb{R}_{\text {time }}$ in its ground state; see Figure 6. The bulk geometry is pure $\mathrm{AdS}_{3}$ with cylindrical boundary:

$$
\begin{equation*}
d s^{2}=L_{\mathrm{AdS}}^{2}\left(-\cosh ^{2} \rho d t^{2}+d \rho^{2}+\sinh ^{2} \rho d \theta^{2}\right) \tag{2.19}
\end{equation*}
$$



Figure 6: This illustrates the maximization step in the maximin construction (2.18). The cyan and orange surfaces are minimal with respect to their underlying Cauchy surfaces. Compared to all other minimal surfaces, the cyan surface achieves maximal area.

The RT proposal looks for minimal surfaces (curves) on the $t=$ const. slice and settles on the spacelike geodesic that is its diameter. But in the covariant prescription, we consider all allowed slices $\Sigma$, including ones that contain null rays shot radially from the semi-circle endpoints toward the center of $\mathrm{AdS}_{3}$. Their length vanishes because they are null rays, but the maximization discards this option and again selects the RT geodesic. We recognize that the maximization is designed to discard lightlike shortcuts in the surface $\Xi$, which is now not a minimal but an extremal surface.

### 2.3 Structure and symmetry of spacetime - an entanglement view

The discussions in Sections 2.1 and 2.2 may seem disconnected. Section 2.1 recognizes that bifurcation horizons of black holes manifest quantum entanglement. The reasoning heavily exploits the Rindler-like character of the near-horizon geometry, with the four wedges-left and right Rindler wedges and the past and future wedge - meeting on its surface. Section 2.2 emphasizes that quantum entanglement manifests itself geometrically on surfaces, which are extremal.

In fact, the discussions are not disjoint. A bifurcation horizon of a stationary black hole is an extremal surface, which is how Section 2.2 subsumes Section 2.1. On the other hand, an extremal surface $\Xi$ is codimension-2, i.e. everywhere orthogonal to $1+1$-dimensional planes, which can be divided into four wedges. The extremization in (2.18) selects $\Xi$ that is minimal with respect to spatial deformations and maximal with respect to timelike deformations in the orthogonal $1+1$-space. This feature must somehow endow Ryu-Takayanagi surfaces with the same thermodynamic properties, which are enjoyed by black hole bifurcation horizons.

The subject of subregion duality formalizes this intuition. It does so by reimagining two
important aspects of stationary black holes, which were conspicuously absent in Section 2.2. One is the division of spacetime into black (white) hole interiors and two exterior regions. The other one is the Killing symmetry that generates time-translations at infinity, from which the Hawking temperature is derived (viz. equation 1.27). Both these concepts carry over to discussions of general Ryu-Takayanagi surfaces, albeit in insightfully modified forms.

We begin with defining an RT-surface analogue of a black hole exterior, which is called an entanglement wedge.

### 2.3.1 Subregion duality and entanglement wedges

We first have to invent a question, which a black hole exterior-like region will answer.
Our analysis of black holes in Section 2.1 started from the statement that the thermal state (2.2) of a single CFT is dual to a one-sided black hole such as (2.4). We then said that the thermofield double state (2.1) -an entangled state in a product of two CFTs - is dual to the maximally extended black hole (2.6), which has two exteriors and two asymptotic boundaries. A key fact here is that tracing out the second Hilbert space from $\mathcal{H} \otimes \overline{\mathcal{H}}$ wipes out from |TFD $\rangle$ the information about the second exterior whose asymptotic boundary supports $\overline{\mathcal{H}}$. Note that if we had traced out $\overline{\mathcal{H}}$ from some other purification $|W\rangle$ of $\rho(\beta)$ instead of $\mid$ TFD $\rangle$, we would have - by definition-obtained back the same $\rho(\beta)$, which describes the same single black hole exterior. We see that the reduced density matrix $\rho_{\mathcal{H}}=\operatorname{Tr}_{\mathcal{H}}|\mathrm{TFD}\rangle\langle\mathrm{TFD}|=\operatorname{Tr}_{\overline{\mathcal{H}}}|W\rangle\langle W|$ retains the information only about the exterior region whose boundary hosts $\mathcal{H}$ and forgets everything about the choice of purification $W$.

To summarize: Individual exterior regions of black holes remain unchanged when we alter the purification of the thermal density matrix $\rho(\beta)$. We may ask a similar question about a general reduced density matrix [82]:

## Subregion duality-statement of problem:

Consider a state $\rho$ (which may or may not be pure), which is the holographic dual of a semiclassical, asymptotically AdS spacetime. Divide the Hilbert space of the holographic CFT into $\mathcal{H}_{A} \otimes \mathcal{H}_{\bar{A}}$ and form the reduced density matrix $\rho_{A}=\operatorname{Tr}_{\bar{A}} \rho$. Which part of the original spacetime is dual to $\rho_{A}$ ?

Here are a few synonymous questions: What is the largest bulk region, which is independent of the choice of purification of $\rho_{A}$ ? What is the largest bulk region, which is unaffected by unitary transformations on $\bar{A}$ ? (This is equivalent to the former since different purifications are related by unitary transformations on the purifying Hilbert space; see text below equation 1.17.) And finally: what is the closest analogue of a single black hole exterior for a general Ryu-Takayanagi surface?

For completeness, we mention another rephrasing of the problem, which has been an important driver of understanding bulk reconstruction, and which is often the most convenient in explicit calculations. In its low energy limit, a generic AdS/CFT setup involves perturbative fields propagating on a semiclassical, asymptotically AdS spacetime. For the holographic description to make sense, every perturbative bulk field $\phi(x)$ must have an expansion in terms of CFT operators. Assuming such an expansion only involves local
operators $\mathcal{O}(X)$, we write:

$$
\begin{equation*}
\phi(x)=\int_{\mathrm{CFT}} d X K(x ; X) \mathcal{O}(X) \tag{2.20}
\end{equation*}
$$

This is often called the HKLL prescription after [83-86]; see also [63, 87, 88] for earlier versions. The kernel $K(x ; X)$, also called a smearing function, is not unique - a fact that reflects deep conceptual properties of the holographic map, some of which we discuss in Section 2.4. The criterion for finding $K(x ; X)$ is that $\phi(x)$ must solve bulk equations of motion, which means that it is essentially a Green's function, sensitive to the choice of boundary conditions.

To proceed, we need a definition. We will use it extensively, both in the boundary field theory and in the bulk:

## Domain of dependence - definition:

The domain of dependence $D(A)$ of a region $A$ is that region, which is spacelike separated from all points on a Cauchy slice of the theory, which live outside $A$. In a causal theory, it is the region where the physics can be calculated from initial data inside $A$ by using equations of motion.
Example: In a $1+1$-dimensional field theory, the domain of dependence of a spacelike interval is a causal diamond.

One sufficient condition for subregion duality is the following: if $x$ belongs to the part of spacetime dual to $\rho_{A}$ then there exists $K(x ; X)$ in equation (2.20) whose support in the CFT is confined to the CFT domain of dependence of $A$. We allow the smearing function to occupy the CFT domain of dependence of $A$, rather than restricting it to $A$ itself, because $D(A)$-unlike $A$ itself-is a covariant concept.

Many authors have studied formula (2.20)-a smearing of local CFT operators - and found explicit kernels $K(x ; X)$ for AdS-Rindler [84] and BTZ [85] spacetimes. These are case-by-case realizations of subregion duality. However, as was emphasized to us by Patrick Hayden, the existence of a formula (2.20) is sufficient but not necessary for an instance of subregion duality to hold. It is possible that a bulk operator can be rewritten as a combination of boundary operators, and yet every such rewriting necessarily involves non-local boundary operators. There is evidence that this is the generic situation: References [89, 90] have given general, HKLL-like reconstructions that rely on modular flow (see equation 2.27), which in almost all situations is non-local. Yet another conceptually tricky aspect of (2.20) is the extent to which a foreknowledge of the bulk geometry is used in finding $K(x ; X)$. If one needs to know the bulk geometry ahead of time, before solving for a Green's function and finding $K(x ; X)$, then formula (2.20) is not sufficient for demonstrating subregion duality. This issue was emphasized e.g. in [91, 92]. We will not study explicit smearing functions in this review. Instead, in Section 2.4, we sketch a more formal, explicit realization of bulk reconstruction subregion by subregion.

Having stated the problem of subregion duality, we now state its solution. The idea of its proof [93] is explained at the end of Section 2.3.2.

## Entanglement Wedge of CFT region $A$ :

Find an extremal surface $\Xi$ in proposal (2.18), then identify the subregion $\tilde{\Sigma}$ of a bulk Cauchy slice, which is bound by $\Xi$ and $A \subset \mathrm{CFT}: \partial \tilde{\Sigma}=\Xi \cup A$. The entanglement wedge of $A$ is the bulk domain of dependence of $\tilde{\Sigma}$ :

$$
\begin{equation*}
\mathcal{W}(A)=D_{\text {bulk }}(\tilde{\Sigma}) \tag{2.21}
\end{equation*}
$$

The entanglement wedge $\mathcal{W}(A)$ is dual $\rho_{A}$. It solves the subregion duality problem.

## Salient properties of entanglement wedges:

- The maximizing Cauchy slice $\Sigma$ in (2.18) is not unique, and neither is $\tilde{\Sigma}$. But they all identify the same surface $\Xi$ and therefore all choices of $\tilde{\Sigma}$ have the same boundary $\partial \tilde{\Sigma}=\Xi \cup A$. Consequently, they all have the same domain of dependence, so $\mathcal{W}(A)$ is well-defined.
- As long as the Quantum Focusing Conjecture (a quantum generalization of the null energy condition) is satisfied in the bulk, nested CFT regions have nested entanglement wedges [94]:

$$
\begin{equation*}
D_{\mathrm{CFT}}(A) \subset D_{\mathrm{CFT}}(B) \quad \Rightarrow \quad \mathcal{W}(A) \subset \mathcal{W}(B) \tag{2.22}
\end{equation*}
$$

- The entanglement wedge of a region asymptotes to its boundary domain of dependence; see Figure 7 for illustration.

$$
\begin{equation*}
\mathcal{W}(A) \cap \mathrm{CFT}=D_{\mathrm{CFT}}(A) \tag{2.23}
\end{equation*}
$$

If this were violated, a boundary point $X$ that is in $\mathcal{W}(A)$ but outside $D_{\mathrm{CFT}}(A)$ would be timelike-separated from at least one point $Y$ on the CFT Cauchy slice $\Sigma \cap$ CFT, which is outside $A$. (Here $\Sigma$ is the bulk slice stipulated in definition 2.18.) By virtue of being on the asymptotic boundary, this $Y$ should be part of $\partial \tilde{\Sigma}$ in equation (2.21), yet it is neither in $A$ nor in $\Xi$.

- Entanglement wedges generally reach deeper than bulk causality would naïvely suggest. To make this statement rigorous, imagine what it would mean to solve subregion duality using bulk causality alone. Because the region dual to $\rho_{A}$ must asymptote to the boundary domain of dependence of $A$ as in (2.23), the simplest option is the causal wedge $\mathcal{C}(A)$ : the bulk region where the future and the past of $D_{\mathrm{CFT}}(A)$ intersect, see Figure 7. So long as the null energy condition holds, this region is a subset of the entanglement wedge [81, 95, 96]

$$
\begin{equation*}
\mathcal{C}(A) \subset \mathcal{W}(A) \tag{2.24}
\end{equation*}
$$

and it is not the answer to the subregion duality problem.


Figure 7: Comparison between the entanglement wedge (blue) and causal wedge (green) with respect to the same boundary causal diamond $D_{\mathrm{CFT}}(A)$. The boundary of the causal wedge is a smooth null surface. The boundary of the entanglement wedge is not generally smooth due to caustics though it is null wherever it is smooth.

- In spacetimes obeying the null energy condition, inclusion (2.24) is a consequence of the Gao-Wald theorem [97], which says that if two boundary points $X$ and $Y$ are null-separated on boundary, their separation through the bulk is generically spacelike, null in marginally fine-tuned cases, and never timelike. Therefore, a geodesic segment that goes from the bottom of $D_{\mathrm{CFT}}(A)$ to the HRT surface $\Xi$, as well as one that goes from $\Xi$ to the top of $D_{\mathrm{CFT}}(\bar{A})$, must be spacelike. This is equivalent to (2.24).
- The entanglement wedge of $A$ contains bulk points, which are spacelike-separated from $D_{\mathrm{CFT}}(A)$, i.e. not in causal contact with anywhere in the CFT where the physics could be calculated from initial data on $A$. See Figure 7 for illustration. This fact is synonymous with (2.24), but we reiterate this point because it is one of the most surprising and counterintuitive features of subregion duality.
- The cases discussed in Section 2.1 are marginal in that the Gao-Wald gravitational time delay vanishes and, as a result, the entanglement wedge agrees with the causal wedge. A set of sufficient conditions for this circumstance was characterized from the CFT point of view in [98].
- The boundary of the entanglement wedge has caustics: points where initially parallel lightlike rays meet and where the expansion from equation (1.4) diverges. This is the only way that a part of $\partial \mathcal{W}(A)$ can be spacelike (as equation 2.24 implies) even though $\mathcal{W}(A)$ is the domain of dependence of a region. The pattern was caustics was studied and illustrated in [96].


### 2.3.2 Modular Hamiltonians

The other aspect of stationary black holes, which we wish to creatively implant onto general entanglement wedges, is their timelike Killing symmetry. In the near-horizon region where the metric is approximately Rindler, this symmetry generates transversal boosts; we have seen examples in equations (1.23) and (2.6). On the asymptotic boundary, it generates global time translations. Recall that the Hawking temperature $\beta^{-1}$ measures the relative factor between the two: how fast proper time of accelerating observers in the near-horizon Rindler region passes relative to global time at infinity; see equations (1.27) and (2.5) for examples. This temperature then enters the holographic description of the black hole as a thermal state

$$
\begin{equation*}
\rho(\beta)=e^{-\beta H} \tag{2.25}
\end{equation*}
$$

where $H$ is the Hamiltonian of the boundary CFT.
A typical entanglement wedge does not have a global Killing symmetry. Therefore, in going from black holes to generic entanglement wedges, we will be forced to discard the global, far-from-horizon considerations: that $H$ generates time translations and sets a temperature readable at infinity. But other aspects of $H$ generalize well. Because every reduced density matrix $\rho_{B}$ of a CFT region $B$ is a trace class non-negative operator, we can take its logarithm and define the modular Hamiltonian $H_{\bmod } \equiv-\log \rho_{B}$. To the extent that the near-horizon (or near-Ryu-Takayanagi surface) geometry is the same for all entanglement wedges, this operator should-like $H$ in geometries dual to (2.25) - generate orthogonal boosts near the RT surface [99-101]:

$$
\begin{equation*}
H_{\mathrm{mod}} \equiv-\log \rho_{B}=\hat{A}+H_{\mathrm{boost}}^{\perp}+\ldots \tag{2.26}
\end{equation*}
$$

Here $\hat{A}$ is a possible operator that localizes on the RT surface in the bulk and therefore does not affect the action of $H_{\text {mod }}$ as a boost. The ellipses include corrections suppressed by powers of $N$ and (signatures of) deviations from the assumed Rindler-like geometry, which are controlled by local curvature invariants near the Ryu-Takayanagi surface and the dominant eigenvalue of its extrinsic curvature tensor [89]. Failing to define a global Killing field, further away from the RT surface $H_{\text {mod }}$ becomes an intractable, non-local operator, which means that the ellipses in (2.26) dominate. But even in that case $H_{\text {mod }}$ always identifies a one-parameter family of operators with identical correlation functions in $\rho_{B}:$

$$
\begin{equation*}
\operatorname{Tr} e^{-H_{\mathrm{mod}}} \mathcal{O}=\operatorname{Tr} e^{-H_{\mathrm{mod}}} e^{-i s H_{\mathrm{mod}}} \mathcal{O} e^{i s H_{\mathrm{mod}}} \equiv \operatorname{Tr} e^{-H_{\mathrm{mod}}} \mathcal{O}(s) \tag{2.27}
\end{equation*}
$$

We call the transformation $\mathcal{O} \rightarrow \mathcal{O}(s)$ modular time translation, in analogy to similar statements involving time translations in the thermal state where $H_{\bmod }=\beta H$.

## Consequences and extensions of (2.26):

- The modular Hamiltonian is derived from, and contains all the information about, the quantum entanglement between regions $B$ and $\bar{B}$ in the CFT. Identification (2.26) is a striking example of geometrization of entanglement.
- The entanglement entropy (1.18) is $S=\operatorname{Tr} \rho_{B} H_{\bmod } \equiv\left\langle H_{\bmod }\right\rangle_{\rho_{B}}$.
- Ordinarily, we expect that the boost $H_{\text {boost }}^{\perp} \subset H_{\text {mod }}(B)$ transforms a neighborhood of an RT surface on either side of it: the $B$-facing side, and the $\bar{B}$-facing side. This is in some tension with how we defined $H_{\text {mod }}(B)$-as an operator acting on $\mathcal{H}_{B}$ and not on $\mathcal{H}_{\bar{B}}$. One might try to make sense of (2.26) by restricting $H_{\text {boost }}^{\perp}$ to act only on the $B$-facing side of the RT surface, but such an operator is necessarily singular. This pathology is holographically dual to the fact that in quantum field theory defining the modular Hamiltonian as $H_{\bmod }(B)=-\log \rho_{B}$ is not rigorous. As mentioned in Section 1.2, the CFT Hilbert space may not factorize as $\mathcal{H}_{B} \otimes \mathcal{H}_{\bar{B}}$, in which case we cannot even take a partial trace to define $\rho_{B}$ [26-30]. Even if the Hilbert space does factorize, the modular Hamiltonian depends on a largely arbitrary choice of boundary conditions at the entangling surface [31-33]. The way around this problem is to consider the two-sided or full modular Hamiltonian [102, 103]:

$$
\begin{equation*}
H_{\bmod }^{\mathrm{total}}(B) \equiv H_{\bmod }(B)-H_{\bmod }(\bar{B}) \tag{2.28}
\end{equation*}
$$

While the individual terms on the right hand side may not be well defined, the combination on the left always is [104, 105]. There is a relative minus sign on the right hand side because a boost that acts 'toward the future' in the right Rindler wedge acts 'toward the past' in the left Rindler wedge; see the left panel of Figure 1. The same relative minus sign cancels off ultraviolet pathologies in $H_{\bmod }(B)$ and $H_{\text {mod }}(\bar{B})$. We ignore this complication elsewhere in the text.

- When we consider how perturbations $\rho_{B} \rightarrow \rho_{B}+\delta \rho$ affect the entanglement entropy, the term $\operatorname{Tr} \rho_{B} \delta H_{\text {mod }}=-\operatorname{Tr} \delta \rho \subset \delta \operatorname{Tr} \rho_{B} H_{\text {mod }}$ vanishes lest the perturbed state be improperly normalized. Therefore:

$$
\begin{equation*}
\delta S=\operatorname{Tr}(\delta \rho) H_{\mathrm{mod}}=\left\langle H_{\mathrm{mod}}\right\rangle_{\delta \rho} \equiv \Delta\left\langle H_{\mathrm{mod}}\right\rangle_{\rho} \tag{2.29}
\end{equation*}
$$

This should be distinguished from $\left\langle\Delta H_{\text {mod }}\right\rangle_{\rho}$ from equation (2.31). Equation (2.29) is often called the entanglement first law.

- A bulk counterpart of (2.29) is that for infinitesimal changes in the metric, one can compute the change in holographic entanglement entropy by integrating $\delta \sqrt{h}$ (the induced metric) on the old surface $\Xi$. Finding a new extremal surface corresponds to a shift in $H_{\text {mod }}$ because the surface $\Xi$ is preserved by $H_{\text {mod }}: \Xi$ won't shift if $H_{\text {mod }}$ doesn't. Shifting the location of an RT surface is necessarily a second order effect.
- Consider bulk field theory on a semiclassical background geometry dual to $\rho_{B}$. We may then ask about the bulk modular Hamiltonian, which describes the entanglement of perturbative bulk fields across the RT surface. This $H_{\text {mod }}^{\text {bulk }}$ acts near the RT surface as the orthogonal boost - a result we obtained in our Rindler analysis leading to (1.19). Therefore, it is at least plausible that equation (2.26) may be rewritten as:

$$
\begin{equation*}
H_{\mathrm{mod}}^{\mathrm{CFT}}=\hat{A}+H_{\mathrm{mod}}^{\text {bulk }}+\mathcal{O}\left(N^{<0}\right) \tag{2.30}
\end{equation*}
$$

The superscript on the left emphasizes that that modular Hamiltonian is defined in the CFT and includes effects to all orders in $N^{-1}$. In contrast, the bulk modular

Hamiltonian $H_{\text {mod }}^{\text {bulk }}$ is $\mathcal{O}\left(N^{0}\right)$, which is how perturbative bulk fields are defined in AdS/CFT. The authors of [101] confirmed equation (2.30) with careful reasoning, a result known by the acronym JLMS.

- In (2.30), the term $\hat{A}$ is leading order in an expansion in $N^{-1}$ since it is the only term which can produce $\left\langle H_{\text {mod }}^{\text {bulk }}\right\rangle=$ Area $/ 4 G \hbar$. (Recall that $G \propto l_{P}^{d-1}$ carries a negative power of $N$ relative to $L_{\text {AdS }}$.) We interpret $\hat{A}$ as the area operator in the semiclassically quantized bulk theory; it is diffeomorphism-invariant because the surface $\Xi$ is. In cases where the CFT Hilbert space fails to factorize into $\mathcal{H}_{B} \otimes \mathcal{H}_{\bar{B}}, \hat{A}$ might involve extra ingredients, which reflect the scheme-dependence of computing entanglement entropy in such settings [26].
- A measure of distinguishability of two density matrices $\rho$ and $\sigma$ is the relative entropy:

$$
\begin{equation*}
S(\rho \mid \sigma)=\operatorname{Tr}(\rho \log \rho-\rho \log \sigma) \equiv\left\langle\Delta H_{\bmod }\right\rangle_{\rho} \tag{2.31}
\end{equation*}
$$

When $\sigma$ differs from $\rho$ by terms at most of order $\mathcal{O}\left(N^{0}\right)$, this expression is only sensitive to the bulk modular Hamiltonians [93, 101]. We have:

$$
\begin{align*}
S\left(\rho^{\mathrm{CFT}} \mid \sigma^{\mathrm{CFT}}\right) & =\operatorname{Tr} \rho^{\mathrm{CFT}}\left(H_{\mathrm{mod}}^{\mathrm{CFT}, \sigma}-H_{\mathrm{mod}}^{\mathrm{CFT}, \rho}\right)  \tag{2.32}\\
& =\operatorname{Tr} \rho^{\text {bulk }}\left(H_{\mathrm{mod}}^{\text {bulk }, \sigma}-H_{\mathrm{mod}}^{\text {bulk }, \rho}\right)=S\left(\rho^{\text {bulk }} \mid \sigma^{\text {bulk }}\right)
\end{align*}
$$

where in the last line we refer to the reduced density matrices of the bulk perturbative fields on one side of $\Xi$.

- Taking $\rho^{\mathrm{CFT}}$ and $\sigma^{\mathrm{CFT}}$ to be different states on some CFT region $B$, we see that their distinguishability is entirely captured by the distinguishability of perturbative fields in the entanglement wedge of $B$, which is where $\rho^{\text {bulk }}$ and $\sigma^{\text {bulk }}$ are defined.

This last point is so momentous that it deserves its own graybox:

## Proof of subregion duality [93]:

The bulk region $\mathcal{W}(B)$ is dual to the CFT state $\rho_{B}^{\mathrm{CFT}}$ because distinguishing $\rho_{B}^{\mathrm{CFT}}$ from another state $\sigma_{B}^{\mathrm{CFT}}$ can always be done by inspecting $\mathcal{W}(B)$ and using (2.32).

But for a complete proof, Reference [93] had to tackle an additional subtlety, to which we turn presently.

### 2.4 Error correction

Consider the setup in Figure 8. We have divided a Cauchy slice of the boundary CFT into three disjoint, connected regions $A, B, C$. We identify the three entanglement wedges ${ }^{2}$ $\mathcal{W}(A B), \mathcal{W}(B C), \mathcal{W}(C A)$ and observe that they all intersect in the middle of the bulk spacetime. This is very intriguing. Subregion duality says that a bulk field theory operator $\phi(x)$ supported in that region should be reconstructible (in the sense of equation 2.20) in


Figure 8: The paradox of reconstruction, which illustrates the error-correcting property of the bulk. The bulk field $\phi$ in the center can be reconstructed from $\rho_{A B}$ (left) and likewise from $\rho_{B C}$ or $\rho_{C A}$, but not from $\rho_{A}$ (right) nor from $\rho_{B}$ nor $\rho_{C}$.
terms of CFT operators, which act in $A B$ alone, or in $B C$ alone, or in $C A$ alone. Therefore $\phi(x)$ should act trivially on $C$ and $A$ and $B$, but the only such operator is the identity!

The insight of $[93,106]$ - and a way out of this paradox - is that bulk reconstruction (2.20) should not be understood as a fundamental equality of operators, but as equality of correlation functions in a certain subspace of the Hilbert space called code subspace $\mathcal{H}_{\text {code }}$. For perturbative fields such as $\phi(x)$, a natural code subspace is the space of states where bulk effective field theory is valid, in which case $\mathcal{H}_{\text {code }}^{\perp}$ comprises stringy bulk states as well as states whose quantum numbers are parametric in $N$. In a certain precise sense, the choice of code space can be understood as renormalizing the bulk Newton's constant [107].

All preceding assertions involving bulk fields-from (2.20) to the JLMS relation (2.30)must be understood as valid only within $\mathcal{H}_{\text {code }}$. For example, the proof of subregion duality [93] technically establishes that any operator $\phi_{\text {code }}$ which acts on $\mathcal{H}_{\text {code }}$ and localizes in $\mathcal{W}(B)$ has at least one reconstruction in the $B$-factor of the full Hilbert space.

A toy model The $\phi(x)$ in the example above must be reconstructible in the CFT even when we lose access to any one of regions $A, B, C$-though not if we lose access to two of them. The task is thus to reconstruct $\phi(x)$ in the presence of a single-site error (if the data in one region get corrupted) or a single-site erasure. A standard quantum computing protocol $[108,109]$ achieves error/erasure correction. (For an earlier application of quantum error correction to gravity see [110].) The insight of [106] is that local bulk fields in AdS/CFT work the same way.

The simplest model comprises three physical qutrits: systems, which can be in one of three states $|0\rangle,|1\rangle,|2\rangle$. The three physical qutrits stand for the three regions $A, B, C$. Our code subspace $\mathcal{H}_{\text {code }}$ will contain one so-called logical qutrit, which represents the Hilbert

[^1]space of bulk perturbation theory. If we embed a copy of $\mathcal{H}_{\text {code }}$ in $\mathcal{H}_{A} \otimes \mathcal{H}_{B} \otimes \mathcal{H}_{C}$ via
\[

$$
\begin{align*}
& |\tilde{0}\rangle=\frac{1}{\sqrt{3}}(|000\rangle+|111\rangle+|222\rangle) \\
& |\tilde{1}\rangle=\frac{1}{\sqrt{3}}(|012\rangle+|120\rangle+|201\rangle)  \tag{2.33}\\
& |\tilde{2}\rangle=\frac{1}{\sqrt{3}}(|021\rangle+|102\rangle+|210\rangle)
\end{align*}
$$
\]

then the logical qutrit will be protected against error/erasure of any one physical qutrit. Here protection means that any superposition $|\psi\rangle=q_{0}|0\rangle+q_{1}|1\rangle+q_{2}|2\rangle \in \mathcal{H}_{\text {code }}$ can be recovered from $|\tilde{\psi}\rangle=q_{0}|\tilde{0}\rangle+q_{1}|\tilde{1}\rangle+q_{2}|\tilde{2}\rangle$ by a unitary transformation, which acts nontrivially only on the remaining two qutrits. Specifically, for the erasure of the third qutrit we use

$$
\begin{array}{rlrl} 
& |00\rangle & \rightarrow|00\rangle & |11\rangle \rightarrow|01\rangle \\
U_{A B}: & |22\rangle & \rightarrow|02\rangle  \tag{2.34}\\
& |01\rangle & \rightarrow|12\rangle & |12\rangle \rightarrow|10\rangle \quad|20\rangle \rightarrow|11\rangle \\
& |02\rangle & \rightarrow|21\rangle & |10\rangle \rightarrow|22\rangle
\end{array}|21\rangle \rightarrow|20\rangle
$$

and find:

$$
\begin{equation*}
\left(U_{12} \otimes I_{3}\right)|\tilde{\psi}\rangle=|\psi\rangle \otimes \frac{1}{\sqrt{3}}(|00\rangle+|11\rangle+|22\rangle) \tag{2.35}
\end{equation*}
$$

Converting this into a transformation of operators, we recognize that an operator $\mathcal{O}_{\text {code }}$ can be emulated by a physical operator $\mathcal{O}_{A B}=U_{A B} \mathcal{O}_{\text {code }} U_{A B}^{\dagger}$ in a way that is independent of the $C$-qutrit. The operator $\mathcal{O}_{A B}$ symbolizes the reconstruction of a bulk operator $\mathcal{O}_{\text {code }}$ in the entanglement wedge of $A B$.

Correlation functions of operators of the form $U_{A B} \mathcal{O}_{\text {code }} U_{A B}^{\dagger}$ are, by construction, the same as those of $\mathcal{O}_{\text {code }}$. But operators, which cannot be written as $U_{A B} \mathcal{O}_{\text {code }} U_{A B}^{\dagger}$ (or similarly with $U_{B C}$ or $U_{C A}$ ), have no meaning in $\mathcal{H}_{\text {code }}$ and neither do three-qutrit states outside the span of (2.33). Those are analogous to operators and states, which go outside bulk perturbation theory and which can exhibit non-local behavior in the bulk.

Explicit recovery channel for bulk reconstruction A key piece of data that characterizes an error correcting scheme is the way the logical degrees of freedom (the tilded qutrit in the toy model) is embedded in the larger Hilbert space that offers protection from error. An example is equation (2.33). In a context where the protagonists are density operators $\rho$ rather than pure states $|\psi\rangle \in \mathcal{H}$, we express this piece of data as a quantum channel-a trace-preserving positive map, which sends density matrices to density matrices:

$$
\begin{equation*}
\text { quantum channel } \mathcal{N}: \quad \rho \rightarrow \mathcal{N}[\rho] \tag{2.36}
\end{equation*}
$$

A quantum channel is just like a quantum mechanical operator $\mathcal{O}:|\psi\rangle \rightarrow \mathcal{O}|\psi\rangle$, except that it acts on mixed states $\rho$ rather than pure states $|\psi\rangle$.

As a generalization of (2.33), we consider a quantum channel $\mathcal{N}_{0}$, which embeds a density operator on $\mathcal{H}_{\text {code }}$ in some larger space of density operators for error protection. The resulting density operator $\mathcal{N}_{0}[\rho]$ is then subject to an error or erasure, which is also
conceptualized as a quantum channel $\mathcal{E}: \mathcal{N}_{0}[\rho] \rightarrow \mathcal{E}\left[\mathcal{N}_{0}[\rho]\right]$. Let us call the combined effect of encoding and erasure $\mathcal{N}[\rho]$ :

$$
\begin{equation*}
\mathcal{N}: \quad \rho \xrightarrow{\text { encode }} \mathcal{N}_{0}[\rho] \xrightarrow{\text { erasure }} \mathcal{E} \circ \mathcal{N}_{0}[\rho] \equiv \mathcal{N}[\rho] \tag{2.37}
\end{equation*}
$$

Suppose a class of states $\rho$ obeys the following equality of relative entropies

$$
\begin{equation*}
S(\rho \mid \sigma)=S(\mathcal{N}[\rho] \mid \mathcal{N}[\sigma]) \tag{2.38}
\end{equation*}
$$

for some reference state $\sigma$. Then and only then [111], there exists an explicit recovery channel $\mathcal{R}$ such that $\mathcal{R} \circ \mathcal{N}[\rho]=\rho$. The recovery channel, called the Petz map, works for all $\rho$ obeying (2.38). It is given explicitly by

$$
\begin{equation*}
\mathcal{P}_{\sigma, \mathcal{N}}=\sigma^{1 / 2} \mathcal{N}^{*}\left[\mathcal{N}[\sigma]^{-1 / 2}(\ldots) \mathcal{N}[\sigma]^{-1 / 2}\right] \sigma^{1 / 2}, \tag{2.39}
\end{equation*}
$$

where $\mathcal{N}^{*}$ is the adjoint of $\mathcal{N}$. Note that the recovery channel-as well as its domain of applicability (2.38) - depends on a reference state $\sigma$. But, thankfully, it does not depend on $\rho$, so it can be used to recover to $\rho: \mathcal{P}_{\sigma, \mathcal{N}} \circ \mathcal{N}[\rho]=\rho$.

The Petz map allows an explicit realization of subregion duality [90]. The error correcting property of the holographic map defines a globally defined quantum channel $\mathcal{N}_{0}$, which maps states in bulk effective field theory to states in the CFT:

$$
\begin{equation*}
\mathcal{N}_{0}: \quad \rho^{\text {bulk effective field theory }} \rightarrow \rho^{\text {CFT }} \tag{2.40}
\end{equation*}
$$

Further, from equation (2.32), we know that the holographic map has the following property:

$$
\begin{equation*}
S\left(\rho_{\mathcal{W}(A)}^{\text {bulk }} \mid \sigma_{\mathcal{W}(A)}^{\text {bulk }}\right)=S\left(\rho_{A}^{\mathrm{CFT}} \mid \sigma_{A}^{\mathrm{CFT}}\right)+\mathcal{O}(1 / N) \tag{2.41}
\end{equation*}
$$

The $1 / N$ corrections are due to shifts in the extremal surface $\Xi(A)$ and redefinitions of entanglement wedge $\mathcal{W}(A)$, which are occasioned by the entanglement of perturbative bulk fields, and which we discuss in Section 6.3.2. Equation (2.41) looks like the necessary and sufficient condition for the Petz map to work, though it is subject to $\mathcal{O}(1 / N)$ corrections.

To apply the Petz map for bulk reconstruction, Reference [90] had to tackle several problems. To begin, bulk states $\rho_{\mathcal{W}(A)}^{\text {bulk }}$ and $\sigma_{\mathcal{W}(A)}^{\text {bulk }}$ are not even in the domain of $\mathcal{N}_{0}$, which takes global bulk states to global CFT states. The authors of [90] first replace $\rho_{\mathcal{W}(A)}^{\text {bulk }} \rightarrow \rho_{\mathcal{W}(A)}^{\text {bulk }} \otimes \tau_{\overline{\mathcal{W}(A)}}$ for some fiducial, maximal rank $\tau$, and show that this only adds small, controllable error in all subsequent formulas. In terms of $\mathcal{N}_{0}$ and $\tau$, the CFT state on $A$ is: ${ }^{3}$

$$
\begin{equation*}
\rho_{A}^{\mathrm{CFT}}=\operatorname{Tr}_{\bar{A}} \mathcal{N}_{0}\left[\rho_{\mathcal{W}(A)}^{\text {bulk }} \otimes \tau_{\overline{\mathcal{W}(A)}}\right] \tag{2.42}
\end{equation*}
$$

We think of the quantum channel $\rho_{\mathcal{W}(A)}^{\text {bulk }} \rightarrow \rho_{A}^{\mathrm{CFT}}$ defined by (2.42) as $\mathcal{N}$ in equation (2.37); the tracing out of $\bar{A}$ is like the erasure step. Equation (2.41) is now in the general

[^2]form (2.38), but it is subject to $\mathcal{O}(1 / N)$ corrections. In this circumstance, a twirled Petz map [112]
\[

$$
\begin{equation*}
\mathcal{R}_{\sigma, \mathcal{N}}=\frac{\pi}{2} \int_{-\infty}^{\infty} \frac{d t}{\cosh \pi t+1} \sigma^{-i t / 2} \mathcal{P}_{\sigma, \mathcal{N}}\left[\mathcal{N}[\sigma]^{i t / 2}(\ldots) \mathcal{N}[\sigma]^{-i t / 2}\right] \sigma^{i t / 2} \tag{2.43}
\end{equation*}
$$

\]

allows an approximate recovery, in the sense that $\left\|\rho-\mathcal{R}_{\sigma, \mathcal{N}} \circ \mathcal{N}[\rho]\right\|$ is also of order $\mathcal{O}(1 / N)$ under reasonable operator norms.

The adjoint channel $\mathcal{R}_{\sigma, \mathcal{N}}^{*}$ then maps bulk operators $\phi(x)$ to CFT operators:

$$
\begin{equation*}
\phi(x) \rightarrow \mathcal{R}_{\sigma, \mathcal{N}}^{*}[\phi(x)] \tag{2.44}
\end{equation*}
$$

This is an upgraded version of HKLL reconstruction (2.20), in the sense that the CFT correlation functions of operators $\mathcal{R}_{\sigma, \mathcal{N}}^{*}[\phi(x)]$ reproduce bulk correlation functions of $\phi(x)$ up to $\mathcal{O}(1 / N)$ corrections. Unlike the original equation (2.20), however, the encoded operators $\mathcal{R}_{\sigma, \mathcal{N}}^{*}[\phi(x)]$ may not be smearings of local CFT operators.

## 3 Tensor networks

It would be nice to have a visualization tool for the facts we learned in Sections 2.2-2.4. Condensed matter theorists often study quantum states of multi-partite systems, frequently with peculiar entanglement structures, and have long felt a similar need. This is why they invented tensor networks.

To represent exactly the quantum state of an $n$-body system, one needs a number of parameters that grows exponentially in $n$. A method to circumvent this difficulty is to consider special classes of states, which require fewer parameters but which hopefully encompass (or closely approximate) the quantum state of interest. We design such classes using a graphical notation, in which nodes with $k$ legs correspond to $k$-index tensors and individual legs represent vectors in Hilbert spaces. Joining two legs to make an internal bond means replacing two vectors $|\psi\rangle \in \mathcal{H}_{1}$ and $|\phi\rangle \in \mathcal{H}_{2}$ with a number-that is, applying a bilinear form. More physically, the joining of legs projects $|\psi\rangle \otimes|\phi\rangle$ onto entangled pairs of $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ whose entanglement structure is determined by the bilinear form. Annotated examples of simple tensor networks are shown in Figure 9.

Designing a tensor network for a chosen class of states is an art as much as it is a science. Certain architectures are attractive because (i) they describe a many-body state using few parameters or (ii) they graphically encapsulate an interesting feature of a quantum state. One example is the Multi-scale Entanglement Renormalization Ansatz (MERA) network [114-116], which achieves (i): it captures ground states of 1+1-dimensional CFTs very efficiently. In Reference [117], Swingle made an explosively impactful observation: MERA also achieves (ii) in that it looks like the holographically dual anti-de Sitter space!

That observation ushered the ingress of tensor networks into gravity and holography. Below we describe in some detail three important classes of tensor networks useful to holographers, though other architectures [118-125] are also useful. Tensor networks are used primarily as visualization tools and toy models, and have more than once motivated novel conjectures about the role of quantum information theory in gravity, for example in [126130].


Figure 9: Examples of tensor networks. (a) A featureless tensor network composed of a single tensor prepares a generic $n$-body wavefunction. (b) A tensor network composed of a chain of tensors contracted together called a matrix product state. (c) The unitary (resp. isometric) character of the disentanglers and isometries in the MERA network (Figure 10 below) means that these tensors cancel out when contracted with their hermitian conjugates. Figure is reproduced with permission from [113].

### 3.1 MERA

The MERA network [114-116] is shown in Figure 10. The four-legged tensors are called disentanglers and the three-legged tensors are called isometries. Disentanglers are unitary when read top to bottom. Isometries are called isometries because they can be extended to unitary transformations by the addition of an extra leg. This means that both unitaries and isometries cancel out when contracted with Hermitian conjugates, as shown in panel (c) of Figure 9. This in turn implies that the reduced density matrix of a region $\rho_{A}=\operatorname{Tr}_{\bar{A}}|\Psi\rangle\langle\Psi|$ takes the simplified graphical form shown in Figure 12.

It is easy to see that the MERA network looks like the spatial slice of metric (2.15). The coordinate density of tensors dies off exponentially in successive layers, which captures the $g_{x x}=e^{2 \rho}$ metric component of

$$
\begin{equation*}
\frac{d x^{2}+d z^{2}}{z^{2}}=d \rho^{2}+e^{2 \rho} d x^{2} \quad \text { where } z=e^{-\rho} \tag{3.1}
\end{equation*}
$$

Beyond this, there are several more striking similarities:

- Consider the entanglement entropy of an interval $A$. When we cut a tensor network into two pieces-one containing $A$ and the other containing $\bar{A}$-we expose on each side of the cut an additional Hilbert space $\mathcal{H}_{L, R}^{\text {cut }}$; see Figure 11 for illustration. $\mathcal{H}_{L}^{\text {cut }}$ is the tensor product of Hilbert spaces $\mathcal{H}_{L(i)}^{\text {cut }}$ associated to individual ruptured bonds $i$. The severed halves of the network now prepare some $|\phi\rangle_{A} \otimes|\phi\rangle_{L}^{\text {cut }} \in \mathcal{H}_{A} \otimes \mathcal{H}_{L}^{\text {cut }}$ and $|\psi\rangle_{\bar{A}} \otimes|\psi\rangle_{R}^{\text {cut }} \in \mathcal{H}_{\bar{A}} \otimes \mathcal{H}_{R}^{\text {cut }}$. Because the original state is obtained from these two


Figure 10: The MERA tensor network. The blue triangles are isometries and the red squares are called disentanglers. Figure is reproduced with permission from [113].


Figure 11: A cut through a tensor network exposes a Hilbert space $\mathcal{H}_{L, R}^{\text {cut }}$ on either side. For any cut that subsumes $A, \log$ (dimension) of that Hilbert space is an upper bound on $S(A)$; see equation (3.2). In practice, $S(A)$ is often proportional to $\log \operatorname{dim} \mathcal{H}_{L(i)}^{\text {cut }}$ of the shortest cut. Figure is reproduced with permission from [113].
by projecting onto entangled states of $\mathcal{H}_{L}^{\text {cut }} \otimes \mathcal{H}_{R}^{\text {cut }}$, the entanglement entropy $S(A)$ is bounded by:

$$
\begin{equation*}
S(A) \leq \log \operatorname{dim} \mathcal{H}_{L}^{\text {cut }}=\sum_{i \in \mathrm{cut}} \log \operatorname{dim} \mathcal{H}_{L(i)}^{\mathrm{cut}} \equiv \sum_{i \in \mathrm{cut}} \log b_{i} \tag{3.2}
\end{equation*}
$$

The quantities $b_{i}=\operatorname{dim} \mathcal{H}_{L(i)}^{\text {cut }}$ on the right hand side are called bond dimensions. If all internal Hilbert spaces have equal dimensions, bound (3.2) simply counts the number of severed bonds, so the tightest bound is supplied by the shortest cut. This is reminiscent of the Ryu-Takayanagi proposal (2.10), which identifies entanglement entropies with the shortest cuts through bulk space. This argument applies to all tensor networks.

- The similarity is semi-quantitative, because vacuum entanglement entropies of intervals of size $L$ in two-dimensional CFTs evaluate to [131, 132]

$$
\begin{equation*}
S(L) \propto \log (L / \mu), \tag{3.3}
\end{equation*}
$$

where $\mu$ is an ultraviolet cutoff. In the MERA network, $\log (L / \mu)$ is also proportional to the number of legs in the shortest cut, as can be gauged by inspecting Figure 11. (We interpret $\mu$ as the distance between neighboring tensors in the bottom-most layer.) Even the shape of the cut shown in Figure 11 shows a vague similarity with the Ryu-Takayanagi geodesic (2.16). Most persuasively, in realistic networks the bound (3.2) is either saturated or falls short of saturation by a fixed relative margin [133], so we may treat (3.2) with the shortest cut as an estimate of (3.3).

- Figure 12 shows a MERA representation of the reduced density matrix $\rho_{A}$. A macroscopic part of the network cancels out of this object. We interpret this as a manifestation of subregion duality, with the canceled part representing the complementary entanglement wedge $\mathcal{W}(\bar{A})$, which is independent of $\rho_{A}$.
- We may insert $\mathbb{1}=U U^{\dagger}$ on any internal bond of the tensor network, and then reabsorb $U$ and $U^{\dagger}$ separately into the nodes at each end; see Figure 13. This is a local symmetry in the nodes of a tensor network, which applies independently of the details of the quantum state and theory. We interpret this symmetry as a gauge symmetry in the bulk of a holographic geometry. A standard argument in holography establishes that every global symmetry of a holographic CFT gives rise to a gauge symmetry in the dual AdS; see e.g. [134, 135]. We stress that this similarity between tensor networks and bulk geometries is universal and applies equally well to other tensor networks.
- Even when a CFT has no interesting global symmetries, the global conformal symmetry can fall under the purview of the preceding argument. In the bulk, a part of this gauge symmetry corresponds to the freedom of choosing a vielbein [136] because global conformal symmetries are AdS isometries.


Figure 12: The density matrix of a region $A$ in the MERA representation. The two upside-down copies of the MERA network prepare $|\Psi\rangle$ and $\langle\Psi|$ in $\rho_{A}=\operatorname{Tr}_{\bar{A}}|\Psi\rangle\langle\Psi|$. The partial $\operatorname{trace} \operatorname{Tr}_{\bar{A}}$ produces cancellations because the component tensors are isometric; see panel (c) of Figure 9. Figure is reproduced with permission from [113].


Figure 13: Every pair of contracted tensors is subject to a gauge symmetry because a pair of canceling unitaries can be reabsorbed into the definition of the tensors. Here, the big green circles can replace the original orange circles.

A wrinkle: The MERA network also shows some characteristics, which are not present in the bulk $\mathrm{AdS}_{3}$. The cuts that minimize (3.2) always travel at $45^{\circ}$ angles to the horizontal and bend at right angles at their deepest points; see Fig. 11. While neither feature has a counterpart in $\mathrm{AdS}_{3}$, both are strongly reminiscent of lines of causality in Lorentzian spacetimes. This and related considerations motivated a proposal that MERA may be better associated with two-dimensional de Sitter space [137], which was later formalized and interpreted holographically using material of Section 4.2 .2 in [113]. The final word on holographic interpretations of MERA came in [138], which argued that we should actually envision MERA as living on the causal cone of a bulk point in $\mathrm{AdS}_{3}$. Meanwhile, Refer-
ence [121] devised a clever modification of the MERA network, which evades the concerns of [113] and appears maximally faithful to geometry (3.1).

But the minutiae of how MERA relates to $\mathrm{AdS}_{3}$ are of secondary importance. The power of Swingle's observation resides primarily in highlighting tensor networks as visualization tools and toy models to guide our intuitions about information theory in holography.

### 3.2 HaPPY code

A prerequisite for this subsection is the notion of a perfect tensor. The defining property of a perfect tensors with $k$ legs is that it is isometric (can be extended to unitary transformations) for any division of its legs into $n \geq k / 2$ covariant and $k-n$ contravariant indices. The existence of perfect tensors was proved in [139-141]. Their properties depending on the number of legs and bond dimension are a rich area of research.

Consider a uniform tiling of two-dimensional hyperbolic space (equal time slice of $\mathrm{AdS}_{3}$ ) by pentagons in Figure 14. (Other tessellations of hyperbolic space work as well.) On each pentagon we place a perfect tensor with six legs, and associate five legs of the tensor with edges of the tessellation. We then contract legs of neighboring tensors across edges of the tessellation. This leaves one uncontracted leg per pentagon. For a holographic interpretation, we now associate the Hilbert space on the open bulk legs with the Hilbert space $\mathcal{H}_{\text {bulk }}$ of perturbative bulk fields in $\mathrm{AdS}_{3}$. (A similar identification for the MERA network was previously made in [142].) The network also has open legs on the (asymptotic) boundary of hyperbolic space; their Hilbert spaces symbolize $\mathcal{H}_{\text {CFT }}$.

This tensor network carries the optimistic acronym HaPPY after [143]. It is a toy model for how error correction and subregion duality work in the AdS/CFT correspondence. Here is why:

- The network inherits from the tessellation a large discrete subgroup of the isometry group of the spatial slice of $\mathrm{AdS}_{3}$, though part of it may be broken by non-isotropies in the perfect tensors.
- Let us view the network as a map from $\mathcal{H}_{\text {bulk }}$ to $\mathcal{H}_{\mathrm{CFT}}$ (or rather, their discrete analogues). Referring to Section 2.4, this map is analogous to sending logical qutrits $|0\rangle,|1\rangle,|2\rangle$ to their tilded counterparts in equation (2.33). In this sense, the network realizes the erasure-correcting property of holographic duality.
- Consider a bulk state in the Hilbert space $\mathcal{H}_{\text {bulk }}^{i}$ carried by some open bulk leg $i$. (We phrase the discussion in terms of states, but we could easily rephrase it in terms of operators, as we did in going from equation (2.35) to $\mathcal{O}_{A B}=U_{A B} \mathcal{O}_{\text {code }} U_{A B}^{\dagger}$.) Analogous to the statement that (2.35) protects against the erasure of one but not two physical qutrits, we may ask which boundary subregions $A$ afford a reconstruction of a state in $\mathcal{H}_{\text {bulk }}^{i}$. The answer (qualified by certain discrete artefacts) is those regions $A$, whose minimal cuts through the network encircle the leg $i$. We interpret this as reflecting subregion duality: a state of a local bulk Hilbert space $\mathcal{H}_{x}$ can be reconstructed from $A \subset \mathrm{CFT}$ if $x \in \mathcal{W}(A)$.


Figure 14: Left: The pentagonal HaPPY code. Every pentagon stands for a six-leg perfect tensor: one leg (shown as a red dot) supporting bulk fields, and five legs that compose the discrete geometry. Right: Two cuts in the network homologous to $A$. The tensors between $\Sigma$ and $A$ do not make up an isometry $\mathcal{H}_{\Sigma} \rightarrow \mathcal{H}_{A}$ because some tensors are used in the direction from more to fewer legs. (Each of the three tensors between $\Sigma$ and $\gamma_{A}$ has three legs cut by $\Sigma$ and one leg cut by $\gamma_{A}$, so going from $\Sigma$ to $A$ via $\gamma_{A}$ cannot be an isometry.) The tensors between $\gamma_{A}$ and $A$ do compose into an isometry. The up and down arrows refer to domains of the ferromagnetic Ising model from Section 3.3. The figures are reproduced with permission from [143] (left) and [144] (right).

- In the previous point, the minimal cut that divides $A$ from $\bar{A}$ defines a HaPPY network analogue of an entanglement wedge. The minimal cut itself is therefore a discrete version of the Ryu-Takayanagi surface. Using bound (3.2) and assuming it is saturated (or off saturation by a fixed factor), this gives an estimate of entanglement entropies of boundary regions. The minimal cuts follow $\mathrm{AdS}_{3}$ geodesics as closely as the tessellation allows, which gives qualitative agreement with proposal (2.10).

The argument backing the assertion about subregion duality is illuminating. After an erasure of $\mathcal{H}_{\bar{A}} \subset \mathrm{CFT}$, reconstructing a bulk state of $\mathcal{H}_{\text {bulk }}^{i}$ requires an isometric (extendible to unitary) embedding $\mathcal{H}_{\text {bulk }}^{i} \rightarrow \mathcal{H}_{A}$. Perfect tensors provide isometric maps so long as one goes from a smaller to a large Hilbert space. Compositions (contractions) of perfect tensors likewise define isometric embeddings, but again - only if one never composes a perfect tensor in the direction from fewer to more legs. To determine the range of reconstruction afforded by $A$, we may therefore start from $\mathcal{H}_{A}$-the image of the desired isometry - and compose successive layers of perfect tensors backwards toward $\mathcal{H}_{\text {bulk }}$. In this process of undoing the isometry, we must never go in the direction from fewer to more indices. A minimal cut in the network is an obstruction to this process and therefore defines a boundary of the tensor network avatar of $\mathcal{W}(A)$. This reasoning is illustrated in the right panel of Figure 14.

### 3.3 Random tensor network

One slightly dissatisfying feature of the HaPPY network is that the AdS geometry was hardwired from the outset. For an understanding of holographic spacetimes as 'entanglement maps,' one would like a procedure that adapts the architecture of the network to the quantum state at hand. Networks that do this were proposed in [124, 125], but those constructions are outside the scope of this review.

Instead, we review another tensor network [144], which made a more modest step in a similar direction: it disposed of the perfect property of perfect tensors. Choosing not to hard-wire a symmetry brings us closer to extrapolating the lessons of holography outside AdS settings. It will also be welcome by readers who hold the aesthetic belief that all symmetries are emergent. It is a beautiful fact that the resulting Random Tensor Network (RTN) exhibits many of the same gratifying features that the HaPPY network does, and more.

Definition We again take a hyperbolic tessellation with pentagons but now place on every plaquette $x$ a five-leg tensor $V_{x}$, which is random with respect to a suitable Haar measure and independently chosen for each $x$. (This version does not have bulk degrees of freedom, but an appropriate extension that mirrors [143] is straightforward.) Interpreting the tensor $V_{x}$ as a pure state of a five-partite system, and recalling that joining two legs in a bond means projecting onto a fixed entangled pair, the resulting state can be written as

$$
\begin{equation*}
|\Psi\rangle=\left(\bigotimes_{x \sim y}\langle x y|\right)\left(\bigotimes_{x}\left|V_{x}\right\rangle\right) \tag{3.4}
\end{equation*}
$$

where $x \sim y$ means that pentagons $x$ and $y$ share an edge.
A rough reason why RTN behaves similarly to the HaPPY network is that random tensors, in the limit of large bond dimension, are approximate isometries. We shall go beyond this heuristic and compute explicitly the spectrum of $\rho_{A}$ averaged over choices of tensors. The calculation will be handy in Section 4.1 where we sketch the proof of the Ryu-Takayanagi proposal (2.10).

A replica trick calculation $A$ common method to compute the von Neumann entropy (1.18) of a density matrix $\rho_{A}$ is to consider an auxiliary quantity called the Rényi entropy:

$$
\begin{equation*}
S_{A}^{n}=\frac{1}{1-n} \log \operatorname{Tr} \rho_{A}^{n} \tag{3.5}
\end{equation*}
$$

When the limit $\lim _{n \rightarrow 1} S_{A}^{n}$ is smooth and sensible, it equals (1.18). This method of computing entanglement entropy is called the replica trick [131] because (3.5) involves $n$ copies of $\rho_{A}$.

We focus on $S_{A}^{2}$ and follow the presentation in [145]. First, draw two copies of $|\Psi\rangle\langle\Psi|$ and consider how the free legs on the boundary are contracted to effect $\operatorname{Tr} \rho_{A}^{2}$ :

$$
\left(\begin{array}{l}
\bigotimes_{\begin{array}{c}
\text { boundary } \\
\text { contractions }
\end{array}}\left(\delta_{u^{1}}^{x^{1}} \delta_{u^{2}}^{x^{2}} \text { or } \delta_{u^{2}}^{x^{1}} \delta_{u^{1}}^{x^{2}}\right)
\end{array}\right)\left(\begin{array}{l}
\left(\bigotimes_{x^{1} \sim y^{1}}\left\langle x^{1} y^{1}\right|\right)\left(\bigotimes_{x}\left|V_{x}\right\rangle\left\langle V_{x}\right|\right)\left(\bigotimes_{u^{1} \sim v^{1}}\left|u^{1} v^{1}\right\rangle\right)  \tag{3.6}\\
\left(\bigotimes_{x^{2} \sim y^{2}}\left\langle x^{2} y^{2}\right|\right)\left(\bigotimes_{x}\left|V_{x}\right\rangle\left\langle V_{x}\right|\right)\left(\bigotimes_{u^{2} \sim v^{2}}\left|u^{2} v^{2}\right\rangle\right)
\end{array}\right.
$$

(Note that these contractions are effected by Kronecker $\delta$ s instead of $\langle x y|$ because we are contracting bra states with ket states. For example, contracting interior legs in $\langle\Psi|$ is done with $|u v\rangle$ while corresponding contractions in $|\Psi\rangle$ are done with $\langle x y|$.) The first option contracts indices from the same copy of $|\Psi\rangle\langle\Psi|$; applied on $\bar{A}$, it turns $|\Psi\rangle\langle\Psi|$ into $\rho_{A}$. The second option mixes the copies; applied on $A$, it makes $\rho_{A}^{2}$. Thus, the correct expression is:

$$
\left(\bigotimes_{x, u \in \bar{A}}\left(\delta_{u^{1} \delta}^{x^{1} \delta} x_{u^{2}}^{x^{2}}\right)\right)\left(\bigotimes_{x, u \in A}\left(\delta_{u^{2}}^{x^{1}} \delta_{u^{1}}^{x^{2}}\right)\right) \begin{align*}
& \left(\bigotimes_{x^{1} \sim y^{1}}\left\langle x^{1} y^{1}\right|\right)\left(\bigotimes_{x}\left|V_{x}\right\rangle\left\langle V_{x}\right|\right)\left(\bigotimes_{u^{1} \sim v^{1}}\left|u^{1} v^{1}\right\rangle\right)  \tag{3.7}\\
& \left(\bigotimes_{x^{2} \sim y^{2}}\left\langle x^{2} y^{2}\right|\right)\left(\bigotimes_{x}\left|V_{x}\right\rangle\left\langle V_{x}\right|\right)\left(\bigotimes_{u^{2} \sim v^{2}}\left|u^{2} v^{2}\right\rangle\right)
\end{align*}
$$

We now average (3.7) over the choices of tensors. Their randomness implies [146] that

$$
\begin{equation*}
\overline{\left|V_{x}\right\rangle\left\langle V_{x}\right| \otimes\left|V_{x}\right\rangle\left\langle V_{x}\right|} \quad \propto \quad \mathbb{1}_{x}+\sigma_{x}, \tag{3.8}
\end{equation*}
$$

where $\sigma_{x}$ swaps each pair of identical legs incident to $V_{x}$ between the two copies of $|\Psi\rangle\langle\Psi|$. This swap is exactly the difference between the two types of contractions on the boundary of the network:

$$
\begin{equation*}
\delta_{u^{2}}^{x^{1}} \delta_{u^{1}}^{x^{2}}=\sigma_{x}\left(\delta_{u^{1}}^{x^{1}} \delta_{u^{2}}^{x^{2}}\right) \tag{3.9}
\end{equation*}
$$

Using (3.8), equation (3.7) turns into a sum of products, each of which is generated by an independent choice of applying or not applying the swaps $\sigma_{x}$ at all sites $x$.

We can encode the choices with a binary variable $h_{x}= \pm 1$ such that applying $\sigma_{x}$ corresponds to $h_{x}=-1$. Every edge $x \sim y$ contributes a single factor of its bond dimension when $h_{x} \neq h_{y}$ but two factors of bond dimension when $h_{x}=h_{y}$; it is the difference between $\operatorname{Tr}\left(\mathbb{1}_{\mathcal{H}_{x \sim y}}\right)^{2}$ versus $\left(\operatorname{Tr} \mathbb{1}_{\mathcal{H}_{x \sim y}}\right)^{2}$. If we call the bond dimension $D$, we see that the average of $\operatorname{Tr} \rho_{A}^{2}$ is proportional to:

$$
\begin{equation*}
\sum_{h_{x}= \pm 1} \prod_{x \sim y} D^{h_{x} h_{y} / 2} \tag{3.10}
\end{equation*}
$$

This is the partition function of a classical ferromagnetic Ising model on the lattice, on which the RTN lives. The inverse temperature is $\beta=\log D / 2$. The system is non-trivial because it is subject to frustrated boundary conditions: $h_{x}=1$ for $x \in \bar{A}$ and $h_{x}=-1$ for $x \in A$.

The partition function is dominated by a solution with two ordered phases ( $h_{x}=-1$ in a region adjacent to $A$ and $h_{x}=+1$ in a region adjacent to $\bar{A}$ ) separated by a domain wall. We mark the domains with large up/down arrows in Figure 14. Of course the optimal course for the domain wall is one that minimizes its area. This is an analogue of the RyuTakayanagi formula. We recognize the long range ordered phases as avatars of entanglement wedges.

## Comments:

- The second Rényi entropy is essentially the free energy. After properly accounting for normalization, it becomes the length of the minimal domain wall times $\log D$.
- A similar but more complicated calculation for the higher $n$ Rényi entropies also gives the minimal area times $\log D$. From the definition (3.5) it is clear that all the Rényi's can be equal only if $\rho_{A}$ is a normalized multiple of the identity matrix. We say that the RTN has a flat entanglement spectrum.
- Consequently, the von Neumann entropy of $\rho_{A}$ is also (minimal area) $\times \log D$.
- We can introduce bulk degrees of freedom as in the HaPPY network. This makes RTN into an error-correcting code. Incorporating bulk degrees of freedom can shift the domain wall due to possible bulk entanglement. This is a harbinger of quantum extremal surfaces, which we discuss in Section 6.3.2.
- It was not really important in the calculation that the RTN lived on hyperbolic space. We do need a boundary on which to set boundary conditions, and the existence of minimal surfaces to have a stable, non-trivial dominant solution. The latter is a rough analogue of negative curvature in the bulk.
- There is a generalization of RTN, which also encodes the passage of time [122].


### 3.4 Surface/state correspondence

In practice, all the above networks are drawn on finite pieces of paper or displayed on finite monitors. This is different from anti-de Sitter space whose spatial size is infinite. As we explained in Section 1.3, this infinity derives from the arbitrarily small scales in the holographic CFT.

Are we missing an essential ingredient of holography by considering finite tensor networks? References $[128,129]$ conjecture that the answer is no. They propose a surface/state correspondence, wherein any convex, topologically trivial, spacelike, codimension-2 surface in a gravitational system defines a pure state in some Hilbert space. Topologically non-trivial codimension-2 surfaces may define mixed states or entangled states of multiple Hilbert spaces. Hilbert spaces associated to topologically trivial codimension-2 surfaces embed in one another when one such surface encircles the other. These are the same properties as those enjoyed by Hilbert spaces $\mathcal{H}^{\text {cut }}$ on cuts in tensor networks, which is why we include this proposal in the present section.

The proposal is not trivial because it presumes that a gravitational system can be adequately studied inside a small box. Equivalently, it seems to presume that it makes sense to study a holographic CFT with an ultraviolet cutoff of order the system size. These are highly non-trivial assumptions because a proper implementation of a finite IR cutoff in gravity is a tricky subject with a long history; see e.g. [147-154]. At the same time, the surface/state correspondence is a very fruitful assumption: adopting it motivates many interesting conjectures, some of which are discussed in the next section.

## 4 Information-theoretic concepts in holography

### 4.1 Rényi entropy and a proof of the Ryu-Takayanagi proposal

In Section 3.3 we encountered the Rényi entropies, which allowed an efficient calculation of the von Neumann entropy via the replica trick:

$$
\begin{equation*}
\lim _{n \rightarrow 1^{+}} S_{A}^{n}=S(A) \quad \text { with } \quad S_{A}^{n}=\frac{1}{1-n} \log \operatorname{Tr} \rho_{A}^{n} \tag{4.1}
\end{equation*}
$$

Just like their limit $S(A)$ in proposal (2.11), the Rényi entropies - or rather, a slight generalization of them defined below-also have a nice bulk interpretation. In fact, identifying it affords an efficient proof [155] of the Ryu-Takayanagi proposal, which we still owe to the reader. (The same proof, couched in a slightly different language, appeared earlier in [156], but the underlying strategy goes back to the 1970s when it was used to prove the Bekenstein-Hawking entropy formula [157].) Other references on the bulk dual of CFT Rényi entropies include [79, 158-160].

In replica trick calculations, the exponent $n$ in $\rho_{A}^{n}=e^{-n H_{\text {mod }}}$ acts like the inverse temperature $\beta \leftrightarrow n$. Using standard thermodynamic relations, we interpret

$$
\begin{equation*}
-\frac{\partial F_{n}}{\partial T}=\beta^{2} \frac{\partial F_{n}}{\partial \beta} \leftrightarrow \quad \tilde{S}_{A}^{n}=n^{2} \partial_{n}\left(-\frac{1}{n} \log \operatorname{Tr} e^{-n H_{\mathrm{mod}}^{A}}\right)=S_{A}^{n}+n(n-1) \partial_{n} S_{A}^{n} \tag{4.2}
\end{equation*}
$$

as a new type of $n$-dependent entropy whose $n \rightarrow 1$ limit is also $S(A)$ and from which $S_{A}^{n}$ can be easily extracted. Quantities $\tilde{S}_{A}^{n}, S_{A}^{n}$ and $S(A)$ can be straightforwardly computed provided we interpret the free energies $F_{n}$ on the left hand side of (4.2).

The AdS/CFT correspondence posits an equivalence between its two sides, i.e. an equality of the $\operatorname{AdS}$ and CFT partition functions. In particular, the CFT free energy per temperature $\beta F=-\log \mathcal{Z}_{\mathrm{CFT}}[M]$ on a manifold $M$ equals, up to quantum effects suppressed by large $N$, the action of the classical gravitational solution $I_{\text {bulk }}[M]$ whose asymptotic boundary is $M$. In (4.2), the free energy per temperature $\beta F_{n}$ is computed by a Euclidean gravitational solution whose boundary is dictated by the CFT computation of $\rho_{A}^{n}$. This is an $n$-fold branched cover $M_{n}$ of the Euclidean CFT, in which $n$ copies of the CFT geometry are glued along cuts at $A$ such that crossing $A$ takes us from the $k^{\text {th }}$ to the $(k+1)^{\text {st }}$ copy; see Figure 15 . For computing $F_{n}$ itself, we take a $\mathbb{Z}_{n}$ orbifold of this solution because $F_{n}=(1 / n) \beta F_{n}$. Therefore, we are interested in gravitational solutions, which are $\mathbb{Z}_{n}$ orbifolds of the solutions for $M_{n}$.

In the bulk, it is tempting to take the gravitational solution with boundary $M_{n} / \mathbb{Z}_{n}$ to be the same as the old solution on $M$ because the replacement $M \rightarrow M_{n} / \mathbb{Z}_{n}$ is a global and not a local operation [161]. This reason is valid everywhere except where the $n$ copies of the $M$-solution are glued together in the $M_{n}$-solution [79]. On that locus, the quotient by $\mathbb{Z}_{n}$ introduces a conical deficit angle $\Delta \phi=2 \pi(n-1) / n$. Therefore, Einstein's equations require that we source the $M_{n} / \mathbb{Z}_{n}$ geometry inherited from $M$ with a membrane of tension $(n-1) / 4 n G_{N}$ at the fixed set of the $\mathbb{Z}_{n}$ symmetry [155]. With the tensionful membrane in place, the action of the full solution has the following $n$-dependence:

$$
\begin{equation*}
I_{\text {bulk }}\left[M_{n} / \mathbb{Z}_{n}\right]=\frac{n-1}{4 G n}(\text { Area of membrane })_{n}+(n \text {-independent terms }) \tag{4.3}
\end{equation*}
$$



Figure 15: The $n$-fold branched cover $M_{n}$ of the CFT with cuts at $A$ (orange), here shown for $n=3$. This is the asymptotic boundary of the gravitational solution, which is relevant for computing $F_{n=3}$ in equation (4.2).

We recognize that $\tilde{S}_{A}^{n}$ is simply the area of the membrane in the classical solution. Because the membrane carries tension, classically it always settles on an extremal area.

We found that the tension of the brane reflects the Rényi index $n$. We may now take the limit $n \rightarrow 1$, in which the tension $(n-1) / 4 n G \rightarrow 0$ but the brane retains its position on the extremal surface. This shows that the extremal area also equals $\lim _{n \rightarrow 1} \tilde{S}_{A}^{n}=S(A)$ and proves the proposal (2.11). An obvious caveat of this proof is that it presumes that the replica symmetry $\mathbb{Z}_{n}$ is not broken in the orbifolded solution on $M_{n} / \mathbb{Z}_{n}$ and can be sensibly extended to non-integer $n$.

### 4.2 Differential entropy

Thus far we have discussed extremal surfaces or-restricting to equal time slices of static and time reversal-symmetric spacetimes - minimal surfaces. If they represent entanglement entropies as in proposal (2.10), can we likewise interpret non-extremal surfaces in terms of quantum information theory? This question turns out to be messy in higher dimensions [162], but in $d=2$ it has a surprisingly sharp answer rich in implications [163].

Consider a differentiable curve $\mathcal{C}$ on an equal time slice of a static or time reversalsymmetric, asymptotically $\mathrm{AdS}_{3}$ geometry. For simplicity, we assume that $\mathcal{C}$ is closed and convex, i.e. its extrinsic curvature on the equal time slice never changes sign. We take the holographically dual CFT to live on $S^{1} \times \mathbb{R}_{\text {time }}$, so that the metric near the asymptotic boundary approaches

$$
\begin{equation*}
d s^{2} \rightarrow d \rho^{2}+\sinh ^{2} \rho d \theta \tag{4.4}
\end{equation*}
$$

with $\theta \equiv \theta+2 \pi$ parameterizing the asymptotic boundary. We can capture full data about the curve $\mathcal{C}$ through its set of tangent geodesics. Tangency to $\mathcal{C}$ is a single condition, which sets a functional dependence between the left and right endpoints of the tangent geodesics. We will express this condition as one function of one variable $L(R)$, which tells us that a geodesic with boundary endpoints at $\theta_{L}=L(R)$ and $\theta_{R}=R$ is tangent to


Figure 16: A family of geodesics tangent to a bulk curve. Each geodesic is identified by its left $L$ and right $R(L)$ endpoints. The notation $P(L)$ and $K(L)$ is used in equation (4.6).
the curve $\mathcal{C}$; see Figure 16. Of course, our focus on geodesics is motivated by the RyuTakayanagi proposal (2.10). A rewriting of $\mathcal{C}$ using geodesics is automatically a rewriting in information-theoretic terms.

The circumference of $\mathcal{C}$ is computed by a CFT quantity called differential entropy [163]:

$$
\begin{align*}
\frac{\text { length of } \mathcal{C}}{4 G \hbar} & =\left.\oint d R \frac{\partial S(L, R)}{\partial R}\right|_{L=L(R)}=\oint(S(L(R), R+d R)-S(L(R), R)) \\
& =-\left.\oint d L \frac{\partial S(L, R)}{\partial L}\right|_{R=R(L)} \equiv S_{\mathrm{diff}}[L(R)] \tag{4.5}
\end{align*}
$$

Here $S(L, R)$ is the entanglement entropy of a boundary interval $(L, R) \subset$ CFT, which by (2.10) equals the length of the geodesic with the same endpoints in units of $4 G \hbar$. The equivalent expression in the second line is obtained via integration by parts; $R(L)$ is the inverse function of $L(R)$, which also identifies geodesics tangent to $\mathcal{C}$.

Proof We need to label two types of bulk points; see Figure 16. We will call $K(L)$ the point where the geodesic subtending $(L, R(L))$ touches the curve $\mathcal{C}$, and call $P(L)$ the point where that geodesic intersects its infinitesimally shifted neighbor $(L+d L, R(L+d L)$ ). We will also use expressions like $S(L, K(L))$ and $S(P(L), K(L))$ to refer to lengths of geodesic segments connecting those points, ignoring the factor $4 G \hbar$. This extension of the notation $S(L, R)$ will only be used in the next paragraph.

Working to first order in $d L$, we have:

$$
\begin{align*}
-\left.d L \frac{\partial S(L, R)}{\partial L}\right|_{R=R(L)}= & S(L, R(L))-[S(L+d L, R(L))] \\
= & S(L, R(L))-[S(L+d L, P(L))+S(P(L), R(L))] \\
= & S(L, P(L))-S(L+d L, P(L)) \\
= & S(L, K(L))-S(L+d L, K(L+d L)) \\
& +[S(K(L), P(L))+S(P(L), K(L+d L))] \\
= & -d L \frac{d S(L, K(L))}{d L}+[S(K(L), K(L+d L))] \tag{4.6}
\end{align*}
$$

Both pairs of terms in [...] are equal because first order perturbations do not change extremal quantities such as lengths of geodesic segments. Rewriting (4.6) proves (4.5) because $S(K(L), K(L+d L))$ is the length element along the curve and the other term is a total derivative. This proof is adapted from [164, 165].

## Comments:

- Formula (4.5) can be generalized to open curves [166] and curves with time dependence. There is also a generalization, which relaxes the tangency condition into so-called null vector alignment [164].
- The proof in (4.6) only uses the extremality of the function $S(\cdot, \cdot)$, so it automatically extends to theories where entropies are computed by extremizing functionals other than length. This includes non-Einstein gravity theories and settings with quantum corrections, which we discuss in Section 6.3.2.
- In spacetimes with matter or horizons, curves that lie too deep (too close to a matter source or horizon) have tangent geodesics, which are not minimal and therefore cannot be interpreted using the Ryu-Takayanagi proposal. In some cases such geodesics also compute an information theoretic quantity called entwinement [167]. Generally, one must be careful in applying and interpreting equation (4.5) whenever a spacetime admits more than one geodesic with the same endpoints.
- Although individual entanglement entropies $S(L, R)$ are cutoff-dependent, differential entropy is independent of the choice of ultraviolet cutoff in the CFT. You can see from equation (3.3) that the cutoff in $d=2$ is additive and does not survive the derivative - a feature that is shared by all $\mathrm{CFT}_{2}$ states because all states are similar sufficiently deep in the ultraviolet. Cutoff independence is the first plausibility check of (4.5) because a compact curve does not go near the asymptotic boundary. The non-additive dependence on cutoffs in $d>2$ is part of the reason why generalizing (4.5) to higher dimensions is difficult [162].
- Differential entropy isolates an appropriate infrared part of the quantum entanglement of the CFT state. It is unclear whether it computes the von Neumann entropy of some density operator in the CFT $[168,169]$.
- A timelike analogue of (4.5) should be the proper time along a timelike curve (worldline) in the bulk. But the timelike generalization must involve some radically novel ingredients because timelike geodesics in AdS (which may be tangent to a worldline) never reach the boundary. Only recently was the proper time along a worldine computed using CFT ingredients [170]. The methodology bears some resemblance to (4.5), but it employs many new ingredients, which go beyond what we can cover in this review. Handling time is more challenging than space.


### 4.2.1 Bulk curves encode quantum streaming protocols

An interesting and important way to interpret the von Neumann entropy of a state is that it quantifies resources necessary for quantum teleportation [171]. We will find that formula (4.5) has a similar, operational interpretation [172]. We start with a lightning review of:

Quantum teleportation Consider a four-partite setup: a reference system $R$, a memory system $M$, and systems $A$ and $B$ controlled by Alice and Bob, all assumed to comprise qubits for simplicity. We will conceptualize messages to be stored in a memory system as 'knowing how to purify the reduced state $\rho_{R}$,' i.e. holding a purification of $\rho_{R}$. In other words, we will say that the memory $M$ stores the message if the joint state of $R \cup M$ is pure. For systems $A$ and $B$, we assume that they are initialized in a combination of maximally entangled pairs (also called EPR pairs). Thus, assuming the memory $M$ stores the message, the full state of this four-partite system can be written in some basis as:

Assume that the memory system $M$ is under Alice's control. This might mean that it physically sits on Alice's desk, but in our analysis it signifies that Alice can apply all operators, which act on $\mathcal{H}_{M} \otimes \mathcal{H}_{A}$. We further assume that Bob and his system are far away, so that operators acting on $\mathcal{H}_{M} \otimes \mathcal{H}_{B}$ or $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ are not at our disposal. The goal of quantum teleportation is to use the allowed tools so that, at the very end, it is Bob's system $B$ that stores the message, i.e. the state of $B \cup R$ is pure.

Alice can achieve this by measuring successive qubits of the composite system $M \cup A$ under her control in a basis of EPR pairs. From the rewriting
we see that any such measurement projects the corresponding qubits of $R$ and $B$ into a pure state, as desired. Moreover, Bob can bring this pure state of $R B$ qubits to the form $(|++\rangle+|--\rangle)_{R B} / \sqrt{2}$ - the same form in which $M$ initially 'knew' $R$ - by a unitary
transformation applied only to his own qubits $B$. For example, if Alice's local measurement projects onto $(|+-\rangle-|-+\rangle)_{A M} / \sqrt{2}$, Bob would map:

To know which transformation to apply on his end, Bob has to wait for Alice to send him classical information about the outcome of her measurement. The necessity to wait for this classical information to arrive from Alice saves quantum teleportation from the types of paradoxes that spooked Einstein in his famous letter [34].

To fully teleport the message held in (4.7), Alice must perform $m$ measurements in maximally entangled bases. Each of them uses one of the $n$ prearranged entangled states shared by Alice and Bob. If $n<m$ in (4.7), it is impossible to fully teleport the message.

## Salient features of quantum teleportation:

- Quantum teleportation consumes prearranged entanglement shared by the sender and the recipient and cannot succeed if there is not enough of it. Therefore, quantum entanglement between sender and recipient is a resource for quantum teleportation.
- When the state to be teleported and the resource do not come in the form of qubits, it is more cumbersome to quantify their relation. But the complications go away when we go to an asymptotic setup, wherein we have $Q \gg 1$ copies of a pure state $|\psi\rangle_{R M}$ and $Q$ copies of the entanglement resource $|\phi\rangle_{A B}$, and ask about the average entanglement cost of teleportation per copy. In that case, the necessary condition for teleportation is that $S(A)=S(B) \geq S(R)=S(M)$. Proving this proceeds by converting the problem to one involving qubits using a so-called compression protocol [173], which works well when dealing with many copies of a system.
- This leads to an operational interpretation of entanglement entropy (1.18) as a resource for quantum teleportation. This means two things: that $S(A)=S(B)$ bounds what states can be teleported using $|\phi\rangle_{A B}$ as a resource, and that $S(R)=S(M)$ defines the minimal entanglement resources necessary to teleport the state of $M$.
- Typical textbook presentations focus on individual pure states such as $|+\rangle_{M}$ instead of full purifications of $R$. In fact, the two tasks - teleporting a pure state or teleporting a purification of a reference $R$-are equally difficult.
- As soon as Alice performs a measurement, Bob comes to hold the message but does not yet know how to decode it. The decoding happens when he applies a unitary transformation such as (4.9). In order to choose the right unitary transformation that decodes the message, Bob needs to receive from Alice classical information about the outcome of her measurement.

Operational interpretation of differential entropy A generalization of quantum teleportation concerns a setup wherein $R \cup M$ is not initially in a pure state but $R \cup M \cup B$ is. Bob now starts out with some partial 'knowledge' of the message, but the full message is
delocalized between his system $B$ and the memory $M$ held by Alice. The goal, as before, is to use local unitary transformations so that $B$ ends up with a complete purification of $R$. This task is called state merging. The minimal entanglement cost of state merging is smaller than the cost of teleportation $S(R)$ because Bob has a head start.

In that case, the necessary entanglement (in many-copy settings) is the conditional entropy [174, 175]:

$$
\begin{equation*}
S(M \mid B) \equiv S(M B)-S(B)=S(R)-S(B) \leq S(A) \tag{4.10}
\end{equation*}
$$

Note that now $S(A) \neq S(B)$ because in addition to purifying $A$, system $B$ contributes to purifying $R M$. More interestingly, observe that the conditional entropy can be negative. This occurs when merging can be completed without any measurements, by a mere change of basis on Bob's side. In such situations, $-S(M \mid B)>0$ EPR pairs can be isolated for use in future merging, which is interpreted as a negative cost. The headline 'Scientist knows less than nothing' [37], which we mentioned in Section 1.2, referred to this situation.

Differential entropy (4.5) is a sum of conditional entropies $S(L(R), R+d R)-S(L(R), R)$, which is (4.10) with $B=(L(R), R)$ and $M=(R, R+d R)$. In this light, the special case of differential entropy where $L(R) \equiv L_{i}$ has a straightforward interpretation. The expression

$$
\begin{equation*}
\int_{L_{i}}^{R_{f}} d R \frac{\partial S\left(L_{i}, R\right)}{\partial R}=\int_{L_{i}}^{R_{f}} S\left((R, R+d R) \mid\left(L_{i}, R\right)\right)=S\left(L_{i}, R_{f}\right) \tag{4.11}
\end{equation*}
$$

computes the cost of teleporting the interval ( $L_{i}, R_{f}$ ) in incremental, infinitesimal merging steps, one $d R$ at a time.

The general equation (4.5) differs from (4.11) in that we seem to be merging incoming information not to the cumulative result of previous merging steps - the state on interval $\left(L_{i}, R\right)$-but to a subset of it. In other words, equation (4.5) describes an incremental merging protocol, in which we are not reaping the full benefit of the previous merging steps. What limits this benefit is Bob's ability to apply unitary transformations such as (4.9) to decode the incoming information. Equation (4.10) presumes that Bob is able to apply arbitrary decoding unitaries to his system $B$. If Bob's experimental setup allows only unitaries acting on $(L(R), R)$ then the cost of merging the state of $(R, R+d R)$ is:

$$
\begin{equation*}
S((R, R+d R) \mid(L(R), R)) \tag{4.12}
\end{equation*}
$$

Differential entropy is a sum of exactly such terms.
We conclude [172] that differential entropy computes the entanglement cost of quantum teleporting a state in incremental merging steps, subject to the constraint that the most delocalized unitaries at the recipient's disposal act on intervals $(L(R), R)$. Curve $\mathcal{C}$ is a graphical representation of this constraint. If the bulk spacetime geometrizes data about the entanglement of a state, a curve on the spacetime displays a division between different manipulations of it.

A neat way to conceptualize the incremental constrained merging protocol is to think of it as a quantum version of streaming files. Watching a one-hour movie on a streaming service like Netflix ${ }^{\circledR}$ always takes more bandwidth than downloading the same movie in
compressed form. There is a reason why Netflix ${ }^{\circledR}$ does not send you compressed movies: it is that compression uses infrared data about the movie, which can only be decoded after file transfer is complete. In contrast, a file in streaming format can be decoded on the go using local operations-which is analogous to merging incoming data subject to a locality constraint. The length difference between a convex curve $\mathcal{C}$ connecting boundary points $\theta=L_{i}, R_{f}$ and the geodesic length (4.11) is like the extra bandwidth used in streaming a film. Different shapes of curves define different streaming tactics.

### 4.2.2 Kinematic space

In a global pure state, the differential entropy formula admits an interesting rewriting [176]:

$$
\begin{equation*}
S_{\mathrm{diff}}[L(R)]=\frac{1}{2} \int_{(L(R), R)}^{(R, L(R))} d L \wedge d R \frac{\partial^{2} S(L, R)}{\partial L \partial R} \tag{4.13}
\end{equation*}
$$

The limits of integration comprise geodesics tangent to curve $\mathcal{C}$, but with different orientations. If the entanglement wedge of interval $(L(R), R)$ meets curve $\mathcal{C}$ only at the tangency point, the entanglement wedge of interval ( $R, L(R)$ ) covers the entire curve but is also tangent to it. When we evaluate (4.13) using Stokes's theorem, each boundary evaluates to one copy of (4.5). Note that the region of integration in (4.13) has a very nice characterization: it comprises those geodesics $(L, R)$, which intersect curve $\mathcal{C}$. This is an instance of a Crofton formula $[176,177]$, which expresses a length in terms of intersecting geodesics.

It is fruitful to interpret the integrand of (4.13) as a Lorentzian metric

$$
\begin{equation*}
d s^{2}=\frac{1}{2} \frac{\partial^{2} S(L, R)}{\partial L \partial R} d L d R \tag{4.14}
\end{equation*}
$$

and differential entropy as a $1+1$-dimensional volume. The space (4.14) is called kinematic space. This metric space is a novel object, different from the CFT and from the bulk. Points in kinematic space are in one-to-one correspondence with CFT intervals or, equivalently, oriented geodesics. The Lorentzian signature of kinematic space has a natural interpretation:

- Two CFT intervals are timelike-separated in kinematic space when one includes another, with the larger interval living in the future of the other.
- Two CFT intervals are spacelike-separated in kinematic space if neither interval contains the other.
- Two CFT intervals are lightlike-separated in the marginal scenario that separates the preceding two cases, namely when both intervals have the same left or right endpoint.

The integrand of (4.13), i.e. the metric of kinematic space, carries deep significance. It is an instance of conditional mutual information

$$
\begin{equation*}
I(A: C \mid B)=S(A B)+S(B C)-S(B)-S(A B C) \tag{4.15}
\end{equation*}
$$

a quantity which is non-negative in all states by the famous strong subadditivity inequality [178]. Because of the positivity of the integrand, we can interpret (4.13) as integrating a
'density of geodesics.' In the AdS/CFT correspondence, spacelike geodesics represent WKB approximations to CFT two-point functions [179, 180], so equation (4.13) can be said to collect all bipartite correlations in the CFT state above a sliding ultraviolet scale set by the intervals $(L(R), R)$. In the graphical language of the bulk spacetime, these are the correlations which probe the interior of curve $\mathcal{C}$ at the semiclassical level.

For the vacuum of a two-dimensional CFT on a plane, metric (4.14) becomes

$$
\begin{equation*}
d s^{2} \propto d L d R /(R-L)^{2} \tag{4.16}
\end{equation*}
$$

which is the two-dimensional de Sitter space. The alternative holographic interpretation of the MERA tensor network advocated in [113] referred to this (kinematic) space. It is interesting to observe that (4.14) is the simplest expression that is cutoff-independent even for non-uniform cutoffs. When we allow the cutoff to vary with space, the vacuum entanglement entropy (3.3) becomes proportional to $(1 / 2) \log (R-L)^{2} / \mu(L) \mu(R)$, but this change does not affect (4.16). This property of conditional mutual information will be important in Sections 4.2.3 and 5.2.

Finally, we comment on kinematic spaces for $d>2$. The simplest (though not only) way to define them is as the space of spherical regions in the CFT [181]; this generalization also includes intervals off a time slice in $\mathrm{CFT}_{d=2}$. In the CFT vacuum, conformal symmetry picks out a unique metric for such kinematic spaces, which turns out to have signature $(d, d)$. Thus, kinematic spaces of spherical regions in higher dimensions are symplectic manifolds - a fact whose full significance is still not fully understood (though see [182]).

### 4.2.3 Entanglement Berry phases

Presentations of Berry phases typically consider a time-dependent and slowly varying Hamiltonian $H(\lambda(t))$, where $\lambda$ coordinatizes a parameter space of possible Hamiltonians and $t$ is physical time. If the system starts out in its ground state, it remains in the ground state of the instantaneous Hamiltonian at all times by the adiabatic theorem. Assuming the Hamiltonian returns to its initial form (that is, $\lambda\left(t_{\text {final }}\right)=\lambda\left(t_{\text {initial }}\right)$ ), the relative phase between the initial and final state of the system is unambiguously defined. This is the famous Berry phase [183]:

$$
\begin{equation*}
\gamma_{\text {Berry }}=-i \oint d \lambda\langle\psi(\lambda) \mid \dot{\psi}(\lambda)\rangle \equiv-i \oint\langle\psi \mid d \psi\rangle \tag{4.17}
\end{equation*}
$$

Here $|\psi(\lambda)\rangle$ is a ground state of $H(\lambda)$ with an arbitrarily defined phase and $|\dot{\psi}(\lambda)\rangle=$ $d|\psi(\lambda)\rangle / d \lambda$. Equation (4.17) assumes for simplicity that $H(\lambda)|\psi(\lambda)\rangle=0$; otherwise the final state carries an additional dynamical phase, which can be unambiguously isolated from (4.17).

Equation (4.17) carries an obvious similarity with (4.5). This is not a coincidence. As explained in [184], in quantum field theory it is possible to vary subregions $A$ and construct generalized modular Berry phases out of the corresponding family of modular Hamiltonians (2.26). In the AdS/CFT correspondence, modular Berry phases (and generalizations) of the CFT state encode multiple geometric features of the dual bulk geometry, including (transforms of) the Riemann curvature $[185,186]$ and lengths of curves such as (4.5).

To explain this connection, we give a novel derivation of (4.17), which differs from the usual textbook treatment of Berry phases but which automatically subsumes equation (4.5).

A new derivation of Berry phases Consider a one-parameter family of density matrices $\rho(\lambda)$, with $\lambda=\lambda(t)$ a function of time. We will be studying solutions of $\rho=W W^{\dagger}$ as a function of time $t$. When $\rho(\lambda)$ is a mixed state, this means studying purifications of $\rho(\lambda)$ (see comments below equation 1.17). When $\rho(\lambda)=|\psi(\lambda)\rangle\langle\psi(\lambda)|$, however, we are simply examining $U(1)$ phases that may be attached to $|\psi(\lambda)\rangle$. In this case, referring to $W$ as a 'purification' abuses standard terminology, but we wilfully commit this offence to emphasize that ambiguous purifications and Berry phases have a common origin.

Operators that commute with $\rho(\lambda)$ are called modular zero modes. In holography, subregion duality means that a zero mode of $\rho(\lambda)$ is a symmetry of the dual entanglement wedge. To define (modular) Berry phases, we solve the following parallel transport problem for all $\lambda$ :

$$
\begin{equation*}
d \lambda[V(\lambda), \rho(\lambda)]=\rho(\lambda+d \lambda)-\rho(\lambda)+\text { zero modes of } \rho(\lambda) \tag{4.18}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } V(\lambda) \text { contains no zero modes of } \rho(\lambda) \tag{4.19}
\end{equation*}
$$

Note that without condition (4.19) the operator-valued one-form $V(\lambda) d \lambda$ would be ambiguous. We also observe that conditions (4.18-4.19) presume that a projector onto modular zero modes can be defined on operator space. This assumption is subtle but we will proceed undeterred.

We choose an arbitrary initial condition $W\left(t_{\text {initial }}\right)$ and define $W(t)$ recurrently by:

$$
\begin{equation*}
W(t+d t)=(\mathbb{1}+V(\lambda(t)) d t) W(t) \tag{4.20}
\end{equation*}
$$

Assuming the trajectory in the space of density matrices is closed, i.e. $\lambda\left(t_{\text {final }}\right)=\lambda\left(t_{\text {initial }}\right)$, we say that a Berry operator $\Gamma_{\text {Berry }}$ relates the initial and final $W$ :

$$
\begin{equation*}
W\left(t_{\text {final }}\right) \equiv \Gamma_{\text {Berry }} W\left(t_{\text {initial }}\right)=(\mathrm{P} \exp \oint V(\lambda) d \lambda) W\left(t_{\text {initial }}\right) \tag{4.21}
\end{equation*}
$$

By construction, $\Gamma_{\text {Berry }}$ is valued in zero modes of $\rho\left(\lambda\left(t_{\text {initial }}\right)\right)=\rho\left(\lambda\left(t_{\text {final }}\right)\right)$. In holography, it will be a symmetry of the relevant entanglement wedge.

Ordinary Berry phases from modular parallel transport To see how (4.18-4.19) make contact with usual Berry phases, we apply these equations to pure state density operators $\rho(\lambda)=|\psi(\lambda)\rangle\langle\psi(\lambda)|$. Operator

$$
\begin{equation*}
V(\lambda)_{\text {candidate }}=|\dot{\psi}(\lambda)\rangle\langle\psi(\lambda)|-|\psi(\lambda)\rangle\langle\dot{\psi}(\lambda)| \tag{4.22}
\end{equation*}
$$

solves (4.18), but generally contains a $2\langle\psi(\lambda) \mid \dot{\psi}(\lambda)\rangle$-multiple of $\rho(\lambda)$ so fails to satisfy (4.19). But if we choose

$$
\begin{equation*}
|\phi(\lambda)\rangle \equiv|\psi(\lambda)\rangle \times \exp \left(-\int_{\lambda\left(t_{\text {initial }}\right)}^{\lambda} d \lambda^{\prime}\left\langle\psi\left(\lambda^{\prime}\right) \mid \dot{\psi}\left(\lambda^{\prime}\right)\right\rangle\right) \tag{4.23}
\end{equation*}
$$

then $\langle\phi(\lambda) \mid \dot{\phi}(\lambda)\rangle=0$ and

$$
\begin{equation*}
V(\lambda)=|\dot{\phi}(\lambda)\rangle\langle\phi(\lambda)|-|\phi(\lambda)\rangle\langle\dot{\phi}(\lambda)| \tag{4.24}
\end{equation*}
$$

solves both (4.18) and (4.19). Moreover, for the initial condition

$$
\begin{equation*}
W\left(t_{\text {initial }}\right)=\left|\phi\left(\lambda\left(t_{\text {initial }}\right)\right)\right\rangle=\left|\psi\left(\lambda\left(t_{\text {initial }}\right)\right)\right\rangle \tag{4.25}
\end{equation*}
$$

the solution of (4.20) is $W(t)=|\phi(\lambda(t))\rangle$. Although definition (4.23) fails to be singlevalued over $\lambda$ when the trajectory $\lambda(t)$ closes, the operator $V(\lambda)$ is single-valued and $W(t)$ is a well-defined function of time. Comparing $W\left(t_{\text {initial }}\right)$ to $W\left(t_{\text {final }}\right)$, we recognize that

$$
\begin{equation*}
\Gamma_{\text {Berry }}=\exp \left(-\oint d \lambda^{\prime}\left\langle\psi\left(\lambda^{\prime}\right) \mid \dot{\psi}\left(\lambda^{\prime}\right)\right\rangle\right), \tag{4.26}
\end{equation*}
$$

which is a pure phase because $\left|\psi\left(\lambda^{\prime}\right)\right\rangle$ is normalized. That phase is (4.17).
To understand why conditions (4.18-4.19) reproduce the Berry phase, observe that:

$$
\begin{equation*}
-i d t H(\lambda)|\phi(\lambda)\rangle=0 \quad \text { but } \quad-i d t(H(\lambda)+i V(\lambda))|\phi(\lambda)\rangle=\frac{d t}{d \lambda} d \lambda|\dot{\phi}(\lambda)\rangle \tag{4.27}
\end{equation*}
$$

If the state is to vary with time, the former contradicts the Schrödinger equation. But $i V(\lambda)$ is a Hermitian operator, which - when added to the Hamiltonian - repairs the Schrödinger equation and allows us to use $\lambda$ as reparameterized time. We see that condition (4.19) effectively enforces the Schrödinger equation, which is the usual starting point for deriving the Berry phase.

Modular parallel transport in holography We first rewrite equations (4.18-4.19) in a way, which is better suited for field theory. Rather than varying the states $\rho(\lambda)$, we will consider $\lambda$-dependent modular Hamiltonians $H_{\bmod }(\lambda)=-\log \rho(\lambda)$ :

$$
\begin{equation*}
d \lambda\left[V(\lambda), H_{\bmod }(\lambda)\right]=H_{\bmod }(\lambda+d \lambda)-H_{\bmod }(\lambda)+\text { zero modes of } H_{\bmod }(\lambda) \tag{4.28}
\end{equation*}
$$

and $V(\lambda)$ contains no zero modes of $H_{\bmod }(\lambda)$
When both (4.18) and (4.28) make sense, they have the same solutions $V(\lambda)$. The conditions (4.19) and (4.29) are also the same because zero modes of $H_{\text {mod }}$ are simultaneously zero modes of $e^{-H_{\text {mod }}}$. So, indeed, equations (4.28-4.29) agree with (4.18-4.19) when both make sense. In our previous example of transporting pure states $\rho(\lambda)=|\psi(\lambda)\rangle\langle\psi(\lambda)|$, however, equation (4.28) could not be used for a technical reason. The corresponding $H_{\bmod }(\lambda) \mathrm{s}$ have formally infinite eigenvalues $\sim-\log (0)$ coming from states orthogonal to $|\psi(\lambda)\rangle$, so there are no 'small' variations in modular Hamiltonians of pure states.

We apply (4.28-4.29) to a family $\rho(\lambda)=e^{-H_{\text {mod }}(\lambda)}$ of reduced states drawn from a common global state dual to a semiclassical geometry, where $\lambda$ parameterizes CFT subregions. In our primary example, we take $\lambda=(L, R)$, which describes intervals on an equal time slice of a two-dimensional CFT. Our goal is to recognize equation (4.5) as characterizing $\Gamma_{\text {Berry }}$ for the family of intervals $(L(R), R)$.

For this, we must interpret condition (4.29) holographically. As mentioned above, zero modes of $H_{\bmod }(\lambda)$ are from the bulk point of view symmetries of the dual entanglement


Figure 17: Left: A rigid mapping of one geodesic to another is ambiguous by how far their intersection point slides along the target geodesic. Modular parallel transport fixes this ambiguity in equation (4.29) by setting the amount of sliding to zero. Right: Applying modular parallel transport on a sequence of intersecting geodesics causes a fiducial point to recede from their common envelope $\mathcal{C}$ by an amount equal to the length of $\mathcal{C}$.
wedges $\mathcal{W}(\lambda)$. Thus, equation (4.28) asks for a map from entanglement wedge $\mathcal{W}(\lambda)$ to an infinitesimally different $\mathcal{W}(\lambda+d \lambda)$ while condition (4.29) demands that the map use no symmetries of $\mathcal{W}(\lambda)$. One such symmetry (equation 2.27 ) is generated by the modular Hamiltonians; sufficiently near the RT surface it acts as an orthogonal boost. Note that excluding the modular Hamiltonian from $V(\lambda)$ is directly analogous to excluding $\rho(\lambda)$ from $V(\lambda)$ in the construction of the Berry phase. In addition to modular boosts, other symmetries of $H_{\bmod }(\lambda)$ that act geometrically near the Ryu-Takayanagi surface are RT surface-preserving diffeomorphisms. Those too must be excluded from $V(\lambda)$.

Let us apply this prescription to intervals $(L(R), R)$; see Figure 17. Since we must not apply modular boosts (2.26), the analysis is confined to an equal time slice of the bulk. Consider the intersection point of geodesics $(L(R), R)$ and $(L(R+d R), R+d R)$, and think of it as a point on $(L(R), R)$. A candidate map $V(\lambda)$ candidate will take it either to itself or to another point on the geodesic $(L(R+d R), R+d R)$ because solutions of (4.28) are ambiguous by surface-preserving diffeomorphisms. But sending the intersection point anywhere else would employ the said diffeomorphisms and violate condition (4.29). We conclude that the solution of (4.28-4.29) keeps the intersection point in place. In other words, it acts in the bulk as a rigid rotation about the intersection point.

To find $\Gamma_{\text {Berry }}$, we compound the effect of a family of infinitesimal rigid rotations $V(\lambda) d \lambda$ as in (4.21). This is illustrated in Figure 17. Note that for a pair of $d \lambda$-separated geodesics the pivot of rotation falls $\mathcal{O}(d \lambda)$ away from the curve $\mathcal{C}$; working at order $\mathcal{O}(d \lambda)$ we may as well take it to live on the curve. Thus, $P \exp \int V(\lambda) d \lambda$ describes the motion of a string, which is being unwound from a $\mathcal{C}$-shaped spool. We may also take a passive view-fix a geodesic and rotate the bulk geometry appropriately - in which case $\Gamma_{\text {Berry }}$ describes how a $\mathcal{C}$-shaped wheel rolls on a road (geodesic) without slipping. In either analogy, completing the full trajectory produces a translation along the geodesic by a displacement equal to the circumference of $\mathcal{C}$, i.e. equation (4.5).


Figure 18: A closed motion of a framed surface in the bulk. If this motion is infinitesimal, the mismatch of the blue and red arrows at top is the modular Berry curvature. Figure is reproduced with permission from [185].

## Comments:

- When we move CFT regions off an equal time slice, $\Gamma_{\text {Berry }}$ will generally include both surface-preserving diffeomorphisms and modular boosts fibered over the RT surface.
- A generic example is shown in Figure 18. This is the modular parallel transport of a framed surface. Note that the Riemann curvature tensor is defined as a similar type of transport, only for framed points or vielbeins of coordinate vector fields. Thus, modular Berry phases contain much of the same information as the bulk Riemann curvature tensor, only collected surface-wise. For details on how and when the Riemann curvature tensor enters $\Gamma_{\text {Berry }}$, see [185, 186].
- The Berry transformation defined by a closed trajectory over an infinitesimal 'parallelogram' $d \lambda_{1} \wedge d \lambda_{2}$ is the curvature two-form of the Berry connection. In the case of intervals on a time slice, the conditional mutual information (4.15) defines a parallelogram-like sequence of motions $A B \rightarrow A B C \rightarrow B C \rightarrow B \rightarrow A B$ in kinematic space, which produces a net translation by $I(A, C \mid B)$. We recognize that the integrand in (4.13) is the Berry curvature, which is why we emphasized that it is independent of the ultraviolet cutoff.
- Though our presentation focused on $d=2$, the construction of $\Gamma_{\text {Berry }}$ works in all $d$.
- Applications of (generalized) Berry phases to the geometry of quantum entanglement [187] and to AdS/CFT [188-191] are a rich subject. It is fascinating that entanglement Berry phases encapsulate such a wealth of data about the bulk geometry: from lengths of curves to integral transforms of Riemann curvature to many others.


Figure 19: Left: the generic situation, where the extremal surfaces $\Xi_{A}$ and $\Xi_{R}$ of overlapping regions do not cross, but pass by one another separated in time. Right: A surface homologous to $A$ which is constrained to meet $\Xi_{R}$ (equation 4.31), proposed to be dual to (4.30). We included the unconstrained surface $\Xi_{A}$ (grayed out) for comparison.

### 4.3 Modular minimal entropy

Consider two partially overlapping regions $A$ and $R$ in a holographic CFT. According to the maximin (HRT) proposal (2.18), their entanglement entropies correspond to surfaces $\Xi_{A, R}$, which are minimal on the bulk spatial slices that contain them but maximal with respect to the choice of spatial slice. We will refer to the maximizing spatial slices for $S(A)$ and $S(R)$ as $\Sigma_{A, R}$. The motivating observation of this subsection is that $\Xi_{A}$ generically lives off $\Sigma_{R}$ and $\Xi_{R}$ lives off $\Sigma_{A}$; see Figure 19. In other words, there is generally no single spatial slice that maximizes (2.18) for all choices of regions and two extremal surfaces $\Xi_{A, R}$ typically pass by one another, separated in time. This is a problem if we wish to identify the bulk geometry with a tensor network. It is also an opportunity to study another information theoretic quantity, which diagnoses and quantifies this phenomenon.

For a global state $|\Psi\rangle \in \mathcal{H}_{\mathrm{CFT}}$, reference [192] defined the modular minimal entropy:

$$
\begin{equation*}
\bar{S}_{R}(A)=\min _{s_{R}} S\left(\rho_{A}\left(s_{R}\right)\right) \quad \text { where } \rho_{A}\left(s_{R}\right)=\operatorname{Tr}_{\bar{A}} e^{-i s_{R} H_{\bmod }^{R}}|\Psi\rangle\langle\Psi| e^{i s_{R} H_{\mathrm{mod}}^{R}} \tag{4.30}
\end{equation*}
$$

The unitary evolution by the modular Hamiltonian $e^{-i s_{R} H_{\bmod }^{R}}|\Psi\rangle$ is (up to unimportant differences) called Connes cocycle flow and its holographic representation was studied in [193]. Since $S(A)=S\left(\rho_{A}(0)\right)$, we have $\bar{S}_{R}(A) \leq S(A)$.

The proposal of [192] is that $\bar{S}_{R}(A)$ is given by the area of an HRT-like surface, which is constructed in a way similar to (2.18) but more restricted; see the right panel of Figure 19. In maximizing over the spatial slices $\Sigma$, one restricts to only those slices which contain the HRT surface $\Xi_{R}$ of region $R$. When regions $A$ and $R$ have a partial overlap, this forces every surface $\Xi \subset \Sigma$ homologous to $A$ to meet $\Xi_{R}$. One then minimizes over surfaces $\Xi$. Last but not least, one must check whether the extremal surface found in this way intersects with $\Xi_{R}$ by a constant boost angle $K_{\perp}$. In $\mathrm{AdS}_{3}$ this is trivial since the extremal surfaces there are one-dimensional. But in higher dimensions a maximin surface satisfying this condition
may not exist; when it does, Reference [192] proposes that its area is dual to $\bar{S}_{R}(A)$ :

This proposal is consistent with $\bar{S}_{R}(A) \leq S(A)$ because (4.31) is maximized over a subset of the maximization domain in (2.18):

The vanishing of the difference

$$
\begin{equation*}
S(A)-\bar{S}_{R}(A) \tag{4.32}
\end{equation*}
$$

is proposed to be a necessary condition for the HRT surfaces $\Xi_{R, A}$ to be drawn from a common Cauchy slice $\Sigma$. Note that when $A \subset R$ or $R \subset A, \Xi_{A}$ and $\Xi_{R}$ can always be embedded in a common bulk Cauchy slice [81] and their overlap is an empty set. In this circumstance, the maximin surface in (4.31) is $\Xi_{A}$ and $\bar{S}_{R}(A)=S(A)$ accordingly.

The motivation for (4.31) comes from the identification (2.26) of $H_{\mathrm{mod}}^{R}$ with the boost symmetry in the directions orthogonal to $R$. A surface with a constant hyperbolic kink $K_{\perp}=\Delta s_{R}$ at the intersection with $\Xi_{R}$ will become an ordinary, kink-free minimal surface if the cocycle flow $e^{-i \Delta s_{R} H_{\text {mod }}^{R}}$ is applied to its background geometry. The minimization in (4.30) identifies just the amount of $R$-modular time when this happens.

### 4.4 Entanglement wedge cross section and entanglement of purification

How wide is an entanglement wedge at its narrowest? The von Neumann entropy (1.18) and modular minimal entropy (4.31) are both represented by minimal surfaces on certain spatial slices. We may anticipate that the minimal cross section of an entanglement wedge also encodes some information theoretic CFT quantity.

To formalize the notion of the cross-section of an entanglement wedge $\mathcal{W}(R)$ dual to $\rho_{R}$, we divide the CFT region into two components: $R=A \cup B$. The bulk quantity we are looking for is the area of a minimal cut across some spatial slice of the entanglement wedge, which leaves $A$ and $B$ on its two sides. Reference [130] proposed that this minimal cross sectional area (in units of $4 G \hbar$ ) is the so-called entanglement of purification [194]:

$$
\begin{equation*}
E_{P}\left(\rho_{A B}\right)=\min _{W W^{\dagger}=\rho_{A B}} S_{A \tilde{A}}(|W\rangle\langle W|)=\min _{W W^{\dagger}=\rho_{A B}} S_{B \tilde{B}}(|W\rangle\langle W|) \tag{4.34}
\end{equation*}
$$

Here, as in equation (1.15), $|W\rangle$ is a purification of $\rho_{R}=\rho_{A B}$, but we now imagine subdividing the purifying Hilbert space into $\mathcal{H}_{\tilde{A}} \otimes \mathcal{H}_{\tilde{B}}$ and attaching $\tilde{A}$ to $A$ and $\tilde{B}$ to $B$. Equation (4.34) asks for the most efficient purification of $\rho_{A B}$ so the resulting systems $A \tilde{A}$ and $B \tilde{B}$ are minimally entangled. This is the most natural way of quantifying the quantum entanglement shared by $A$ and $B$ in $\rho_{A B}$, because it wipes out (extremizes over) artefacts of quantum entanglement between $A B$ and $\tilde{A} \tilde{B}$ in the parent pure state $|W\rangle$.


Figure 20: Examples of entanglement wedge cross sections (orange dashed lines) in pure AdS and in a black hole geometry. The optimal purification $\tilde{A} \tilde{B}$ in equation (4.34) is taken to live on the blue surface $\Xi_{A B}$ that binds $\mathcal{W}(A B)$. The entanglement wedge cross section divides this purifier into $\tilde{A}$ and $\tilde{B}$ as shown.

The clearest motivation for proposal (4.34) comes from the surface/state correspondence, which associates Hilbert spaces to cuts through the bulk geometry. After we associate $\mathcal{H}_{\tilde{A}} \otimes \mathcal{H}_{\tilde{B}}$ to the HRT surface that defines $\mathcal{W}(A B)$, the division between $\mathcal{H}_{\tilde{A}}$ and $\mathcal{H}_{\tilde{B}}$ is decided by the minimization in (4.34). The optimal division has $\tilde{A}$ extending between the boundary region $A$ and the cross-section, and similarly for $\tilde{B}$ extending between $B \subset \mathrm{CFT}$ and the cross-section; see Figure 20.

A simple sanity check concerns product states $\rho_{A} \otimes \rho_{B}$. In this case $\rho_{A}$ and $\rho_{B}$ can be individually purified by some $|\Psi\rangle_{A \tilde{A}} \in \mathcal{H}_{A} \otimes \mathcal{H}_{\tilde{A}}$ and $|\Psi\rangle_{B \tilde{B}} \in \mathcal{H}_{B} \otimes \mathcal{H}_{\tilde{B}}$ so $E_{P}\left(\rho_{A} \otimes \rho_{B}\right)=0$. Holographically, neglecting $\mathcal{O}\left(N^{-1}\right)$ corrections, this corresponds to an entanglement wedge being a disjoint union of component entanglement wedges: $\mathcal{W}(A B)=\mathcal{W}(A) \cup \mathcal{W}(B)$. Further consistency checks of proposal (4.34) against various entropic inequalities were considered in [130]. There are also alternative proposals for how dual CFTs may compute entanglement wedge cross-sections [195-199].

## 5 Intriguing aspects of the Ryu-Takayanagi formula

The Ryu-Takayanagi proposal is intriguing because it relates gravity as a dynamical theory of geometry to quantum entanglement. It is all the more intriguing because not all geometries represent the entanglement of quantum states, and not all quantum states have geometrizable entanglement. Even when a bulk geometry consistently represents the entanglement of a quantum state, its global properties often harbor further mysteries.

We describe these puzzling aspects of the Ryu-Takayanagi formula below.

### 5.1 Not all geometries represent quantum entanglement of boundary states

Equivalently, this section could be titled 'not all bulk stress tensors can arise in holographic duality.' This is because Einstein's equations, or other equations of motion in non-Einstein theories of gravity, relate the spacetime geometry to the stress tensor sourcing it. Any local condition, which a bulk geometry must satisfy for consistency with the Ryu-Takayanagi proposal, is an energy condition when applied on-shell.

Thus far, we have encountered one such condition: the null energy condition. It was assumed in the derivation of black hole thermodynamics (above equation 1.5) and in proving [81] entanglement wedge nesting (2.22) and containment of causal wedges (2.24), without which subregion duality would make no sense. The null energy condition is a benign assumption on realistic, semiclassical stress tensors [200] and we have solid reason to believe that a suitable quantum predecessor of it holds in all consistent quantum field theories [201, 202]. Interestingly, Reference [203] (see also [204, 205]) found that the Ryu-Takayanagi proposal also implies other, generally stronger conditions, which too must hold in the bulk spacetime.

The CFT quantity that seeds this analysis is the relative entropy (2.31), which we used in Section 2.3.2 to justify subregion duality. Here we focus on entropy relative to the vacuum

$$
\begin{equation*}
S\left(\rho \mid \sigma_{\mathrm{vac}}\right)=\operatorname{Tr}\left(\rho \log \rho-\rho \log \sigma_{\mathrm{vac}}\right) \quad \text { where } \sigma_{\mathrm{vac}}=\operatorname{Tr}_{\bar{B}}|0\rangle\langle 0| \tag{5.1}
\end{equation*}
$$

for ball-shaped regions $B \subset$ CFT. This quantity is non-negative, as is evident from expanding in small $d \sigma=\rho-\sigma_{\text {vac }}$. (Recall that $S(\rho \mid \sigma)$ is a measure of distinguishability of states so $S(\rho \mid \sigma)$ as a function of $\rho$ is minimized by $\rho=\sigma$.) Reference [203] used the covariant proposal (2.18) to argue that $S\left(\rho \mid \sigma_{\mathrm{vac}}\right)$ is a certain energy measure on the entanglement wedge dual to $\rho$. In any geometry in which the covariant (HRT) proposal (2.18) holds, this energy must not be negative because $S\left(\rho \mid \sigma_{\text {vac }}\right) \geq 0$.

To identify the holographic dual to $S\left(\rho \mid \sigma_{\mathrm{vac}}\right)$, rewrite it as a difference of free energies:

$$
\begin{align*}
S\left(\rho \mid \sigma_{\mathrm{vac}}\right) & \left.=\operatorname{Tr}\left(\sigma_{\mathrm{vac}} \log \sigma_{\mathrm{vac}}-\rho \log \sigma_{\mathrm{vac}}\right)\right)+\operatorname{Tr}\left(\rho \log \rho-\sigma_{\mathrm{vac}} \log \sigma_{\mathrm{vac}}\right) \\
& =\left(H_{\mathrm{vac}}(\rho)-H_{\mathrm{vac}}\left(\sigma_{\mathrm{vac}}\right)\right)-\left(S(\rho)-S\left(\sigma_{\mathrm{vac}}\right)\right) \tag{5.2}
\end{align*}
$$

The modular Hamiltonian in any state is a CFT operator localized in the region $B$. In the vacuum, conformal symmetry fixes $H_{\mathrm{vac}}=-\log \sigma_{\mathrm{vac}}$ to a particular smearing of the CFT stress tensor [67], which can be viewed as the generator of a diffeomorphism acting on the boundary. The other term in (5.2) is a difference of entanglement entropies (or areas of extremal surfaces). In the Iyer-Wald formalism [206, 207], the area of a surface is a Nöther charge that generates boosts orthogonal to the surface [208]; applied on $\Xi_{B}$, it generates evolution in modular time. Thus, both terms in (5.2) are differences (between $\rho$ and $\sigma_{\text {vac }}$ ) of diffeomorphism generators, which act respectively on $B$ and the associated HRT surface $\Xi_{B}$. From the homology condition $\Xi_{B} \sim B, B \cup \Xi_{B}$ is the boundary of a bulk time slice $\tilde{\Sigma}$. If we extend the action of the diffeomorphisms acting on $B$ and $\Xi_{B}$ to the interior of $\tilde{\Sigma}$ by choosing some vector field $\xi$, equation (5.2) will become the difference of Hamiltonian generators of $\xi$, i.e. energies defined with respect to $\xi$. This is how $S\left(\rho \mid \sigma_{\mathrm{vac}}\right) \geq 0$ is a bulk energy theorem.

Every ball $B$ on the boundary imposes one positive energy condition, which must be satisfied if the HRT proposal (2.18) holds. Interestingly, their union does not reduce to any (currently known) set of local criteria. In this way, the HRT proposal reveals previously unsuspected conditions on consistent spacetime geometries. Given how tightly the HRT proposal is tied to the material of Section 1, it is fascinating to ponder that a spacetime geometry must obey these exotic constraints, lest it somehow contaminate seemingly unrelated aspects of general relativity such as black hole thermodynamics.

### 5.2 Not all boundary states have geometrizable entanglement

It is obvious that not every state of a holographic CFT can be dual to a semiclassical bulk geometry. For example, a linear superposition of two states, which individually represent wildly different bulk geometries, cannot be expected to describe a single semiclassical bulk [209]. Even when two CFT states differ at order $\mathcal{O}\left(N^{0}\right)$ - that is, in bulk language, at the level of perturbative fields which live on top of a common background geometry - the metric will not solve Einstein's equations [210]. The application of the Ryu-Takayanagi proposal to such cases was studied in [211].

Interestingly, the Ryu-Takayanagi proposal reveals other, more intriguing limitations on states that may be dual to semiclassical bulk geometries. Such constraints are best understood in the context of time reversal-symmetric states, in which entanglement entropies of subregions are computed by minimal homologous surfaces on the bulk slice fixed by time reversal; see (2.11). It turns out that the minimality and homology properties of the requisite surfaces automatically imply non-trivial inequalities between entanglement entropies of CFT subregions. The inequalities are non-trivial in that not all quantum states satisfy them.

Below we discuss in detail two inequalities that follow from proposal (2.11), then sketch the complete set of such inequalities. We initially assume time reversal symmetry and return to time-dependent geometries and states at the end of the subsection. Regions $A, B, \ldots$ are assumed disjoint, but each region may have many connected components.

Subadditivity and monogamy of mutual information The subadditivity inequality reads:

$$
\begin{equation*}
S(A)+S(B) \geq S(A B) \tag{5.3}
\end{equation*}
$$

It is convenient to define a quantity called mutual information

$$
\begin{equation*}
I(A: B) \equiv S(A)+S(B)-S(A B) \tag{5.4}
\end{equation*}
$$

which rephrases subadditivity as $I(A: B) \geq 0$. We will prove (5.3) in holography, following [212].

Assume that the CFT state is dual to a semiclassical bulk geometry, which is time reversal-symmetric. According to the Ryu-Takayanagi proposal (2.11), each term in inequality (5.3) is the area of a minimal surface $\Xi_{A}$ (respectively $\Xi_{B}, \Xi_{A B}$ ) on the privileged bulk slice fixed by time reversal, which is homologous to $A$ (respectively $B, A B$ ). We display the surfaces in Figure 21.


Figure 21: The surface $\Xi_{A} \cup \Xi_{B}$ is homologous to $A B$, so its area in units of $4 G \hbar$ is no smaller than $S(A B)$. The mutual information $I(A: B)$ is the difference of the two areas.

Note that the surface $\Xi_{A} \cup \Xi_{B}$ satisfies the homology condition $\Xi_{A} \cup \Xi_{B} \sim A B$. As such, it is part of the domain of minimization in proposal (2.11) applied to region $A B$. Therefore

$$
\begin{equation*}
S(A)+S(B)=\frac{\operatorname{Area}\left(\Xi_{A} \cup \Xi_{B}\right)}{4 G \hbar} \geq \min _{\Xi \sim A B} \frac{\operatorname{Area}(\Xi)}{4 G \hbar}=S(A B) \tag{5.5}
\end{equation*}
$$

so the Ryu-Takayanagi proposal directly implies (5.3).
Now consider the monogamy of mutual information [213]:

$$
\begin{equation*}
S(A B)+S(B C)+S(C A) \geq S(A)+S(B)+S(C)+S(A B C) \tag{5.6}
\end{equation*}
$$

It is called that because of the asymmetric rewriting

$$
\begin{equation*}
I(A: B C) \geq I(A: B)+I(A: C) \tag{5.7}
\end{equation*}
$$

which says that partners $B$ and $C$ do not have common mutual information with $A$. Proving (5.6) proceeds similarly to (5.5), but there is a new element [213]. In (5.5), we used the surfaces on the left hand (greater than) side of (5.3) wholesale in order to assemble a surface homologous to the region on the right hand (less than) side of the inequality. Now we will need to divide the surfaces $\Xi_{A B}, \Xi_{B C}, \Xi_{C A}$ into pieces, and then re-glue those pieces to assemble surfaces homologous to $A, B, C$, and $A B C$.

To describe the requisite cutting and re-gluing, we must go back to the homology condition in proposal (2.11). Homology $\Xi_{A B} \sim A B$ means that the minimal surface $\Xi_{A B}$ that computes $S(A B)$, taken together with the CFT region $A B$, forms the boundary of a submanifold $\tilde{\Sigma}_{A B}$ of the privileged bulk slice: $\Xi_{A B} \cup A B=\partial \tilde{\Sigma}_{A B}$. A holographic representation of the left hand side of (5.6) therefore provides three submanifolds of the bulk slice: $\tilde{\Sigma}_{A B}, \tilde{\Sigma}_{B C}$, and $\tilde{\Sigma}_{C A}$. We now form

$$
\begin{align*}
& \Sigma_{A}=\tilde{\Sigma}_{A B} \cap \overline{\tilde{\Sigma}_{B C}} \cap \tilde{\Sigma}_{C A} \quad \Sigma_{B}=\tilde{\Sigma}_{A B} \cap \tilde{\Sigma}_{B C} \cap \bar{\Sigma}_{C A} \quad \Sigma_{C}=\bar{\Sigma}_{A B} \cap \tilde{\Sigma}_{B C} \cap \tilde{\Sigma}_{C A} \\
& \Sigma_{A B C}=\tilde{\Sigma}_{A B} \cup \tilde{\Sigma}_{B C} \cup \tilde{\Sigma}_{C A}, \tag{5.8}
\end{align*}
$$

where overlines stand for taking the complement on the privileged bulk slice. By construction, these submanifolds meet the asymptotic boundary at $A, B, C, A B C$, respectively. From the definition of homology, this is equivalent to saying that:

$$
\begin{align*}
& \partial \Sigma_{A} \backslash A \equiv \Xi_{A}^{\prime} \sim A \quad \partial \Sigma_{B} \backslash B \equiv \Xi_{B}^{\prime} \sim B \quad \partial \Sigma_{C} \backslash C \equiv \Xi_{C}^{\prime} \sim C \\
& \partial \Sigma_{A B C} \backslash A B C \equiv \Xi_{A B C}^{\prime} \sim A B C \tag{5.9}
\end{align*}
$$

In other words, we have defined four surfaces, each of which satisfies a homology condition for one region on the right hand side of (5.6). It is straightforward, if somewhat tedious, to verify that

$$
\begin{equation*}
\Xi_{A}^{\prime} \cup \Xi_{B}^{\prime} \cup \Xi_{C}^{\prime} \cup \Xi_{A B C}^{\prime} \subset \Xi_{A B} \cup \Xi_{B C} \cup \Xi_{C A}, \tag{5.10}
\end{equation*}
$$

where overlapping components of different surfaces are counted with multiplicity. In other words, the surfaces $\Xi_{A, B, C, A B C}^{\prime}$ are not only homologous to $A, B, C, A B C$, but are indeed obtained by cutting and re-gluing the surfaces $\Xi_{A B, B C, C A}$, with some pieces of the latter left to spare. With these provisos in hand, we copycat proof (5.5):

$$
\begin{align*}
& S(A B)+S(B C)+S(C A) \\
= & \frac{\operatorname{Area}\left(\Xi_{A B}\right)}{4 G \hbar}+\frac{\operatorname{Area}\left(\Xi_{B C}\right)}{4 G \hbar}+\frac{\operatorname{Area}\left(\Xi_{C A}\right)}{4 G \hbar} \\
\geq & \frac{\operatorname{Area}\left(\Xi_{A}^{\prime}\right)}{4 G \hbar}+\frac{\operatorname{Area}\left(\Xi_{B}^{\prime}\right)}{4 G \hbar}+\frac{\operatorname{Area}\left(\Xi_{C}^{\prime}\right)}{4 G \hbar}+\frac{\operatorname{Area}\left(\Xi_{A B C}^{\prime}\right)}{4 G \hbar} \\
\geq & \min _{\Xi_{A} \sim A} \frac{\operatorname{Area}\left(\Xi_{A}\right)}{4 G \hbar}+\min _{\Xi_{B} \sim B} \frac{\operatorname{Area}\left(\Xi_{B}\right)}{4 G \hbar}+\min _{\Xi_{C} \sim C} \frac{\operatorname{Area}\left(\Xi_{C}\right)}{4 G \hbar}+\min _{\Xi_{A B C} \sim A B C} \frac{\operatorname{Area}\left(\Xi_{A B C}\right)}{4 G \hbar} \\
= & S(A)+S(B)+S(C)+S(A B C) \tag{5.11}
\end{align*}
$$

The first inequality follows from the inclusion (5.10) of surfaces $\Xi_{A, B, C, A B C}^{\prime}$ in $\Xi_{A B, B C, C A}$, and the second one from the fact that the surfaces $\Xi_{A, B, C, A B C}^{\prime}$ each belong to the relevant domains of minimization because of the homology condition (5.9).

## Comments on subadditivity and monogamy:

- Subadditivity (5.3) is an identity, which holds in all quantum systems, so it is not special to holography. However, the general proof of subadditivity is difficult [214], in marked contrast to the one-liner (5.5) afforded by assuming the Ryu-Takayanagi proposal.
- Monogamy of mutual information (5.6) is not an identity; there are states in quantum mechanics, which violate it. The simplest example is the GHZ state on four qubits:

$$
\begin{equation*}
|G H Z\rangle_{4}=\frac{1}{\sqrt{2}}|0000\rangle+\frac{1}{\sqrt{2}}|1111\rangle \tag{5.12}
\end{equation*}
$$

Letting $A, B, C$ be the first, second and third qubit, we see that:

$$
\begin{equation*}
S(A B)=S(B C)=S(C A)=S(A)=S(B)=S(C)=S(A B C)=\log 2 \tag{5.13}
\end{equation*}
$$

As such, the monogamy of mutual information is a non-trivial, necessary condition for a quantum state, if the latter is to be holographically dual to a semiclassical geometry that obeys the Ryu-Takayanagi proposal (2.11).

- The preceding discussion assumed time reversal symmetry, but Reference [81] proved both (5.3) and (5.6) by assuming only the covariant proposal (2.18). We next turn to other inequalities, which are only known to hold assuming time reversal-symmetry.


### 5.2.1 Holographic entropy cone

Before discussing individual inequalities, it is useful to define a novel concept: the holographic entropy cone [215]. (See also [216] for a more formal presentation of this concept.) When we select $n$ disjoint regions $A, B, C, \ldots$ in the CFT, we have $2^{n}-1$ distinct unions of them such as $A B$ and $A B C$ in inequality (5.6); the -1 excludes the empty set. Consider a $\left(2^{n}-1\right)$-dimensional vector space parameterized by entanglement entropies such as $S(A)$, $S(B), \ldots, S(A B), S(A C), \ldots, S(A B C), \ldots$ Every inequality such as (5.3) or (5.6) divides this vector space into two halves: one allowed by the inequality, and one disallowed. The dividing locus is a hyperplane, which describes states that saturate the relevant inequality. In the holographic analysis, such states are especially interesting because they are marginally consistent with the Ryu-Takayanagi proposal: an infinitesimal deformation of such a state can produce a violation of (2.11). Note that all hyperplanes of marginality (a.k.a. inequalities) meet at the origin because setting all entropies to vanish is marginally consistent with the Ryu-Takayanagi proposal.

A collection of hyperplanes, which all meet at one point, defines a cone. In this way, the inequalities obeyed by holographic entanglement entropies-whatever they be - define the holographic entropy cone. Other types of entropic cones have been extensively studied in the literature; see [217] for a pedagogical introduction. The most obvious cones are the quantum entropy cone, which comprises all assignments of entanglement entropies to subsystems allowed by quantum mechanics, as well as the Shannon entropy cone, which comprises all consistent Shannon entropies of joint probability distributions. These cones have tremendously rich and not yet understood structures, which set limits on the types of correlations allowed by quantum and classical statistics. For example, already at $n=4$ random variables, the Shannon cone is known not to be polyhedral [218]-that is, it is demarcated by infinitely many independent inequalities. The same is conjectured for the quantum cone of $n=4$ named regions. Both those cones include subadditivity (5.3) as a binding hyperplane.

Our focus here is the holographic entropy cone. This cone comprises assignments of entanglement entropies consistent with the Ryu-Takayanagi proposal. (The cone comprising entanglement entropies consistent with the quantum-corrected version of the RyuTakayanagi proposal - equation (6.16) - is studied in [219].) Its boundaries set limits on correlations, which are geometrizable in the sense of Ryu-Takayanagi. This cone is strictly smaller than the quantum entropy cone. For example, monogamy (5.6) is a facet of the holographic entropy cone but cuts through the interior of the quantum entropy cone. Correspondingly, the entanglement entropies (5.13) of the GHZ state (5.12) live within the quantum entropy cone but outside the holographic entropy cone. As a final preliminary, we point out that the fundamental property of a cone - convexity - is manifestly satisfied by assignments of entropies consistent with the Ryu-Takayanagi proposal. This is because different such assignments $S\left(A^{(i)}\right), S\left(B^{(i)}\right), S\left(C^{(i)}\right), \ldots$ labeled by $i$ can always be combined
by taking independent holographic $\mathrm{CFT}^{(i)}$ s and setting $A=\cup_{i} A^{(i)}$ (and similarly for other regions). The corresponding bulk geometry can be a disjoint union of geometries or a wormhole connecting $\mathrm{CFT}^{(i)}$ s living on distinct asymptotic boundaries.

## Properties of the holographic entropy cone, assuming time reversal symmetry:

Reference [215] studied the holographic entropy cone assuming time reversal symmetry. They identified many additional inequalities beyond subadditivity and monogamy. Below are some of their salient features.
N.B.: The ensuing comments assume that the inequalities are presented in the same format as (5.3) and (5.6), i.e. all coefficients on either side are positive. As in (5.3, 5.6), we place the 'greater than' side on the left.

- All the inequalities are balanced. A balanced inequality is one in which every region $A, B, C \ldots$ appears the same number of times on both sides. For example, $A$ appears in (5.6) two times on the left (in $A B$ and $C A$ ) and on the right (in $A$ and $A B C$ ), as does $B$ and $C$. When all relevant regions have smooth boundaries, the balanced property means that the inequalities are only sensitive to UV-finite (cutoff-independent) entanglement. (Regions with non-smooth boundaries have a richer structure of UV divergences, which do not generically cancel out of balanced inequalities.). An inequality with unbalanced appearances of $A$ (with all other regions balanced) would be trivially true or false because it would be overwhelmed by the UV-divergent entanglement of $A$.
- Reference [215] automated the procedure of proving holographic inequalities. Going back to the proof (5.11) of monogamy, they defined a mechanical process, which identifies submanifolds $\Sigma_{A, B \ldots}$ and surfaces $\Xi_{A, B \ldots}^{\prime}$ such as (5.8) and (5.9) for more general inequalities. However, they did not demonstrate that every valid inequality can be proved this way, which leaves a theoretical possibility that some other, elusive inequalities may be inaccessible to their technical apparatus.
- Details of the automated proof procedure are too involved for this review. However, to aid the reader who consults the original reference, we briefly explain how our presentation relates to the more formal terminology of [215]. Its authors reduced the proof of an inequality to finding a map, which sends vertices of a hypercube with axes labeled by terms on the left hand side of the inequality, to vertices of a hypercube with axes labeled by terms on the right hand side. The requisite map, which is then used to define regions and surfaces analogous to (5.8) and (5.9), must satisfy a certain 'initial condition' and a so-called 'contraction property.' The step (5.8) in our proof of monogamy is actually derived from this type of map. The 'initial conditions' of [215] guarantee that the resulting surfaces satisfy the homology conditions, analogous to (5.9). The 'contraction property' ensures that the surfaces can be assembled from pieces of the $\Xi s$ which represent terms on the left hand side, analogous to (5.10).
- Whenever we discover one valid inequality, we also discover many others because the inequalities must be valid independently of how we label the regions. To exploit
this fully, we define an additional region $O$, which purifies the union of the $n$ named regions $A \cup B \cup C \cup \ldots$. With the $(n+1)^{\text {th }}$ region $O$ included, we can apply the full symmetric group $S_{n+1}$ to any valid inequality. To see the power of relabelling, apply $A \rightarrow B \rightarrow O$ to (5.3) and use $S(O)=S(A B)$ and $S(B O)=S(A)$ to get:

$$
\begin{equation*}
S(B)+S(A B) \geq S(A) \tag{5.14}
\end{equation*}
$$

Interestingly, the monogamy of mutual information (5.6) is invariant under the full $S_{4}$, which permutes $A, B, C$, and $O$. In addition to permuting regions, we may also recombine them. For example, by substituting $A \rightarrow A B$ and $B \rightarrow C D E$ we obtain the following instance of subadditivity:

$$
\begin{equation*}
S(A B)+S(C D E) \geq S(A B C D E) \tag{5.15}
\end{equation*}
$$

- The combinatorics of the full cone quickly become formidable. For example, the $n=5$ cone has 372 facets / inequalities [220]. To organize this data, we look for a minimal set of inequalities that generate all others by permuting or recombining regions and taking linear combinations.
- The holographic entropy cone is known for up to $n=5$ regions [220], but not beyond. The minimal generating inequalities for five regions comprise subadditivity (5.3), monogamy of mutual information (5.6), and six other, highly non-trivial inequalities, listed in Table 1 of [220]. To impart a proper sense of awe, we copy one of them below:

$$
\begin{align*}
& 3(A B C+A B D+A C E)+A B E+A C D+A D E+B C D+B C E+B D E+C D E \\
\geq & 2(A B+A C+B D+C E+A B C D+A B C E)+A D+A E+B C+D E+A B D E+A C D E \tag{5.16}
\end{align*}
$$

In this inequality (and only here), we write $A B C$ instead of $S(A B C)$ to locally ease the notation. At present, there is no surefire way to generate this or other holographic inequalities. For the best attempt to do so, see [221].

- There is one type of inequality (up to relabelling etc.), whose validity has been proven for an arbitrary number $n$ of regions [215]. Assuming $n=2 k+1$ is odd, it reads:

$$
\begin{align*}
& S\left(A_{1} A_{2} \ldots A_{k+1}\right)+S\left(A_{2} A_{3} \ldots A_{k+2}\right)+\ldots+S\left(A_{n} A_{1} \ldots A_{k}\right)  \tag{5.17}\\
\geq & S\left(A_{1} A_{2} \ldots A_{k}\right)+S\left(A_{2} A_{3} \ldots A_{k+1}\right)+\ldots+S\left(A_{n} A_{1} \ldots A_{k-1}\right)+S\left(A_{1} A_{2} \ldots A_{n}\right)
\end{align*}
$$

A similar inequality holds for even $n$, but it is implied by (5.17) and subadditivity. As such, only (5.17) is part of the fundamental generating set of inequalities.

- Let the regions $A_{i}$ in (5.17) be intervals in a $\mathrm{CFT}_{2}$ on a circle. Assume that the regions partition the full circle, and that their labels $i$ are cyclically ordered on the circle. If we send $n \rightarrow \infty$ such that the size of every $A_{i}$ goes to zero, the sum of terms

$$
\begin{equation*}
S\left(A_{i} A_{i+1} \ldots A_{i+k}\right)-S\left(A_{i} A_{i+1} \ldots A_{i+k-1}\right)=S\left(A_{i+k} \mid A_{i} \ldots A_{i+k-1}\right) \tag{5.18}
\end{equation*}
$$

becomes the same integral we encountered in equations (4.5) and (4.11), i.e. differential entropy. The shape of the bulk curve computed by the differential entropy is set by the rates at which the sizes of the intervals $A_{i}$ approach zero in the $n \rightarrow \infty$ limit. Because we have assumed that $\cup_{i=1}^{n} A_{i}$ is the full CFT, the final term in (5.17) is the overall entropy of the CFT, or equivalently the area of the horizon in the bulk. In this setup, the $n \rightarrow \infty$ limit of the cyclic inequality (5.17) is:

$$
\begin{equation*}
S_{\mathrm{diff}} \geq S\left(\rho_{\text {full } \mathrm{CFT}}\right) \tag{5.19}
\end{equation*}
$$

It says that a curve which encircles the horizon must be longer than the horizon. It is fascinating that the cyclic inequalities (5.17) provide a finite $n$ 'resolution' of the differential entropy formula, and that the 'resolution' is valid even when the concept of differential entropy does not apply (in higher dimensions, when regions $A_{i}$ are labeled out of order, or if they have many connected components.)

- All known and yet-to-be discovered, currently unknown fundamental inequalities enjoy a property called superbalance: they are saturated by collections of EPR pairs [222]. For example, an EPR pair shared by $A$ and $B$ contributes $\log 2$ to every term that includes one but not both of $A$ and $B$; there are exactly two such terms on each side of (5.6) and eight such terms on each side of (5.16). For EPR pairs shared by named regions and the purifier $O$, superbalance reduces to the balanced condition.
- Superbalance means that the mutual information (5.4)-the amount by which subadditivity is away from saturation-uniquely isolates from an entropy vector contributions of EPR pairs. If we subtract off EPR pairs, the remaining part of the entropy vector is solely responsible for the non-saturation of other inequalities. For example, the entropy vector

$$
\begin{align*}
& S(A)=S(B)=S(A B)=2 \log 2 \\
& S(A C)=S(B C)=3 \log 2  \tag{5.20}\\
& S(C)=S(A B C)=\log 2
\end{align*}
$$

saturates all fundamental inequalities except the subadditivity $I(A: B) \geq 0$ and monogamy:

$$
\begin{align*}
& S(A)+S(B)-S(A B)=2 \log 2 \geq 0  \tag{5.21}\\
& S(A B)+S(B C)+S(C A)-S(A)-S(B)-S(C)-S(A B C)=\log 2 \geq 0 \tag{5.22}
\end{align*}
$$

Inequality (5.21) tells us that the state must contain (an equivalent of) one $A-B E P R$ pair, which contributes to (5.20):

$$
\begin{align*}
& S_{\mathrm{EPR}}(A)=S_{\mathrm{EPR}}(B)=S_{\mathrm{EPR}}(A C)=S_{\mathrm{EPR}}(B C)=\log 2 \\
& S_{\mathrm{EPR}}(C)=S_{\mathrm{EPR}}(A B)=S_{\mathrm{EPR}}(A B C)=0 \tag{5.23}
\end{align*}
$$

$S_{\text {EPR }}($.$) is fully responsible for the non-saturation of subadditivity in (5.21). If we$ subtract it off, the remainder $S_{\mathrm{PT}}()=.S()-.S_{\mathrm{EPR}}($.$) reads:$

$$
\begin{align*}
& S_{\mathrm{PT}}(A)=S_{\mathrm{PT}}(B)=S_{\mathrm{PT}}(C)=S_{\mathrm{PT}}(A B C)=\log 2 \\
& S_{\mathrm{PT}}(A B)=S_{\mathrm{PT}}(A C)=S_{\mathrm{PT}}(B C)=2 \log 2 \tag{5.24}
\end{align*}
$$

This vector represents a contribution to the entanglement pattern (5.20), which is qualitatively distinct from EPR pairs. This contribution is invisible to subadditivity (5.3), but it is detected by and fully accounts for the monogamy inequality (5.22). We will interpret the entanglement pattern (5.24) in Section 5.3.

The holographic cone of average entropies The last point-that holographic entropy inequalities decompose entropy vectors into atomic constituents-recently found a generalization to arbitrarily many regions [223] (see also [224]). To explain the assertion, we define $S^{p}$ as the average of all $p$-region entropies, with and without the purifier $O$ included. For example, for $n=3$ named regions, we have:

$$
\begin{align*}
& S^{1}=\frac{1}{4}(S(A)+S(B)+S(C)+S(O))  \tag{5.25}\\
& S^{2}=\frac{1}{6}(S(A B)+S(A C)+S(A O)+S(B C)+S(B O)+S(C O)) \tag{5.26}
\end{align*}
$$

With the purifier in the game, complementary regions automatically have equal entropies (e.g. $S(O)=S(A B C)$ for $n=3$ named regions). This means that at arbitrary $n$ we have $\left\lfloor\frac{n+1}{2}\right\rfloor$ independent quantities $S^{p}$, where $\lfloor\ldots\rfloor$ is the floor function. Referring back to the discussion above (5.14), we recognize that $S^{p}$ form the complete set of $S_{n+1}$-invariants of an entropy vector. Instead of asking about detailed values of individual regions' entropieslike inequalities (5.16) and (5.17) do-we may now ask what values of $S^{p}$ are achievable by holographic states. This question defines the 'holographic cone of average entropies.' This cone is conjectured to have the simplest imaginable structure [223], which we presently explain.

Because we have $\left\lfloor\frac{n+1}{2}\right\rfloor$ quantities, the simplest possible cone is bound by $\left\lfloor\frac{n+1}{2}\right\rfloor$ hyperplanes (inequalities). It is a simplex whose one face (the one that excludes the origin) is pushed to infinity. Equivalently, any cross-section of the cone is an $\left(\left\lfloor\frac{n+1}{2}\right\rfloor-1\right)$-dimensional simplex. Such cones, called simplicial, have a special property: any vector in the interior can be uniquely written as a linear combination of $\left\lfloor\frac{n+1}{2}\right\rfloor$ extremal vectors with non-negative coefficients. (For non-simplicial convex cones, the corresponding statement is weaker because there is no uniqueness.) This fact means that for $n$ named regions, we have $\left\lfloor\frac{n+1}{2}\right\rfloor$ atomic constituents, which uniquely make up any holographically achievable set of average $p$-region entropies.

The reasoning, which supports this conjecture, is outside the scope of this review. To pique the reader's interest, and to contextualize this claim, we only mention three intriguing aspects of the conjecture:

- The atomic ingredients, which build up any holographically achievable vector of average $p$-region entropies, are graded by the degree of erasure correction they offer. We discussed the role of erasure correction in holography in Section 2.4.
- The same atomic ingredients can be identified with stages of unitary evaporation of black holes. We may think of individual Hawking particles as the named regions $A, B, C, \ldots$ and the black hole itself as the purifier $O$. As a black hole evaporates, the resulting vector of average entropies $S^{p}$ visits all the atomic ingredients of the cone of average entropies one by one. We illustrate that statement in Figure 25 in Section 6.3.2 where we discuss the black hole information paradox.
- When we add up all permutation images of a valid inequality (for example, (5.14) is a permutation image of $S(A)+S(B) \geq S(A B)$ ), we get another valid inequality, which only involves the permutation invariants $S^{p}$. With the sole exception of (5.17), every known holographic inequality reduces under this symmetrization procedure to the binding inequalities of the cone of average entropies. In this precise sense, the cone of average entropies 'unifies' almost all known holographic inequalities.

For an explanation of these claims, we refer the reader to [223]. For completeness, we present the bounding inequalities of the cone of average entropies. Except for the symmetrized version of subadditivity, which is $2 S^{1} \geq S^{2}$, all of them take a unified, $n$-independent form:

$$
\begin{equation*}
2(p-1)(p+1) S^{p} \geq p(p+1) S^{p-1}+p(p-1) S^{p+1} \tag{5.27}
\end{equation*}
$$

Time dependence The above discussion was based on the non-covariant Ryu-Takayanagi proposal (2.11), which applies when the quantum state and the bulk geometry are time reversal-symmetric. What can we say without assuming time reversal symmetry?

In general dimensions, not much: among the fundamental inequalities uncovered so far, only subadditivity and monogamy have been proven [81] starting from the covariant (HRT) proposal (2.18). The situation is markedly different in $d=2$ boundary dimensions, where all inequalities identified in [215] were proven [225]. The $d=2$ proof is carried out in kinematic space, which we discussed in Section 4.2.2. We sketch it briefly below.

First, a comment on the difference between $d=2$ and $d>2$. The obstacle to proving inequalities in time-dependent settings is that HRT surfaces $\Xi$ which compute entropies on the left hand side do not in general intersect. We discussed this fact in Section 4.3. This means that the $\tilde{\Sigma}$ s employed in (5.8) are not submanifolds of a common slice of the bulk geometry. Consequently, their unions, intersections and complements are meaningless and the proof strategy laid out in (5.8-5.11) is unavailable.

Time dependence in $d=2$ boundary dimensions Even though surfaces $\Xi$ do not intersect, in $d=2$ it is possible to define a topologically protected generalization of 'intersection,' which applies to a pair of intervals. For simplicity, suppose the CFT lives on a line. We say that intervals $\left(L_{1}, R_{1}\right)$ and ( $L_{2}, R_{2}$ ) 'intersect' if and only if their endpoints are ordered as $L_{1}<L_{2}<R_{1}<R_{2}$ or $L_{2}<L_{1}<R_{2}<R_{1}$ on a Cauchy slice of the CFT. It turns out that the proofs in [215] can be rephrased using this topological notion of 'intersection.' When we introduced kinematic space in Section 4.2.2, we observed below equation (4.13) that bulk lengths in $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ can be understood in terms of counting intersecting geodesics. Ultimately, this is the reason why manipulating bulk lengths-as was
done in [215]-boils down to manipulating the topological 'intersections.' Unfortunately, this technique is unlikely to generalize to $d>2$.

One further comment concerning the time-dependent $d=2$ setup is in place. When we inspect equations (4.13) and (4.15), it is evident that counting 'intersections' in kinematic space can only be sensitive to one inequality, namely strong subadditivity:

$$
\begin{equation*}
S(A B)+S(B C)-S(B)-S(A B C) \geq 0 \tag{5.28}
\end{equation*}
$$

If so, how can this technique offer a proof of other inequalities, including (5.6) and (5.16)? The answer is that in $d=2$ (and only there) all known holographic inequalities are linear combinations of (5.28) phase by phase. We illustrate this point using the monogamy of mutual information for four intervals $A, B, C, D$, which partition a circle.

Exploiting its invariance under permutations of constituent intervals, the same monogamy inequality can be written in the following two ways:

$$
\begin{align*}
(S(A B)+S(B C)-S(B)-S(A B C))-(S(A)+S(C)-S(A C)) & \geq 0  \tag{5.29}\\
(S(A B)+S(A D)-S(A)-S(A B D))-(S(B)+S(D)-S(B D)) & \geq 0 \tag{5.30}
\end{align*}
$$

Suppose the intervals $A, B, C, D$ are cyclically ordered on the circle and consider $S(A C)=$ $S(B D)$. As discussed in equation (2.17) and shown in the right panel of Figure 5, it equals either $S(A)+S(C)$ or $S(B)+S(D)$, whichever is smaller. This means that the second parenthesis must vanish in one of the two expressions, and monogamy boils down to:

$$
\begin{array}{ll}
S(A B)+S(B C)-S(B)-S(A B C) \geq 0 & \text { if } \quad S(A)+S(C) \leq S(B)+S(D) \\
S(A B)+S(A D)-S(A)-S(A B D) \geq 0 & \text { if } \quad S(A)+S(C) \geq S(B)+S(D) \tag{5.32}
\end{array}
$$

We see that in $d=2$ monogamy is independent of strong subadditivity only in the sense that no rewriting like (5.31) or (5.32) works independently of the phase of $S(A C)$. All inequalities proved in [215] can be similarly reduced (phase by phase) to strong subadditivity. Indeed, applied in $d=2$, the proof of [215] is basically a list of how the given inequality can be reduced to a linear combination of strong subadditivities, which covers a complete set of alternative phases of holographic entropies [225]. It is not known if the extra power wielded by strong subadditivity in $d=2$ carries a deeper significance.

### 5.3 Bit threads: Areas versus flows

As anyone who tried to patch a leaking faucet knows, the minimal cross-sectional area sets the maximal rate of flow of a fluid. Formally, this is known as the max-flow/min-cut theorem. For our purposes, the theorem means that the Ryu-Takayanagi proposal for $S(A)$ can be reformulated as the maximal flux out of $A$ of a divergenceless flow $v^{\mu}$ with bounded norm:

Max-flow version of the RT proposal for time reversal-symmetric states:

$$
\begin{equation*}
S(A)=\max \int_{A} v \equiv \max \int_{A} \sqrt{h} n_{\mu} v^{\mu} \tag{5.33}
\end{equation*}
$$

where $v^{\mu}$ is a divergenceless vector field satisfying $|v| \leq 1 / 4 G \hbar$.

The maximal norm is set to the universal coefficient of gravitational entropy formulas, so we do not have to write it explicitly in equations involving flows. Reformulation (5.33) was proposed in [226], whose presentation we follow closely in the ensuing write-up. (A generalization of bit threads that incorporates quantum corrections of Section 6.3.2 is discussed in [227, 228]; see also [229, 230] for other extensions of the concept.)

Rephrasing (5.33) enjoys many conceptual advantages. It 'explains' the homology condition in (2.11) when we realize that the maximal flow is only constrained at the bottleneck, which is the minimal surface $\Xi_{A}$. Indeed, the max-flow/min-cut theorem only directly implies the first equality in:

$$
\begin{equation*}
S(A)=\max \int_{\Xi_{A}} v=\max \int_{A} v \tag{5.34}
\end{equation*}
$$

The second equality is a consequence of the homology condition $\Xi_{A} \cup A=\partial \tilde{\Sigma}$, which for any divergenceless flow (maximal or not) implies:

$$
\begin{equation*}
-\int_{\Xi_{A}} v+\int_{A} v=\int_{\tilde{\Sigma}} \sqrt{g} \nabla_{\mu} v^{\mu}=0 \tag{5.35}
\end{equation*}
$$

The minus sign appears because equation (5.34) assumes that $A$ and $\Xi_{A}$ have differently (inward versus outward) pointing normals.

Secondly, when we cross a phase transition in holographic entanglement entropy (see text around Figure 5), the minimal surface changes abruptly but the maximal flow changes continuously. It is tempting to interpret the original Ryu-Takayanagi proposal (2.11) as revealing the presence of a Hilbert space on a minimal surface, with degrees of freedom packed with density $(4 G \hbar)^{-1}$ per unit area; indeed, the surface/state correspondence discussed in Section 3.4 posits just that. But this picture is difficult to reconcile with phase transitions, for how can a Hilbert space jump discontinuously? The flow language, instead, emphasizes bipartite correlations between the two sides of the RT surface, and evades discussing discontinuities altogether.

The same advantage of flows comes handy when we consider information theoretic quantities, which are computed in holography by differences of minimal surfaces. Conditional entropy, which we discussed around equation (4.10), is a case in point. We will also consider the mutual information (5.4) and conditional mutual information (4.15).

We first set up a modicum of notation. Let $v(A)$ be a flow that maximizes (5.33). Note that $v(A)$ is highly ambiguous because a maximal flow can be arbitrarily deformed away from the bottleneck $\Xi_{A}$. This flexibility is in fact powerful enough to allow the same flow to be simultaneously maximizing for a collection of regions, so long as they contain one another in a sequence like Russian dolls. We denote this type of flow $v(A, B \ldots)$. We have

$$
\begin{equation*}
\int_{A} v(A, B \ldots)=\max \int_{A} v \quad \text { and } \quad \int_{A B} v(A, B \ldots)=\max \int_{A B} v \quad \text { and } \ldots, \tag{5.36}
\end{equation*}
$$

which makes sense because $A \subset A B \subset A B \cup \ldots$

Flows for entropies that involve differences of areas For conditional entropy, we have directly from (5.33):

$$
\begin{equation*}
S(B \mid A)=S(A B)-S(A)=\int_{A B} v(A, B)-\int_{A} v(A, B)=\int_{B} v(A, B)=\min _{v(A B)} \int_{B} v(A B) \tag{5.37}
\end{equation*}
$$

This expression can be narrated in many ways. It is the flux out of $B$ of a flow, which is maximal on $A$ and $A B$, or the amount by which $B$ must supplant an $A$-maximal flow so it becomes $A B$-maximal. It is also the minimum flux through $B$ over all $A B$-maximizing flows: since a flux through $A B$ is the sum of fluxes through $A$ and $B$, achieving the maximum flux though $A$ is equivalent to achieving the minimum flux though $B$.

That final rewriting offers an interpretation of mutual information and the subadditivity inequality (5.3):

$$
\begin{equation*}
I(A: B)=S(B)-S(B \mid A)=\max _{v(A B)} \int_{B} v(A B)-\min _{v(A B)} \int_{B} v(A B) \geq 0 \tag{5.38}
\end{equation*}
$$

We can write $S(B)=\max _{v(A B)} \int_{B} v(A B)$ because $B \subset A B$, so the maximal flux through $B$ is achievable by an $A B$-maximizing flow. This proof of subadditivity is arguably simpler than (5.5). We can think of the difference between the maximum and minimum flow through $B$-the mutual information $I(A: B)$-as quantifying the flexibility in distributing flux lines through $\Xi_{A B}$ between $A$ and $B$. We will see shortly that a similar concept-a suitably quantified flexibility or flabbiness of a flow-also underlies the monogamy of mutual information (5.6).

For conditional mutual information (4.15), in turn, we use the rewriting:

$$
\begin{equation*}
I(B: C \mid A)=S(B \mid A)-S(B \mid A C) \tag{5.39}
\end{equation*}
$$

In (5.37), we may set $v(A, B)$ to $v(A, B, C)$ because $B \subset A B \subset A B C$ and an $A$ - and $A B$-maximizing flow can also maximize flux through $A B C$. Similarly, the flow used in computing $S(B \mid A C)$ à la (5.37) can be $v(A, C, B)$. This is because a flow that is maximal on $A C$ and $A B C$ may as well be maximal on $C$ since $C \subset A C \subset A B C$. This gives:

$$
\begin{equation*}
I(B: C \mid A)=\int_{B} v(A, B, C)-\int_{B} v(A, C, B) \geq 0 \tag{5.40}
\end{equation*}
$$

The quantity is positive because the first term maximizes flux through $B$ sooner. Equation (5.40) proves the strong subadditivity inequality.

Perfect tensor entanglement The flow picture is very suggestive of bipartite correlations between degrees of freedom, which live at the endpoints of a flux line - in this context called a bit thread. This in turn brings to mind EPR pairs. On the other hand, we cannot simply equate every bit thread with an EPR pair. This is because - as we observed around equation (5.24)-states with semiclassical bulk duals also contain qualitatively distinct types of entanglement, which may nevertheless be presented as maximal flows. In tackling this issue, Reference [231] discovered an interpretation of the non-EPR constituent (5.24)


Figure 22: Three multiflows for entropies (5.42), displayed as gray lines. The thickened line from $A$ to $B$ is common to all of them; it is fixed by $I(A: B)$ in equation (5.45). The other lines are flabby, and collectively represent perfect tensor entanglement. Their flabbiness, or the presence of perfect tensor entanglement, is detected by inequality (5.6).
of holographic entropy vectors, which accounts for the non-saturation of the monogamy of mutual information (5.6).

We need one additional concept: a multiflow. Let $A_{i}$ be $n$ non-overlapping regions in a CFT. A multiflow is a collection of flows $v_{i j}=-v_{j i}$, which have vanishing flux on all $A_{k}$ except on $A_{i}$ and $A_{j}$. All $v_{i j} \mathrm{~s}$ satisfy the conditions of divergencelessness and norm bound spelled out in (5.33). Colloquially, a multiflow represents traffic circulating among $n$ sites, where $v_{i j}$ is specifically the traffic from $A_{i}$ to $A_{j}$. A theorem proved in [231] asserts that it is possible to find a multiflow such that:

$$
\begin{equation*}
\sum_{j=1}^{n} \int_{A_{i}} v_{i j}=S\left(A_{i}\right) \quad \text { for all } i \tag{5.41}
\end{equation*}
$$

In other words, a collection of constituent flows $v_{i j}$ exists such that $\sum_{j} v_{i j}$ is an $A_{i}{ }^{-}$ maximizing flow for each $i$. This traffic pattern uses up the throughput in and out of every site, and does so simultaneously for all sites.

Figure 22 shows three multiflows for the configuration

$$
\begin{equation*}
S(A)=S(B)=2 \quad \text { and } \quad S(C)=S(O)=1, \tag{5.42}
\end{equation*}
$$

which we considered in example (5.20). We have ignored factors of $\log 2$, denoted $A B C \equiv$ $O$, and neglected entropies of composite regions such as $A B$ because the definition of a multiflow ignores them.

Figure 22 distinguishes two types of bit threads. The thickened line is common to all three multiflows, and is necessarily present in any other multiflow one might draw. To see this, note that $v_{A C}+v_{A O}+v_{B C}+v_{B O}$ also satisfies the conditions of (5.33), which implies:

$$
\begin{equation*}
S(A B)=\max \int_{A B} v \geq \int_{A} v_{A C}+\int_{A} v_{A O}+\int_{B} v_{B C}+\int_{B} v_{B O} \tag{5.43}
\end{equation*}
$$

From the definition of the multiflow, we have

$$
\begin{equation*}
S(A)=\int_{A} v_{A B}+\int_{A} v_{A C}+\int_{A} v_{A O} \quad \text { and } \quad S(B)=\int_{B} v_{B A}+\int_{B} v_{B C}+\int_{B} v_{B O} \tag{5.44}
\end{equation*}
$$

and therefore:

$$
\begin{equation*}
I(A: B)=S(A)+S(B)-S(A B) \leq 2 \int_{A} v_{A B} \tag{5.45}
\end{equation*}
$$

Consequently, there must be at least $(1 / 2) I(A: B)$ bit threads connecting $A$ and $B$-that is, at least as many as the amount of EPR-like entanglement shown in equation (5.23). In example (5.20) we have one fixed bit thread between $A$ and $B$ because $I(A: B)=2$ (ignoring factors of $\log 2$ ).

What about the extra bit threads in a multiflow-the ones which are not fixed in place, and which do not account for EPR-like entanglement? They are flabby, subject to rearrangement - as the three multiflows in Figure 22 illustrate. Their flabbiness suggests that a multiflow artificially imposes a bipartite structure on an entanglement pattern, which is actually $S_{4}$-symmetric. Reference [231] called this perfect tensor entanglement. It is exactly the entanglement pattern in equation (5.24), whose subscript $\cdot \mathrm{PT}$ foreshadowed Perfect Tensor.

As we saw around equations (5.22) and (5.24), the contribution of perfect tensor entanglement to an entropy vector is exactly quantified by the non-saturation of the monogamy inequality. Just like subadditivity asserts that a quantum state cannot contain a negative number of EPR pairs, monogamy (5.6) asserts that states with semiclassical bulk duals cannot contain a negative amount of perfect tensor entanglement. And, just like in the case of EPR pairs (5.38), the contribution of perfect tensor entanglement is represented as a flexibility or ambiguity in a choice of flow. (Both inequalities say that a 'negative flexibility' in choosing a flow is impossible.) We emphasize that general quantum states such as (5.12) can contain a negative multiple of perfect tensor entanglement; the positivity is only necessary for a semiclassical bulk dual obeying the HRT proposal. Thus far, other fundamental inequalities have not been similarly interpreted in terms of flows, although significant progress has been made [232].

### 5.4 Entanglement shadows

Even if a CFT state is dual to a semiclassical bulk geometry, we may ask how much of the geometry can be derived from the Ryu-Takayanagi formula. Imagine an oracle, which can tell us the entanglement entropy of any CFT subregion $A$ in some global state $\rho$. With that data, how much of the geometry dual to $\rho$ can we derive? Under certain special assumptions, it can be the whole entanglement wedge [233-236]. But in generality, a large region of the bulk spacetime is not penetrated by any Ryu-Takayanagi surfaces and remains invisible to entropic considerations; see e.g. [237]. Such a region is called an entanglement shadow [167].

An easy example is occasioned by phase transitions in holographic entanglement entropies. In and around equation (2.14), we considered entanglement entropies of intervals in the state dual to a non-rotating BTZ black hole. We observed that the relevant RT surface jumps to a configuration that girdles the horizon when the interval exceeds a critical size $\alpha_{\text {critical }}$. This means that no RT surface penetrates geometry (2.12) deeper than:

$$
\begin{equation*}
\rho_{\text {minimal }}=\cosh ^{-1} \operatorname{coth}\left(\tilde{R}_{0} \alpha_{\text {critical }}\right) \tag{5.46}
\end{equation*}
$$

This is the deepest point reached by geodesic (2.13) with $\alpha=\alpha_{\text {critical }}$, shy of the horizon $\rho=0$. It is easy to see that disconnected regions do not help; their RT surfaces probe geometry (2.12) even less deeply. In fact, a region impenetrable by RT surfaces occurs generically whenever we have positive energy densities (or mass) in the bulk.

In special setups it is possible to generalize the concept of entanglement entropy to so-called entwinement [167]-an entanglement measure for more subtly defined CFT subsystems, not associated to localized subregions. When it is well-defined, entwinement does not undergo the pesky phase transitions and allows us to extract a larger portion of the bulk geometry. This work-around may shed light on the near-horizon region of AdS black holes, but it cannot explain what happens inside a black hole. The latter problem, which has motivated an entirely novel direction of research, is discussed in Section 6.1. For further work on entwinement, see [238-242].

## 6 Black holes

This review started from the physics of black holes, and it is only fitting that it should end with them. We introduce firewalls as a novel perspective on the black hole information paradox, which was motivated by careful consideration of quantum entanglement. We also describe islands and replica wormholes - a new approach to resolving the paradox, which has recently dominated the holographic news cycle and whose starting point is a quantumcorrected version of the Ryu-Takayanagi proposal. For starters, however, we dispel any notion that quantum entanglement will solve all outstanding problems of gravity. Quantum information theory might do that, but its toolkit must be extended to include a further concept: that of computational complexity.

### 6.1 Holographic complexity

Linear growth of a wormhole A standard motivating example [127] is a two-sided AdS black hole dual to the thermofield double state (2.1) of two CFTs. A key observation is that the wormhole connecting the two asymptotic regions grows linearly for an exponentially long period of time. No entropic quantity shows a similar growth. One might try $S\left(A_{L}(t) \cup\right.$ $\left.A_{R}(t)\right)$ where $A_{L}(t) \subset \mathrm{CFT}_{L}$ and $A_{R}(t) \subset \mathrm{CFT}_{R}$ are subregions drawn from individual CFTs' slices at successive times $t$. But this could only work if the holographic entropy of $A_{L}(t) A_{R}(t)$ stays in the connected phase, and anyway this quantity is upper-bounded by

$$
\begin{equation*}
S\left(A_{L}(t) A_{R}(t)\right) \leq S\left(A_{L}(t)\right)+S\left(A_{R}(t)\right) \tag{6.1}
\end{equation*}
$$

because of subadditivity, so it cannot grow linearly for too long. We conclude after [243] that the growth of the wormhole is a qualitatively different phenomenon, whose study requires new concepts other than quantum entanglement.

We emphasize the linear growth of the wormhole, but have been vague about which exact bulk quantity captures the wormhole's size. Two methods that have gained most prominence in the literature go by the slogans 'Complexity = Volume' and 'Complexity $=$ Action'; see Figure 23. The former uses the maximal volume of a spatial slice cutting
through the spacetime [244]. For an example, take the $\mathrm{AdS}_{d+1}$-Schwarzschild black hole

$$
\begin{equation*}
d s^{2}=-f(r) d t^{2}+f(r)^{-1} d r^{2}+r^{2} d \Omega_{d-1}^{2} \quad \text { with } f(r)=1+\frac{r^{2}}{L_{\mathrm{AdS}}^{2}}-\frac{\mu}{r^{d-2}} \tag{6.2}
\end{equation*}
$$

where $\mu$ is the mass of the black hole (up to a dimension-dependent factor). The volume of a bulk slice of the two-sided black hole, which does not break the ( $d-1$ )-dimensional rotational symmetry, is:

$$
\begin{equation*}
2 \operatorname{vol}\left(S^{d-1}\right) \times \int_{r_{\min }}^{r_{\max }} d r r^{d-1} \sqrt{\frac{1}{f(r)}-f(r)\left(\frac{d t}{d r}\right)^{2}} \tag{6.3}
\end{equation*}
$$

The lower limit of integration $r_{\min }$ is where $d t / d r=\infty$ and the slice reaches closest to the bifurcation horizon; note that 'closest' here means closest in time because $r$ is a time coordinate in the interior of the black hole. The upper limit of integration is large, though in practical applications it often suffices to set $r_{\max }=r_{\text {horizon }}$ where $f\left(r_{\text {horizon }}\right)=0$. Looking for a maximal volume slice at time $t_{c}$ amounts to finding $t(r)$ that extremizes (6.3) subject to the boundary condition $\lim _{r \rightarrow \infty} t(r)=t_{c}$. This quantity was studied in detail [244] and shown to exhibit a linear growth with $t_{c}$. In two dimensional models of gravity, one can even give a non-perturbative definition of 'spatial volume' directly from the gravitational path integral [245]; it too grows linearly for an exponentially long time and then saturates. There is also a bit thread formulation of the volume proposal [246], akin to equation (5.33) for the Ryu-Takayanagi proposal, which is based on the concept of Lorentzian bit threads developed in [229].

The other common way to quantify the size of the wormhole uses so-called Wheeler-de Witt patches. A Wheeler-de Witt patch is the bulk domain of dependence (see Section 2.3.1) of a spatial region $\mathcal{R}$. In the present context, $\mathcal{R}$ is a bulk spatial slice which asymptotes to $t=t_{c}$ on the asymptotic boundary, but cut off at some large radius. Removing the nearboundary region means that the Wheeler de Witt patch does not adhere to the boundary (like an entanglement wedge does) but only approaches it at $t=t_{c}$; see Figure 23.

To quantify the size of the wormhole we might take the $(d+1)$-dimensional volume of the Wheeler-de Witt patch [247]. But a quantity more often discussed in the literature is the gravitational action contained in the patch [248, 249], hence 'Complexity $=$ Action.' The preference for the action is mostly because of units. Both the $d$-dimensional volume of a slice and the $(d+1)$-dimensional volume of a Wheeler-de Witt patch require extra dimensionful constants in addition to $\left[G_{N}\right]=(\text { length })^{d-1}$ to define a dimensionless quantity. On the other hand, the combination (action) $/ \hbar$ is an exponent in the path integral so it is hardwired to be dimensionless. Nevertheless, defining the action in the Wheeler-de Witt patch is tricky because the patch can have facets and edges of various codimensions and generically reaches the black hole singularity. A detailed study of those issues is [250].

Per common usage, the quantities discussed above are now effectively defined to be 'holographic complexities.' All of them exhibit a linear growth, which lasts for an exponentially long time - whereafter the applicability of General Relativity is subject to subtleties. A reader unfamiliar with the subject might ask: why do we use the word 'complexity' in-


Figure 23: Left: Maximal volume slices at different times. Right: A Wheeler-de Witt patch. It does not 'hug' the boundary because its defining spatial slice is cut off away from the boundary by the dashed line.
stead of 'volume,' 'action,' or 'bigness'? To understand this, we first give one example of what complexity may mean in a physical but not necessarily holographic context.

A qubit model to illustrate computational complexity Consider a system of $S$ interacting qubits. We choose the letter $S$ for the number of qubits because their Hilbert space is $2^{S}$-dimensional, so generic mixed states will have entropies proportional to $S$. We let this system evolve in discrete time steps, in which arbitrary disjoint pairs of qubits are acted on by a fixed set of two-qubit gates. We will use this model below to illustrate how and why a suitably defined computational complexity also exhibits a linear growth.

Two comments are in order. First, which gates generate the dynamics? The answer is motivated by quantum computing. A quantum computation on $S$ qubits is an $\operatorname{SU}\left(2^{S}\right)$ transformation followed by a measurement. In practical settings, the $S U\left(2^{S}\right)$ unitary would be assembled approximately (but to arbitrary precision) from some basic building blocks, which are referred to as a universal set of gates. Many universal sets are known; one example comprises three distinguished single-qubit gates and one two-qubit gate called CNOT [251], which does or does not flip the second qubit depending on the state of the first qubit:

$$
\begin{equation*}
|00\rangle \rightarrow|00\rangle \quad \text { and } \quad|01\rangle \rightarrow|01\rangle \quad \text { and } \quad|10\rangle \leftrightarrow|11\rangle \tag{6.4}
\end{equation*}
$$

But details of the gates are unimportant. The salient point is that we want the dynamics to be capable of generating an arbitrary transformation, so we must use a universal set of gates, which only comprises a few discrete options.

Second, how and why is this model relevant for black holes? The motivation comes from the fast scrambling conjecture [252], which we outline presently. It posits that black holes have the property that information dropped into one constituent of the black hole (whatever such constituents may be) will come to be shared by all of them after a scrambling
time $\log S$. This time is unusually fast, much shorter than scrambling times of more familiar systems, which are typically power-law in $S$. The non-trivial part of the conjecture is that black holes manage to scramble information at this uncommonly fast rate. This likens the black hole to our qubit model because - as we explain shortly - it too is a fast scrambler.

Multiple reasons underlie the black hole fast scrambling conjecture. The subject could easily fill another review, so our presentation is cursory. One reason comes from studying the dissipation of perturbations in classical black holes, with the most famous example concerning the spread of electric charge on the black hole's surface. From the perspective of outside observers, the horizon of a black hole is a conductor with a characteristic surface resistivity, which in $d=3+1$ dimensions takes the surprisingly quotidian value $\rho_{s}=377 \Omega$ [253, 254]. A localized charge dropped on the horizon spills out on its surface to cover an exponentially growing area until it covers the whole horizon, which happens at a time proportional to $\log A=\log S+$ const.

The second reason is supplied by a widely held resolution of the information paradox called complementarity [255], which proposes that information can simultaneously remain stored inside a black hole and get radiated away. Ordinarily, this would be a violation of the no-cloning theorem [256], which states that an evolution

$$
\begin{equation*}
|\psi\rangle \rightarrow|\psi\rangle \otimes|\psi\rangle \tag{6.5}
\end{equation*}
$$

is impossible because it is non-linear. According to complementarity, however, there is no violation if the two copies of $|\psi\rangle$ cannot be brought together and compared because they are separated by a horizon. (We shall see a more modern version of complementarity in Section 6.2.)

A potential problem for complementarity was reported by Hayden and Preskill [257], who argued that black holes are actually information mirrors. A single qubit dropped into an old black hole (see Section 6.3.1 for which black holes are old) can be retrieved outside as soon as a scrambling time $t_{*}$, albeit at an exceedingly high calculational expense [258]. Let Alice, who carries one qubit of information, jump into a black hole and then leave a note for heroic physicists who may jump later. Such heroes of research would be motivated by a desire to witness a breakdown of quantum mechanics in the form of (6.5). If after time $t_{*}$ they can retrieve Alice's qubit outside the black hole using the Hayden-Preskill protocol and subsequently jump inside and intercept Alice's note, then they will have observed (6.5). What saves complementarity from violating quantum mechanics is that the energy of the quanta carrying Alice's note is constrained by the mass of the black hole. By the uncertainty principle, this sets a minimal time $t_{\text {min }}$ required for sending or receiving any message inside a black hole. The longer the heroic physicist remains outside the black hole to decode the first copy of Alice's qubit, the less time she has later to retrieve the second copy before hitting the singularity. Under the best circumstances, she must live for at least $t_{\min }$ inside the black hole, which sets an upper bound for $t_{*}$ if the no-cloning theorem is to be violated. Conversely, to avoid an observable violation of quantum mechanics-and so to save complementarity - we must impose a lower bound on $t_{*}$. A quantitative treatment of the problem reveals [252]:

$$
\begin{equation*}
t_{*} \geq \# \log S \tag{6.6}
\end{equation*}
$$

This supports the fast scrambling conjecture under the assumption that principles of Nature are tightly constrained by consistency, i.e. a consistency inequality such as (6.6) should be saturated.

Further, independent evidence from string and M-theoretic models of black holes also supports the fast scrambling conjecture [252, 259].

Computational complexity of the qubit model Our treatment follows [260] with some alterations. As a warm-up, let us confirm that the qubit model has $t_{*} \propto \log S$. Since time evolution is generated by discrete applications of two-qubit gates, the number of qubits which 'know' about an initial single-qubit perturbation doubles with every step. Setting $2^{t_{*}}=S$ to spread the information among all the $S$ qubits gives the desired result.

The evolution generated after $\log S$ steps is far from a generic $S U\left(2^{S}\right)$ transformation. After that, further applications of elementary gates continue to produce unseenbefore $S U\left(2^{S}\right)$ transformations, until the time evolution visits within $\epsilon$ of every point on the $S U\left(2^{S}\right)$ manifold. To estimate when this happens, we first compute how many different unitaries can get generated in one step of the evolution. Ignoring single-qubit base changes, the evolution can involve

$$
\begin{equation*}
(S-1) \cdot(S-3) \cdot \ldots \cdot 3 \cdot 1=\frac{S!}{2^{S / 2}(S / 2)!} \sim \frac{(S / e)^{S}}{2^{S / 2}(S / 2 e)^{S / 2}}=\left(\frac{S}{e}\right)^{S / 2} \tag{6.7}
\end{equation*}
$$

different sets of symmetric two-qubit gates; the last expression uses Stirling's approximation. Because of the enormous volume of $S U\left(2^{S}\right)$, every subsequent step will increase the number of possibilities by another factor of (6.7). This continues until the distinct possible evolutions compete with the number of $\epsilon$-balls in $S U\left(2^{S}\right)$, which is [260]:

$$
\begin{equation*}
\operatorname{vol}\left(S U\left(2^{S}\right)\right) \cdot \frac{1}{\epsilon^{2 S}-1} \operatorname{vol}\left(B_{2^{2 S}-1}\right)=2^{\frac{2^{S}+S-1}{2}} \frac{\pi^{2^{S-1}}}{\sqrt{\pi}} \frac{\Gamma\left(2^{2 S-1}+\frac{1}{2}\right)}{1!\ldots\left(2^{S}-1\right)!} \frac{1}{\epsilon^{22^{S}-1}} \sim\left(\frac{\sqrt{e}}{\sqrt{2} \epsilon}\right)^{2^{2 S}} \tag{6.8}
\end{equation*}
$$

The exponent of $\epsilon$ and the dimensionality of the ball in the denominator is the number of generators of $\operatorname{SU}\left(2^{S}\right)$. The possible time evolutions in our $S$-qubit model cover all of $S U\left(2^{S}\right)$ to within $\epsilon$ error after a time $t_{\text {sat }}$, which is roughly given by:

$$
\begin{equation*}
\left(\frac{S}{e}\right)^{t_{\mathrm{sat}} S / 2} \sim\left(\frac{\sqrt{e}}{\sqrt{2} \epsilon}\right)^{2^{2 S}} \quad \Longrightarrow \quad \mathcal{C}_{\mathrm{sat}} \equiv \frac{t_{\mathrm{sat}} S}{2} \sim \frac{4^{S}}{2} \frac{1-\log 2-2 \log \epsilon}{\log S-1} \tag{6.9}
\end{equation*}
$$

The second equality defines the maximal computational complexity $\mathcal{C}_{\text {sat }}$ as the number of two-qubit gates, after which applying further gates becomes superfluous because all of $S U\left(2^{S}\right)$ has already been covered up to $\epsilon$-tolerance.

The time it takes to reach maximal complexity is exponential in $S$; here it is proportional to $4^{S} / \log S$. Up until that time, complexity - the number of two-qubit gates in the time-evolution operator-grows linearly with time with a slope approximately equal to $S$ :

$$
\begin{equation*}
\frac{d \mathcal{C}}{d t} \propto S \tag{6.10}
\end{equation*}
$$

Growth of wormholes matches the growth of complexity in the toy model Equations (6.9-6.10) mimic the growth of the wormhole in the two-sided black hole geometry. First, the linear growth proceeds for an exponentially long period of time. Second, the slope of the growth-for maximal volume slices, it is the cross-sectional area - is roughly proportional to the entropy (because $S$ is the minimal cross-sectional area by the RyuTakayanagi formula.) This matching motivates the proposal that the growth of wormholes reflects the growing complexity of quantum circuits, which generate time evolution in the dual conformal field theories [127].

Further evidence in favor of the proposals comes from shockwave geometries [244]. According to [261], they are dual to CFT states, which are related to the vacuum by injections of energy conjugated by forward and backward time evolution operators. In the bulk language, each time evolution operator extends the maximal volume slice by a certain length. On the boundary side, it adds to the circuit necessary to generate the CFT state from the vacuum, and so contributes linearly to its complexity. The agreement between the two is quantitative.

Finally, equating spatial volumes with circuit complexities accords well with identifying bulk slices with tensor networks [128]. Just like time evolution in our qubit model, a tensor network is a sequence of gates (tensors), which assemble the state of interest. It is natural to quantify the computational complexity of a state with the count of gates (tensors) in its generating tensor network, perhaps with some weights to meaningfully combine contributions of distinct tensor types. To the extent that tensor networks model bulk spatial slices, counting tensors should be like measuring the size of a bulk slice.

Computational complexity in field theory Thus far, we have only examined a toy model of computational complexity. How to define it for actual holographic conformal field theories?

Many proposals have been put forward, but none of them bears a tractable relationship to bulk volumes or Wheeler-de Witt patches. Although reproducing volume or Wheeler-de Witt patch action has become somewhat of a Holy Grail in the holographic complexity literature, we argue that an emphasis on reproducing those specific quantities is misplaced. There is nothing sacrosanct about volume or action; they are merely the simplest bulk concepts, which quantify the size of a wormhole. A perspective often taken in the literature is that since the maximal slice volume and Wheeler-de Witt patch action are diffeomorphisminvariant concepts, there must exist a CFT quantity dual to them; if so, we may as well define these concepts as complexities. But nothing guarantees that these two most often discussed bulk quantities should correspond to a simple notion of computational complexity on the CFT side. Perhaps a different bulk measure of wormhole size is luckier in the sense of having a tractable, workable boundary dual.

We close with an incomplete list of proposals for computational complexity on the field theory side:

- Circuit complexity of an operator [262-273], which builds up on work in [274, 275]. An example is the complexity of a generic $S U\left(2^{S}\right)$ transformation in (6.9). To define the circuit complexity of an operator, such as the time-evolution operator, we must
agree on a set of elementary gates and on the weights, with which to count the gates. An operator with a larger operator complexity would be interpreted holographically as probing deeper into the bulk geometry. The main difficulty with this concept are the myriad free parameters involved in choosing elementary gates and weights.
- Circuit complexity of a state [276-280]. It is defined as the smallest complexity of an operator, which maps some reference state to the state in equation. Motivating this concept is the growth of a wormhole, which is a property of a geometry (a holographic state) and not of an operator. This concept is subject to the same arbitrariness as the circuit complexity of operators, plus the arbitrariness in choosing a reference state. The reference state is usually taken to be a CFT product state in the position basis. If geometry manifests entanglement then an unentangled state represents a disintegrated geometry with no volume, for which we can set $\mathcal{C}_{\text {initial }}=0$.

Thus far, the circuit complexity of states has been the best studied candidate among all notions of field theory complexity. As mentioned above, counting tensors in a tensor network can be viewed as a special case.

- Metric distances. Multiple notions of distance between states, pure and mixed, have been defined in quantum information theory [187]. The best known among them is the Fubini-Study metric on the Hilbert space, which is motivated by thinking about physical states as rays (defined up to normalization and overall phase) rather than points in the Hilbert space. The geodesic distance in the Fubini-Study metric between two states is

$$
\begin{equation*}
d_{\mathrm{FS}}(|\phi\rangle,|\psi\rangle)=\cos ^{-1}|\langle\phi \mid \psi\rangle| \leq \pi / 2 \tag{6.11}
\end{equation*}
$$

so straight lines in the Fibini-Study metric do not tell us about holographic complexities. But distances along non-geodesic trajectories, possibly in modifications or generalizations of the Fubini-Study metric, might [189, 281]. This approach was related to operator complexity in [269, 271].

- Path integral optimization [282-284]. We saw in equation (1.13) that the vacuum state can be prepared by an appropriate path integral. There is a general argument that most, if not all states with semiclassical bulk duals can be similarly prepared, with sources added in the interior of the path integral [285-287]. In conformal field theory, changing the metric of the background on which the path integral is carried out only changes the normalization of the state [288]. If we associate a cost to performing a local piece of the path integral, every background metric gives a differently priced preparation of the same state. We may then define the complexity of the state as the cost of its cheapest preparation-one found after optimizing the path integral with respect to its underlying metric.

In special cases, optimizing the path integral can be interpreted in the language of tensor networks, with metric changes simulated by the Tensor Network Renormalization protocol [289]. For descendant states of the $\mathrm{CFT}_{2}$ vacuum - which are dual to locally pure $\mathrm{AdS}_{3}$ geometries [290]-optimizing the path integral can be interpreted as
imposing Einstein's equations in the bulk [78]. Recent work suggests that implementing path integral optimization ends up finding constant mean-curvature slices in the bulk geometry [291]. This claim, if correct, would equate the path integral-optimizing geometry with the maximal volume slice stipulated in [244], effectively proving the Complexity $=$ Volume proposal. Finally, Reference [292] has related path integral optimization to circuit complexity.

- Query complexity [293]. Any quantum state is a map from operators to expectation values:

$$
\begin{equation*}
\rho: \mathcal{O} \rightarrow \operatorname{Tr}(\rho \mathcal{O}) \tag{6.12}
\end{equation*}
$$

One may present (6.12) in the form of an algorithm, where $\mathcal{O}$ is an input and $\operatorname{Tr}(\rho \mathcal{O})$ the output. If so, we may ask about the query complexity of this algorithm, i.e. the number of times it calls on some subroutine, which is the bottleneck of the calculation. In the context of tensor networks the subroutine can be a tensor contraction, so the tensor network version of query complexity is just ordinary circuit complexity. But we may ponder more general subroutines, more directly related to bulk physics. We are currently developing such an approach, with basic subroutines related to the modular parallel transport discussed in Section 4.2.3. Reference [293] contains an early example of this formalism, applied to $\mathrm{CFT}_{2}$ vacuum descendants / locally pure $\mathrm{AdS}_{3}$ geometries.

Holographic complexity has grown to be an enormous subject, deserving of a separate review. Our write-up barely scratches the surface of this fast-developing, sprawling subject. In addition to searches for a convenient CFT definition of computational complexity, much research has been devoted to extending the concept to various contexts and conditions, including the complexity of mixed states [294, 295], complexity of formation [296], binding complexity [297], complexity of purification [298, 299], subregion complexity [300, 301] and others.

### 6.2 Firewalls

A pure state of matter can collapse to form a black hole, which then radiates away in the form of thermal radiation. This apparent evolution from a pure to a mixed state is an ostensible violation of unitarity, and is known as the black hole information paradox [302]. The literature on the subject is vast; some reviews include [303-308].

In 2012, a reformulation of the paradox centered on quantum entanglement took the arXiv by storm [309]. It starts by considering an observer who dives into the black hole in free fall. By the equivalence principle, the diver should see a local vacuum around her, which in terms of modes inside and outside the horizon takes the entangled form (1.14). For a single quantum of radiation $B$, this means there exists an interior mode $C$ such that $S(B C)=0$, which gets excited when the black hole ejects quantum $B$. Demanding (1.14) and $S(B C)=0$, motivated by the equivalence principle, is known as the 'no drama' assumption. Note that for any additional system $A$ we have $S(A B C)=S(A)$
because of subadditivity $S(A)+S(B C) \geq S(A B C)$ and the Araki-Lieb [214] inequality $S(A B C) \geq|S(A)-S(B C)|$.

The second assumption is unitarity of time evolution. For a black hole collapsed from a pure state of matter, we may divide the radiation into early radiation $R$ and late radiation $B_{\text {total }}$ and posit that $S\left(R B_{\text {total }}\right)=0$ for unitarity. In terms of our single quantum $B$ of late radiation, we must have $S(R) \geq S(R B)$ because including $B$ brings the total radiation closer to being pure.

Putting together 'no drama,' unitarity, and strong subadditivity gives

$$
\begin{equation*}
S(R) \geq S(R B)=S(R B)+S(B C) \geq S(B)+S(R B C)=S(B)+S(R) \tag{6.13}
\end{equation*}
$$

so $S(B)=0$. Thus, unitarity prevents the radiation mode $B$ from being entangled with an interior partner. This is 'drama'-a violation of the 'no drama' assumption. The reasoning seems to imply that free fall into a black hole is impossible; instead, a diver jumping in will encounter some surprising physics, which departs from what the equivalence principle predicts. As an obstacle to free fall, this new physics is dubbed a firewall.

This form of the black hole information paradox was announced in [309] and further elaborated in [310]. Closely related reasoning appeared earlier in [311, 312].

## Select resolutions of the firewall paradox:

- $C \subset R$ (also known as ' $A=R_{B}$ ' in another notation.) As the reasoning in (6.13) presumes that $B, C, R$ are independent systems, the quickest way to circumvent it is to posit the opposite. The simplest viable option is to imagine that an interior mode is somehow a manifestation of (a subset of) the early radiation. This idea, raised previously by many authors [14, 110, 313-315], was critiqued in Section 2 of [310]. We encourage the reader to compare this proposal to 'islands,' which are discussed in the next subsection.
$C \subset R$ is a version of complementarity [313]. As such, it must be subject to consistency conditions like (6.6), which preclude the cloning of information. In discussing complementarity in the lead-up to (6.6), we considered two observers who jumped into the black hole at different times. The question was whether a bit carried by the first observer could be intercepted by the second observer fast enough so they could compare notes and see cloning. But the firewall paradox imposes a more stringent demand on complementarity. We can take a single observer who collects the radiation $R$, isolates any one qubit from it, and then jumps into the black hole to find a copy of her qubit in $C$. A time scale $t_{*}$, which protects the recovery of one particular bit of information, does not protect operators in $C$ and $R$ from being non-commuting, which is 'drama.'
- State dependence, or the Papadodimas-Raju proposal [315, 316]. It states that an observer falling into a black hole does not test the 'no drama' assumption at arbitrary scales, but only uses certain low energy observables of quantum field theory. Tested using this smaller subset of observables, any mode in $B$ always has a partner (often
called 'mirror'), with reference to which the local state appears to be (1.14). The mirror must be part of the early radiation (because total radiation is getting purer, $S(R B) \leq S(R)$ ), so the Papadodimas-Raju proposal is a refinement of $C \subset R$. The mirror is also state-dependent, in that different black hole microstates will have differently constructed mirrors. But all of them give rise to physics, which looks like the 'drama-free' state (1.14).
In what is known as the 'frozen vacuum problem,' the original proposal [315] appears too good to be true [317]; see [316] for a modification response that addresses this issue. We can construct mirrors even in setups, where the local state is not the vacuum-for example, if an observer is falling alongside a suitcase-but the bulk description purported by the proposal is still (1.14). Many authors (see e.g. [318]) have also raised conceptual objections to the state-dependent way in which bulk physics emerges from the boundary description. The same boundary operator can mean different things in bulk language because it can be a mirror of different $B$-modes; see [319] for ways to resolve this. Other subtleties with the proposal were discussed in [320]. The Papadodimas-Raju proposal can be viewed as an early harbinger of the error-correcting property of holography; see Section 2.4. Both emphasize that 'drama-free' low energy physics in the bulk leaves a lot of room for non-local effects on the fundamental level.
- Nonviolent nonlocality in gravity has been advocated before firewalls [321, 322]. Both $C \subset R$ and state-dependence are special types of nonviolent nonlocality, but there are others. We refer the reader to original references, and to Sections 3 and 4.4 of [310] for a critique.
- Maybe there really are firewalls and black holes break the equivalence principle. From the point of view of General Relativity, what might be the mechanism of such a breakdown? One was proposed by Mathur [323, 324], who pointed out that Einstein's equations-like all classical equations of motion-reflect the saddle-point approximation of a quantum gravity path integral. But the $e^{A / 4 G \hbar}$ microstates of a black hole form a vast, nearly flat region near the classical saddle, which may invalidate the saddle point approximation

$$
\begin{equation*}
\int \mathcal{D} g e^{-S_{E H} / \hbar} \sim e^{A / 4 G \hbar} \cdot e^{-S_{\text {classical }} / \hbar} \tag{6.14}
\end{equation*}
$$

if $A / 4 G$ competes with $S_{\text {classical }}$. This possibility has been supported by calculations [325] in settings, where explicit microstate geometries or fuzzballs [326] can be written down.

### 6.3 Islands and replica wormholes

### 6.3.1 Page curve

A useful way to express the black hole information paradox - one which was instrumental $[303,312]$ in formulating its firewalls version-is in terms of the so-called Page curve [327,


Figure 24: Page curve for a black hole formed in an initial pure state.

328]. Consider matter in a pure state, which collapses to form a black hole of some initial horizon area $A(t=0)$. We now plot two different entropies as a function of time. One is the coarse-grained (geometric) entropy of the black hole, which is $A(t) / 4 G \hbar$ and which decreases as the black hole evaporates. The other plot shows the fine-grained entropy, i.e. the entanglement entropy between the black hole and its previously emitted radiation. This quantity is initially zero because the black hole forms from a pure state of matter, but it rises as a result of Hawking emissions because every expelled radiation quantum has an entangled interior partner (1.14). The plots are shown in Figure 24.

The fact that the two plots intersect is the black hole information paradox. In a unitary theory the fine-grained entropy must return to zero when evaporation ends, but applying Hawking's description of evaporation leads to an ever-increasing fine-grained entropy. Even before evaporation is over, how can the fine-grained entropy exceed the coarse-grained $A(t) / 4 G \hbar$ ? Evidently, something other than the $e^{A(t) / 4 G \hbar}$ microstates of the black hole must be entangled with the previously emitted radiation, but what can it be?

This reasoning highlights the importance of the point where the two plots in Figure 24 cross. It is here that a conflict first arises between two tenets of our understanding of black holes: the microscopic picture of Hawking radiation in (1.14) and the macroscopic fact that black holes' areas shrink during evaporation. Past that point, if we insist on unitarity, some new physics must be activated. The most reasonable expectation is that, after the new physics is incorporated, the full plot of the fine-grained entropy bends and follows the coarse-grained entropy down to zero. This hypothetical time dependence of fine-grained entropy in a unitary process of black hole evaporation is called the Page curve after [327, 328].

The time of crossing in Figure 24, often called Page time, is special for one more reason: it is when the black hole has radiated away exactly half of its initial area: $A\left(t_{\text {Page }}\right)=$ $A(0) / 2$. In terminology we already used in Section 6.1, a black hole past that point in its evaporation is called old. For an old black hole, entanglement with previously emitted
radiation fully accounts for its horizon area; the black hole information problem concerns surplus entanglement beyond $A(t) / 4 G \hbar$. Setting the maximal entanglement entropy to half the initial coarse-grained entropy suggests a simple idealization of unitary black hole evaporation [327]: an $\left(e^{A(0) / 4 G \hbar}\right)$-dimensional Hilbert space $\mathcal{H}_{\text {total }}$, which is divided into black hole and radiation components with a sliding division:

$$
\begin{equation*}
\mathcal{H}_{\text {total }}=\mathcal{H}_{\mathrm{BH}}(t) \otimes \mathcal{H}_{\text {radiation }}(t) \quad \text { such that } \quad \mathcal{H}_{\mathrm{BH}}(0)=\mathcal{H}_{\text {total }}=\mathcal{H}_{\text {radiation }}\left(t_{\text {final }}\right) \tag{6.15}
\end{equation*}
$$

It is well known that such sliding divisions produce entanglement entropies, which rise and fall as dictated by the Page curve, peaking almost exactly [329] at $S_{\max }=(1 / 2) \log \operatorname{dim} \mathcal{H}_{\text {total }}$. But how to realize the idealization (6.15) with an actual gravity calculation?

This latter question has been the Holy Grail of research in the black hole information paradox. And in 2019, the Holy Grail was found! What is extra exciting and perplexing is that the Page curve has been realized without evoking exotic ingredients, entirely within the realm of semi-classical gravity.

### 6.3.2 Generalized entropy and islands

A prerequisite for this discussion is a quantum-corrected version of the Ryu-Takayanagi proposal [330, 331]:

Quantum-corrected Ryu-Takayanagi proposal:

$$
\begin{equation*}
S(A)=\min _{\Xi \cup A=\partial \tilde{\Sigma}}\left(\frac{\operatorname{Area}(\Xi)}{4 G \hbar}+S_{\mathrm{bulk}}(\tilde{\Sigma})\right) \tag{6.16}
\end{equation*}
$$

We again minimize over bulk surfaces $\Xi$ homologous to $A$, which guarantees the existence of a bulk region $\tilde{\Sigma}$ between $A \subset$ CFT and $\Xi$. The quantity being minimized, which is the sum of a Ryu-Takayanagi-like area term and the bulk entropy of $\tilde{\Sigma}$, is called generalized entropy. The surface that realizes the minimum (6.16) is called a quantum extremal surface.

Proposal (6.16) was motivated in part by considering how quantum corrections affect the second law of thermodynamics (1.5). Another motivation comes from equations (2.26) and (2.30). On a fixed geometric background and near the RT-surface, the generator of orthogonal boosts plays the role of both the bulk and the boundary modular Hamiltonian, which highlights the role of the quantum entanglement of bulk fields $S_{\text {bulk }}(\tilde{\Sigma})$.

Islands reproduce the Page curve We again consider a black hole formed from collapsing matter in a pure state. There is no second asymptotic region, so our black hole is one-sided and its interior geometry necessarily caps off. Working in an AdS/CFT setup, we can articulate this expectation by taking region $B$ to be the entire CFT and concluding by the usual Ryu-Takayanagi proposal (2.11) or (2.18) that:

$$
\begin{equation*}
S(B)=S(\mathrm{CFT})=0 \tag{6.17}
\end{equation*}
$$

This equation says that $\Xi=\emptyset$ is homologous to $B=\mathrm{CFT}$, i.e. $\mathrm{CFT}=\partial \tilde{\Sigma}$. Here $\tilde{\Sigma}$ is the entire bulk spatial slice, within and outside the black hole horizon. Writing (6.17) is


Figure 25: A black hole whose radiation has been collected in a reservoir outside the spacetime. Blue line segments (roughly, EPR pairs) represent the entanglement between the radiation $R$ and the interior. There are two candidate quantum extremal surfaces; we highlight their corresponding bulk regions $\tilde{\Sigma}$ in pink. When $\Xi=\emptyset$, equation (6.16) picks up only the radiation entanglement (left panel). When $\Xi=\Xi_{\text {horizon }}$ (highlighted black), (6.16) picks up the area term but incurs no $S_{\text {bulk }}$ contribution because the blue line segments do not originate in the pink $\tilde{\Sigma}$ region (middle panel). The right panel is a more schematic rendition of the setup, here showing a 'black hole' with $A_{\text {horizon }}=3$ and $S_{\text {bulk }}$ (radiation) $=5$. It is a perfect tensor on $\left[A_{\text {horizon }}+S_{\text {bulk }}\right.$ (radiation) $]$ legs, with $A_{\text {horizon }}$ of them grouped into one region. This entanglement structure, with the ratio $A_{\text {horizon }} / S_{\text {bulk }}$ (radiation) treated as a parameter, realizes the extremal vectors ('atomic ingredients') of the holographic cone of average entropies discussed in Section 5.2.1.
equivalent to positing that the bulk spatial slice has no boundaries other than the asymptotic boundary where the CFT lives, so the interior geometry must cap off smoothly.

We now let the black hole radiate and observe it. Here, References [332-334] use one further conceptual novelty: they isolate the escaping radiation in a system separate from the CFT, which we call $R$. On a technical level, this is effected by imposing absorbing boundary conditions in AdS [332], by coupling the CFT to an external 'bath' that absorbs all outgoing radiation [333], or by considering $(d+1)$-dimensional gravity coupled to a matter quantum field theory, which is itself holographic and has a $(d+2)$-dimensional bulk dual [334]. The technical devices are involved but inessential; the key tactic is to treat the radiation $R$ as separate from the holographic CFT.

After $R$ has been isolated from the CFT, equation (6.17) no longer holds. Indeed, $R \cup \mathrm{CFT}$ is pure, so $S(R)=S(\mathrm{CFT})$, but how to compute it? We employ the quantumcorrected proposal (6.16) and find that there are two candidate extremal surfaces $\Xi$. We show them in Figure 25.

1. $\Xi_{0}=\emptyset$. It is still true that $\emptyset \sim$ CFT, and $\emptyset$ is certainly an extremal surface. But formula (6.16), after the radiation has been isolated from the CFT, gives:

$$
\begin{equation*}
S_{0}^{?}(\mathrm{CFT})=0+S_{\mathrm{bulk}}(\tilde{\Sigma})=S_{\text {bulk }}(\text { (radiation }) \tag{6.18}
\end{equation*}
$$

This is the bulk entropy of the radiation, which we collected outside the CFT.
2. $\Xi_{\text {horizon }}$. There exists a quantum extremal surface, which-although it does not live exactly on the horizon of the black hole - is only slightly shifted away from it. Indeed, for any surface $\Xi$ near the horizon, $S_{\text {bulk }}$ (radiation) makes only a small contribution to (6.16) because the entangled partners of the radiation quanta in $R$ sit behind the horizon, and so outside the manifold $\tilde{\Sigma}$ defined by $\partial \tilde{\Sigma}=C F T \cup \Xi$. For such surfaces, we therefore have:

$$
\begin{equation*}
S_{\text {horizon }}^{?}(\mathrm{CFT}) \approx \frac{A_{\text {horizon }}}{4 G \hbar}+0 \tag{6.19}
\end{equation*}
$$

When $A_{\text {horizon }}<S_{\text {bulk }}$ (radiation), we know that at least one such surface is extremal by continuity. If we shrink $\Xi_{\text {horizon }} \rightarrow \emptyset$, we get back to (6.18), but if we expand $\Xi_{\text {horizon }}$ toward the asymptotic boundary, (6.16) also grows. This establishes that some quantum extremal surface must approximately achieve (6.19).

Of course, proposal (6.16) takes the minimum of options (6.18) and (6.19):

$$
\begin{equation*}
S(R)=S(\mathrm{CFT}) \approx \min \left\{A_{\text {horizon }} / 4 G \hbar, S_{\text {bulk }}(\text { radiation })\right\} \tag{6.20}
\end{equation*}
$$

This is exactly the Page curve!
When $\Xi_{\text {horizon }}$ has the smaller area-that is, for an old black hole - the division of the bulk spacetime into entanglement wedges is particularly interesting. The spatial manifold $\tilde{\Sigma}$ whose boundary is CFT $\cup \Xi_{\text {horizon }}$ is the exterior of the black hole - slightly shifted from its classical location by the $S_{\text {bulk }}(\tilde{\Sigma})$ term in (6.16). The shift pushes the extremal surface 'into' the black hole [332], though Reference [335] discussed potentially pathological cases where the shift might push the surface outside the classical horizon.

Up until Page time, the entanglement wedge of the CFT is the domain of dependence of the full spatial slice, in and outside the horizon. But after Page time, when dominance shifts from $\Xi_{0}$ to $\Xi_{\text {horizon }}$, the entanglement wedge of the full CFT only covers the black hole exterior. In that regime, the interior of the black hole forms the entanglement wedge of the CFT's purifying system, that is - of the radiation collected outside. This entanglement wedge looks like an island in the middle of the spatial slice-and that is its established moniker. Combining the notations of Sections 2.3.1 and 6.2, we write:

$$
\begin{equation*}
C=\mathcal{W}(R) \tag{6.21}
\end{equation*}
$$

Equation (6.21) says that $C$ may be reconstructed from $R$ in the sense of subregion duality. Is there an ontological difference between this and $C \subset R$ ?

### 6.3.3 Replica wormholes

For a plurality of the community, the black hole information paradox has long been not about whether information gets out of a black hole, but how it does so without violating sacred tenets of gravity. The equivalence principle demands that quantum fields near the horizon take the form (1.14), so each emitted Hawking particle in state $\left|\tilde{\phi}_{R}\right\rangle$ has an entangled partner in state $\left|\tilde{\phi}_{L}\right\rangle$ in the interior. As the black hole radiates, the entropy of the radiation seems to grow without bound, and yet it must somehow return to 0 . By what mechanism?

Equations (6.16) and (6.21) provide an answer. To fully flesh out its significance, however, we need a gravitational calculation of (6.20). For the leading order Ryu-Takayanagi formula (2.11), such a calculation was done in Section 4.1 using the replica trick. We presently sketch an analogous calculation of (6.20), done in the language of the gravitational path integral using the replica trick. As expected, this is a revelatory exercise, with a lesson that some readers will find unsettling. The calculation was done independently in [336, 337] in the Jackiw-Teitelboim theory of two-dimensional gravity [338-340]; see also [341] for a review.

We mostly follow the presentation in [336]. After $k$ quanta of radiation have left the black hole, we write the global state of black hole and radiation as:

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{k}} \sum_{i=1}^{k}\left|\psi_{i}\right\rangle_{C} \otimes|i\rangle_{R} \tag{6.22}
\end{equation*}
$$

This is state (1.14) which the equivalence principle demands, written in a basis that diagonalizes the matrix of component amplitudes $w_{i j}=\left\langle\tilde{\phi}_{L i} \tilde{\phi}_{R j} \mid \Psi\right\rangle$. Bases that diagonalize the matrix of component amplitudes are called Schmidt bases. We will see momentarily that finding a Schmidt basis for the near-horizon state of an old black hole is subject to a crucial subtlety, but for now we proceed. In equation (6.22), we label the Schmidt basis of the radiation system $|i\rangle_{R}$. The Schmidt basis of the interior partner system is labeled $\left|\psi_{i}\right\rangle_{C}$ for consistency with the notation of Section 6.2. We may think of $\left|\psi_{i}\right\rangle_{C}$ as microstates of the black hole or equivalently - as done in [336]-as internal states of an end-of-the-world brane living inside the black hole. One final remark about (6.22) is that it seemingly presumes the entanglement spectrum of $|\Psi\rangle$ to be flat, but the interesting part of the analysis is independent of this assumption.

In the replica trick, we compute quantities $\operatorname{Tr}\left(\rho_{R}^{n}\right)$ and substitute in equation (3.5). Concentrating on the $n=1$ and $n=2$ cases, we have from (6.22):

$$
\begin{align*}
& \rho_{R}=\frac{1}{k} \sum_{i j}\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)|j\rangle_{R R}\langle i| \stackrel{?}{=} \frac{1}{k} \sum_{i=1}^{k}|i\rangle_{R R}\langle i|  \tag{6.23}\\
& \rho_{R}^{2}=\frac{1}{k^{2}} \sum_{i j m}\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{i} \mid \psi_{m}\right\rangle_{C}\right)^{*}|j\rangle_{R R}\langle m| \tag{6.24}
\end{align*}
$$

If the black hole microstates are truly orthonormal, the traces of (6.23) and (6.24) will follow formula $\operatorname{Tr}\left(\rho_{R}^{n}\right)=k^{1-n}$ and $S(R)=\log k$, which is $S_{\text {bulk }}$ (radiation) in equation (6.20). To have a shot at reproducing (6.20) and the Page curve, we must test the orthogonality assumption.

The traces of $(6.23),(6.24)$, and of higher powers of $\rho_{R}$, are sums of quantities such as

$$
\begin{gather*}
{ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}  \tag{6.25}\\
\text { and }\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)^{*} \tag{6.26}
\end{gather*}
$$

Each of these quantities is a gravitational amplitude, which can be computed by the gravitational path integral. Following [285-287], we assume that each microstate $\left|\psi_{j}\right\rangle_{C}$ of the


Figure 26: The boundary condition for the gravitational path integral and the saddle configuration, which compute ${ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}$. The figures are reproduced with permission from [336].
black hole is prepared, up to some normalization $\sqrt{\mathcal{N}}$, by a Euclidean path integral with a source inserted at Euclidean time $-\infty$. For ${ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}$, we glue the path integral preparation of ${ }_{C}\left\langle\psi_{i}\right|$ with that of ${ }_{C}\left\langle\psi_{j}\right|$, i.e. carry out the path integral shown in Figure 26. Once again, to the extent that the microstates $\left|\psi_{i}\right\rangle_{C}$ are orthogonal, we should get

$$
\begin{equation*}
{ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}=\delta_{i j}, \tag{6.27}
\end{equation*}
$$

which leads to the conclusion that $S(R)=S_{\text {bulk }}$ (radiation). Although we did not use the path integral to compute (6.27), we exploit it to extract the normalization $\mathcal{N}$ for later use.

In a crucial step, we do not simply substitute equation (6.27) in computing (6.26). Rather, we set it up as a separate gravitational path integral, with boundary conditions shown in Figure 27. We now have two saddle point geometries:

1. The disconnected saddle, which is two copies of Figure 26. This saddle's contribution to $\left.\left.\right|_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right|^{2}$ is:

$$
\begin{equation*}
\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)^{*} \supset \frac{e^{-I_{2, \text { disconnected }} \delta_{i j} \delta_{j i}}}{\mathcal{N}^{2}}=\delta_{i j} \tag{6.28}
\end{equation*}
$$

We emphasize the correct normalization of the gravitational path integral for use below. This saddle is fully consistent with (6.27) so-used alone - it reproduces $S(R)=S_{\text {bulk }}$ (radiation).
2. The connected saddle, shown in the rightmost panel of Figure 27. It connects the two replicas of $\rho_{R}$ with a joint bulk, which explains the name replica wormhole. Its contribution to $\left.\left.\right|_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right|^{2}$ is:

$$
\begin{equation*}
\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)^{*} \supset \frac{e^{-I_{2, \text { connected }}}}{\mathcal{N}^{2}} \approx e^{-A_{\text {horizon }} / 4 G \hbar} \tag{6.29}
\end{equation*}
$$

The crucial, qualitative feature of this expression is that it lacks a Kronecker delta, so $i$ and $j$ can be different. As we highlight below, it is also inconsistent with (6.27). This seems like bad news, but it is also good-because it reproduces the Page curve.

At general replica index $n$, we need similar expressions for

$$
\begin{equation*}
\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{j} \mid \psi_{m}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{m} \mid \psi_{i}\right\rangle_{C}\right) \tag{6.30}
\end{equation*}
$$



Figure 27: Left: The boundary conditions for the gravitational path integral, which computes $\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)\left({ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right)^{*}$. Right: Two saddles contribute, one disconnected and one connected. The figures are reproduced with permission from [336].
and so on. For each of them, there is a disconnected saddle reproducing (6.27), and a connected replica wormhole. Collecting their contributions, we have:

$$
\begin{equation*}
\operatorname{Tr}\left(\rho_{R}^{n}\right)=k \cdot \frac{e^{-I_{n, \text { disconnected }}}}{k^{n} \mathcal{N}^{n}}+k^{n} \cdot \frac{e^{-I_{n, \text { connected }}}}{k^{n} \mathcal{N}^{n}}=k^{1-n}+e^{(1-n) A_{\text {horizon }} / 4 G \hbar} \tag{6.31}
\end{equation*}
$$

Note how the disconnected saddle contributes only $k$ terms because of the Kronecker deltas in (6.28). The disconnected saddle, on the other hand, has $k^{n}$ contributing choices of $i, j, m, \ldots$ in expressions like (6.30). Using equation (3.5), (6.31) gives:

$$
\begin{equation*}
S(R)=\lim _{n \rightarrow 1^{+}} \frac{1}{1-n} \log \operatorname{Tr}\left(\rho_{R}^{n}\right) \approx \min \left\{\log k, A_{\text {horizon }} / 4 G \hbar\right\} \tag{6.32}
\end{equation*}
$$

This is, of course, the desired Page curve dependence. The exponentials with the smaller bases dominate because the exponents are negative since the limit in (6.32) approaches 1 from above.

We have not yet justified equations (6.31) and (6.29). For the disconnected contribution, $e^{-I_{n, \text { disconnected }}}=\mathcal{N}^{n}$ is a tautology, but what about the contribution of the replica wormhole? Note that $\mathcal{N}=e^{-I_{1, \text { connected }}, \text { so we must have }}$

$$
\begin{equation*}
I_{n, \text { connected }} \approx-A_{\text {horizon }} / 4 G \hbar \tag{6.33}
\end{equation*}
$$

independently of $n$. This can be rationalized at various levels of rigor. A valid, if somewhat circular, argument is that if the disconnected saddle did not exist, the connected saddle would have to reproduce $S(R)=A_{\text {horizon }} / 4 G \hbar$. From this point of view, so long as the connected saddle exists at all, its action must obey (6.33) at least near $n=1$ or else the proofs of the Ryu-Takayanagi proposal and generalizations would fail. Another argument [342] is that our calculation is being done in the microcanonical ensemble, in which the $\beta E$ term drops out from the usual relation

$$
\begin{equation*}
e^{-I}=\mathcal{Z}=e^{-\beta F}=e^{-\beta E+S} . \tag{6.34}
\end{equation*}
$$

Finally, we may follow $[336,337]$ and do the explicit calculation in JT gravity, which shows that the connected saddles exist and obey (6.33).

But the neatest argument is topological [336]. Suppose we are only interested in the existence and qualitative mechanism of the transition between the two behaviors in (6.32).

At that level of abstraction, it is sufficient to consider a topological theory of gravity with action $I=-S_{0} \chi$, where $\chi$ is the Euler character. Because each connected saddle has $\chi=1$, this gives the same answer as (6.33) except for the replacement $A_{\text {horizon }} / 4 G \hbar \rightarrow S_{0}$. This exercise shows that the Page curve reflects a topological transition between the disconnected saddle with $\chi=n$ and the connected saddle with $\chi=1$. In fact, JT gravity used in [336, 337] contains both a topological term $-S_{0} \chi$ and other, dynamical terms. The entire effect of the dynamics, insofar as it affects the Page curve, is to 'renormalize' the topological coupling $S_{0} \rightarrow A_{\text {horizon }} / 4 G \hbar$.

Is gravity dual to an ensemble of theories? The most perplexing thing about replica wormholes is what they say about the inner products of black hole microstates. Collecting contributions from (6.28) and (6.29), we have:

$$
\begin{equation*}
\left|{ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right|^{2}=\delta_{i j}+e^{-A_{\text {horizon }} / 4 G \hbar} \tag{6.35}
\end{equation*}
$$

This equation is inconsistent with (6.27), although the inconsistency is exponentially small in the entropy of the black hole. This is why, throughout this subsection, we have been guarding our statements with provisos concerning the orthogonality of states $\left|\psi_{i}\right\rangle_{C}$.

The bold idea of [336] is to view the gravitational path integral as computing averages in a statistical ensemble of microscopic theories parameterized by a random variable $R_{i j}$. For definiteness, say $\overline{R_{i j}}=0$ and $\overline{R_{i j}^{2}}=1$. If, as a function of $R_{i j}$, a single microscopic theory has

$$
\begin{equation*}
{ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}=\delta_{i j}+R_{i j} e^{-A_{\text {horizon }} / 8 G \hbar} \tag{6.36}
\end{equation*}
$$

then the relevant ensemble averages become:

$$
\begin{equation*}
\overline{{ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}}=\delta_{i j} \quad \text { and } \quad \overline{\left|{ }_{C}\left\langle\psi_{i} \mid \psi_{j}\right\rangle_{C}\right|^{2}}=\delta_{i j}+e^{-A_{\text {horizon }} / 4 G \hbar} \tag{6.37}
\end{equation*}
$$

In this way, an ensemble of microscopic theories might reconcile equations (6.27) and (6.35).
The idea that the gravitational path integral reflects the physics of an ensemble of theories is not entirely new. Earlier works with a similar theme, including [343, 344], were partly motivated by the observation that wormhole geometries can be sliced in various ways, with a non-constant number of asymptotic boundaries (Hilbert spaces). In recent years, much attention has been paid to the Sachdev-Ye-Kitaev (SYK) model [345-347] whose low energy dynamics - the so-called Schwarzian theory - is also a limit of JT gravity [346, 348, 349] in which boundaries of spacetime are pushed to asymptotic infinity. As such, the SYK model is a microscopic theory of two-dimensional gravity. It is also, famously, defined as an ensemble of theories.

It is too early to conclude that gravity is (dual to) a statistical ensemble of theories. It is too early to say that an ensemble of theories is the solution to the black hole information paradox. But the way in which considerations of quantum entanglement and black hole thermodynamics, the idea of an emergent spacetime, quantum field theory in curved space (proposal 6.16), the black hole information paradox, and the gravitational path integral, have all converged at a single nexus, is unprecedented and very exciting!
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[^0]:    ${ }^{1}$ There is another type of bulk-boundary duality, which relates $2+1$-dimensional Chern-Simons theory to rational two-dimensional conformal field theories [60], and which was first studied in [58]. In a certain precise sense [61], this class of bulk-boundary dualities also subsumes the $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ correspondence, though not higher-dimensional cases of gauge-gravity duality.

[^1]:    ${ }^{2}$ We use the notation $A B=A \cup B$, which is standard in the holographic literature.

[^2]:    ${ }^{3}$ This formula assumes that the bulk and boundary Hilbert spaces factorize, but as shown in [90], the assumption can be removed. We sketched the problem of assuming that Hilbert spaces admit tensor product decomposition around equation (2.28).

