
MIT-CTP/5308

Quantum simulation of non-equilibrium dynamics and thermalization in the
Schwinger model

Wibe A. de Jong,1, ∗ Kyle Lee,2, 3, † James Mulligan,2, 3, ‡ Mateusz P loskoń,2, § Felix Ringer,2, ¶ and Xiaojun Yao4, ∗∗
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We present simulations of non-equilibrium dynamics of quantum field theories on digital quantum
computers. As a representative example, we consider the Schwinger model, a 1+1 dimensional U(1)
gauge theory, coupled through a Yukawa-type interaction to a thermal environment described by a
scalar field theory. We use the Hamiltonian formulation of the Schwinger model discretized on a
spatial lattice. With the thermal scalar fields traced out, the Schwinger model can be treated as
an open quantum system and its real-time dynamics are governed by a Lindblad equation in the
Markovian limit. The interaction with the environment ultimately drives the system to thermal
equilibrium. In the quantum Brownian motion limit, the Lindblad equation is related to a field
theoretical Caldeira-Leggett equation. By using the Stinespring dilation theorem with ancillary
qubits, we perform studies of both the non-equilibrium dynamics and the preparation of a thermal
state in the Schwinger model using IBM’s simulator and quantum devices. The real-time dynamics
of field theories as open quantum systems and the thermal state preparation studied here are relevant
for a variety of applications in nuclear and particle physics, quantum information and cosmology.

Introduction. Quantum computing has emerged in re-
cent years as a promising approach to solve a variety
of classically intractable problems, due to considerable
progress in hardware and algorithms [1–4]. In particu-
lar, quantum simulations of real-time dynamics of sys-
tems where the classical computational cost scales ex-
ponentially with the system size may become tractable
in the near or mid-term future [5, 6]. In high-energy
and nuclear physics, a number of quantum computing
applications have been proposed [7–30]. For applica-
tions in quantum field theories (QFTs), the Hamiltonian
formulation of field theories [31] leads to exponentially
large Hilbert spaces such that simulations may only be-
come feasible with the advancement of quantum comput-
ing. In Refs. [32–35], it was shown that scattering pro-
cesses in scalar and purely fermionic field theories can be
simulated efficiently with quantum computers, and they
belong to the bounded-error quantum polynomial time
(BQP) complete complexity class. Significant progress
toward simulating field theories with quantum computing
has been made over the past decade. Together with al-
gorithmic advancements, first computations of quantum
field theories for closed systems have been performed us-
ing real quantum devices [36–55]. See also Refs. [56–58]
for recent reviews.

For most applications, it is crucial to prepare the ini-
tial state efficiently, which often is the ground state for
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real-time evolution in vacuum or a thermal state for
real-time dynamics at finite temperature. Several ap-
proaches have been proposed to prepare a thermal state
such as the quantum Metropolis algorithm [59], the imag-
inary time evolution method [60], and the coupling with
a heat bath [61–64]. The last approach that is based
on open quantum system formalism, or more generally,
non-equilibrium dynamics of quantum systems, plays an
important role in many physical systems. Open quan-
tum systems are relevant in high-energy and nuclear
physics [65–81], cosmology [82–86], dark matter [87],
and quantum information science [88]. In particular,
in ultra-relativistic heavy-ion collisions, probes of the
quark-gluon plasma (QGP) such as heavy quark bound
states or jets can be described as open quantum sys-
tems [65–78]. These studies are also closely related to
the more general question on how the early stages of
heavy-ion collisions form a QGP that is close to thermal
equilibrium [89].

In this letter, we carry out quantum simulations of
open systems described by QFTs for the first time. We
consider a 1 + 1 dimensional U(1) gauge theory, the
Schwinger model [90, 91], as the open system coupled
to a thermal environment consisting of scalar fields in
1 + 1 dimensions. The Schwinger model serves as a com-
pelling example for our studies as it exhibits several fea-
tures which are also present in quantum chromodynam-
ics (QCD), such as confinement and spontaneous chiral
symmetry breaking [92–95]. Due to its relative simplic-
ity and important role in improving our understanding
of more complex theories such as QCD, various studies
have recently been carried out to investigate the real-
time dynamics of the Schwinger model as a closed sys-
tem [40, 41, 43, 47, 48]. More recently, thermalization dy-
namics of the Schwinger model was studied on an analog
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FIG. 1. Illustration of an example state in the Schwinger
model with four spatial lattice sites (eight fermion sites).
Empty circles indicate unoccupied sites while a circle with
−(+) represents a fermion site occupied by an electron
(positron). The electric field is indicated by the green lines
between occupied fermion sites. The wavy lines represent
interactions with the environment. The dashed endpoints in-
dicate periodic boundary conditions.

quantum computer [96]. In this work, we set up the rele-
vant formalism to study field theoretical non-equilibrium
dynamics. This formalism represents an important step
toward studies of real-time dynamics of QCD in a ther-
mal environment. In addition, we present results using
the digital quantum devices accessible through the IBM
Quantum (IBMQ) platform. Also, our study demon-
strates a method for preparing an initial thermal state
- an essential ingredient in applications of quantum com-
puting to systems at finite temperature.

Discretized Hamiltonian of the Schwinger model. The
Lagrangian of the (massive) Schwinger model is given
by [90, 91]

L = ψ
(
i /D −m

)
ψ − 1

4
FµνFµν , (1)

where /D = γµDµ with {γµ, γν} = 2gµν , the covariant
derivative is Dµ = ∂µ − ieAµ and the field strength ten-
sor is Fµν = ∂µAν − ∂νAµ. The fermion field has two
components ψ = (ψu, ψd)

T , where u, d represent the up-
per and lower components, respectively. Furthermore, m
and e denote the mass and the charge of the fermion,
respectively.

To simulate the real-time dynamics of the Schwinger
model on a quantum computer, we employ the Kogut-
Susskind Hamiltonian formulation of Ref. [31] and dis-
cretize the field theory on a spatial lattice with N sites.
We employ periodic boundary conditions, which allows
for the projection onto a reduced Hilbert space with def-
inite momentum and parity. From the Lagrangian in
Eq. (1), the discretized Hamiltonian can be obtained
by choosing the axial gauge A0 = 0, using staggered
fermions [31, 97, 98], and applying the Jordan-Wigner
transformation [99], which is reviewed in Appendices A
and B in detail. The Hamiltonian can then be written as

HS =
1

2a

Nf−1∑
n=0

(
σ+(n)L−n σ

−(n+ 1) + σ+(n+ 1)L+
nσ
−(n)

)
+

Nf−1∑
n=0

(
ae2

2
`2n +m(−1)n

σz(n) + 1

2

)
, (2)

FIG. 2. Quantum algorithm to simulate the time evolution
governed by the Lindblad equation using the Stinespring di-
lation theorem [100] for two cycles with time step ∆t. The

two unitary operators are given by UJ = exp (−iJ
√

∆t) and
UHS = exp (−iHS∆t). The ancilla qubit is reset after each
cycle.

where a is the lattice spacing, n labels the fermion lattice
sites, and Nf = 2N is the total number of fermion lattice
sites. See Fig. 1 for an example with Nf = 8. The contin-
uum theory is recovered in the limits a→ 0 andNf →∞,
such that aNf is fixed. Here σ±(n) = (σx(n)± iσy(n))/2
and σx,y,z(n) are the Pauli matrices at fermion site n.
The operators L±n are the raising/lowering operators for
a quantum system with the eigenstates |`n〉 associated
with the eigenvalues `n. The eigenvalues `n correspond
to the electric flux between the fermion sites n and n+ 1
while the ladder operators L±n correspond to the gauge
link between n and n+1, which increases or decreases the
electric flux by one unit. The subscript S of the Hamil-
tonian in Eq. (2) indicates that the Schwinger model will
serve as the system interacting with a thermal environ-
ment, see Eq. (4) below.

The lattice formulation of the Schwinger model varies
in literature in how the infinite number of states of the
gauge field are treated. Here we follow the setup of
Ref. [43], where a finite-dimensional representation of
the gauge degrees of freedom is achieved by imposing
a cutoff on the total electric flux. We find the following
closed form for the number of physical states that satisfy
Gauss’s law with |`n| ≤ 1,

N∑
M=1

2N

M

N−M∑
K=0

(
M − 1 +K

M − 1

)(
2N − 2K −M − 1

M − 1

)
+ 3 ,

(3)

which is derived in Appendix C In the following, we will
focus on the Hilbert space projected onto positive-parity
and zero-momentum states with |`n| ≤ 1 and

∑
n |`n| <

Nf . Constructions of these states and the matrix forms
of the relevant Hamiltonians and measurement operators
can be found in Appendix B.
Non-equilibrium dynamics in the quantum Brownian

motion limit. We now consider the Schwinger model cou-
pled to a thermal environment. The full Hamiltonian can
be decomposed as

H = HS +HE +HI , (4)

where HS denotes the Hamiltonian of the system, i.e.,
the Schwinger model given in Eq. (2), HE is the envi-
ronment Hamiltonian, and HI describes the interaction
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FIG. 3. Quantum simulation of non-equilibrium dynamics in the Schwinger model: 〈Ne+e−〉 (left) and 〈E2〉 (right) using the
quantum circuit in Fig. 2 for two spatial lattice sites with Ncycle = 200, β = 0.1a, e = 1/a, m = 0.1/a, a = 1 and different
system-environment couplings. The time t is in units of a. For comparison, we also show a numerical solution (RK4) and the
dotted line indicates the thermal equilibrium.

between the two. We take the environment to be a ther-
mal scalar field theory and the coupling to the system to
be a Yukawa-type interaction,

HE =

∫
dx

[
1

2
Π2 +

1

2
(∇φ)2 +

1

2
m2
φφ

2 +
1

4!
gφ4
]
, (5)

HI = λ

∫
dxφ(x)ψ(x)ψ(x) =

∫
dxOE(x)OS(x) , (6)

where g > 0 and we define OE(x) = λφ(x) and OS(x) =
ψ(x)ψ(x).

We assume that the interaction HI is weak and that
the environment is large enough that its change is neg-
ligible over the typical relaxation time of the system,
i.e. we use the Markovian approximation. Then the
full density matrix describing the system and the ther-
mal environment factorizes ρ(t) = ρS(t) ⊗ ρE , where
ρE = e−βHE/TrEe

−βHE . After tracing out the envi-
ronmental degrees of freedom, the time evolution of the
system density matrix ρS = TrE [ρ] is governed by a Lind-
blad equation [101–103].

Furthermore, we consider the quantum Brownian mo-
tion limit, which is valid when the environment correla-
tion time τE is hierarchically smaller than both the re-
laxation time τR and the intrinsic time scale τS of the
system [77]. The condition τE � τR is the Markovian
condition mentioned above which is valid when HI is
weak. The condition τE � τS is equivalent to the hier-
archy between the environment temperature T and the
characteristic energy gap of the system ∆ES : T � ∆ES .
For QFTs, generally ∆ES → 0 in the continuum. The
Schrödinger-picture Lindblad equation for the Schwinger
model in the quantum Brownian motion limit can be
written as

dρS(t)

dt
= −i

[
HS , ρS(t)

]
+ LρS(t)L† − 1

2

{
L†L, ρS(t)

}
,

(7)

which can be interpreted as a field theoretical Caldeira-
Leggett equation [104] by dropping some of the higher
order terms in the expansion of τE/τS . The correspond-
ing Lindblad operator is given by

L =
√
aNfD

(
OS −

1

4T

[
HS , OS

])
, (8)

where D is a function of T , mφ, g, and λ, given by

D = λ2
∫

dtdxTrE
(
ρE φ(t, x)φ(0, 0)

)
. (9)

The D term is a two-point correlation function of the en-
vironment in momentum space. Here the frequency and
momentum of the D term are both zero. The frequency is
zero because in the quantum Brownian motion limit, the
energy gap is much smaller than the temperature, which
allows an expansion in the ratio of the energy gap and the
temperature. The momentum is also zero since here we
focus on the Hilbert space consisting of only zero momen-
tum states and thus there is no momentum transfer in
dynamical processes. In principle, one can calculate the
environment correlation function, i.e., the D term, by us-
ing thermal scalar field theory. Since it is independent of
both frequency and momentum, we simply treat D as an
input parameter in the following numerical studies. From
Eq. (6), we find OS = 1/(2aNf )

∑
n(−1)n(σz(n) + 1).

Further details of the open quantum system formulation
can be found in Appendix D and Ref. [77].
Quantum algorithm. To simulate the non-unitary evo-

lution in Eq. (7) of the system on a quantum computer,
we apply the Stinespring dilation theorem [19, 88, 100] to
enlarge the Hilbert space, such that the system and addi-
tional ancillary qubits evolve unitarily together for small
time steps. For the evolution from 0 to t, we divide the
length of the time interval into Ncycle time steps or “cy-
cles.” For each cycle, we apply the algorithm with a time
step ∆t = t/Ncycle and the ancilla qubits are reset after
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FIG. 4. Results from the ibmq montreal device [105] for 〈Ne+e−〉 (left) and 〈E2〉 (right) for N = 2 and D = 3.2 with up to 4
cycles, see Fig. 2. We include readout and CNOT error mitigation techniques as described in the text.

each cycle. With qubit reset operations, we only need
one ancilla qubit since Eq. (7) has only one Lindblad op-
erator. The quantum algorithm is shown schematically
in Fig. 2 for two cycles. The initial state is given by
|ψS(0)〉 ⊗ |0〉a, where the initial state of the Schwinger
model |ψS(0)〉 is chosen to be the unoccupied bare vac-
uum state while the ancilla is initialized in the |0〉 state.
The J-operator is a 2× 2 block matrix

J =

(
0 L†

L 0

)
. (10)

Other algorithms to simulate Lindblad equations are dis-
cussed in Refs. [64, 88, 106–111].

Simulation on IBMQ. With the quantum algorithm
discussed above, we begin by performing (noiseless) sim-
ulations using the IBMQ qiskit simulator [112]. We
count all units in terms of a and choose e = 1/a,

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

t

0.00

0.25

0.50
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1.00

1.25

1.50

1.75

2.00

〈E
2
(t

)〉

Runge−Kutta
closed system (N = 2) (+0.6)

closed system (N = 4) (+0.6)

closed system (N = 6) (+0.6)

closed system (N = 8) (+0.6)

open system (N = 2)

open system (N = 4)

open system (N = 6)

open system (N = 8)

thermal equilibrium

FIG. 5. Numerical solution of non-equilibrium dynamics in
the Schwinger model: 〈E2〉 up to N = 8 with D = 3.2.

m = 0.1/a and β ≡ 1/T = 0.1a. We then set a = 1
and evolve in small time steps with Ncycle = 200. The
results for two spatial lattice sites are shown in Fig. 3.
We present results for both the expectation values of the
number operators for e+e− pairs, 〈Ne+e−〉 (left), and of
the electric flux 〈E2〉 (right) as a function of time for
two different values of the correlator D. The result for
the closed quantum system is shown for comparison. The
open system starts to rapidly deviate from the closed sys-
tem and eventually approaches the thermal equilibrium.
Due to the interactions with the environment, the oscilla-
tions are damped. Both the oscillation damping rate and
the system thermalization rate depend on the value of D.
The results of the quantum algorithm are consistent with
the results obtained with a 4th order Runge-Kutta (RK4)
method that solves Eq. (7) classically. In Appendix F,
we show simulation results of our quantum circuit up to
N = 4, which demonstrate similar agreement.

Next, we perform simulations using quantum devices
from the IBMQ platform. We choose N = 2 spatial lat-
tice sites, which requires 2 qubits to represent the sys-
tem and 1 additional qubit to simulate the interaction
with the environment. We apply measurement error cor-
rections using IBM’s qiskit-ignis package [112]. In
addition, we mitigate the Controlled NOT (CNOT) gate
errors using the zero-noise extrapolation of Ref. [113]. To
minimize error corrections, we opt for using a different
ancilla qubit for every cycle instead of resetting a sin-
gle ancilla qubit [114]. We use the qsearch compiler of
Ref. [115] to efficiently map the two unitary operators
UJ and UHS

, see Fig. 2, to the basis gate set of IBMQ
which consists of the single-qubit rotations RZ, SX, and
X and the CNOT gate. One cycle (see Fig. 2) consists of
7-13 CNOT gates and ∼ 100 single-qubit gates. We show
the results from the IBMQ device ibmq montreal [105]
in Fig. 4, where we use a larger number of cycles (up to
Ncycle = 4) as t increases. We find a very good agreement
between the quantum device and the noiseless circuit sim-
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ulator. The measurement error correction and the CNOT
gate error mitigation mildly improve the agreement, and
generally have a small impact. The performance deterio-
rates only slightly at later times due to the large number
of CNOT gates. In addition, we observe that the quan-
tum algorithm with 4 cycles gives a good approximation
of the full result (labeled as “RK4 open system”) up to
t ≈ 6. We are thus able to approximately prepare a ther-
mal state of the Schwinger model from non-equilibrium
dynamics. These results constitute the first studies of
quantum simulations of quantum field theoretical non-
equilibrium dynamics and thermalization.

In order for these simulations to describe physical sys-
tems, one needs to extrapolate to the infinite volume and
continuum limits. As a first step, in Fig. 5, we investigate
finite volume effects of our results by simulating lattices
with a different number of spatial sites N , for fixed lat-
tice spacing a. We plot the average electric field

〈
E2
〉

using numerical methods (RK4) up to N = 8, and find
the numerical solutions begin to converge as N → 8. As
indicated by the dashed horizontal lines, we find a mild
dependence of the thermal equilibrium values on N . Sim-
ilar results for the number of electron-positron pairs are
included in Appendix G. In order to make the extrapo-
lated results stable at higher temperatures, one needs to
consider larger values of N and include states with higher
electric fluxes, since these states can then be excited more
frequently. For such high temperatures and large values
of N , it will be eventually essential to use quantum com-
puters to simulate the dynamics due to the exponential
growth of the size of the physical Hilbert space.

Conclusions. We performed first quantum simulations
of field-theoretical non-equilibrium dynamics of open
quantum systems. We considered the Schwinger model
discretized on a spatial lattice which interacts with a
thermal scalar field theory. In the quantum Brownian
motion limit, we derived the corresponding Lindblad evo-
lution equation which can be cast in the form of a field-
theoretical Caldeira-Leggett equation. We computed the
non-unitary Lindblad evolution with IBM’s simulator
and with quantum hardware. We employed suitable opti-
mization algorithms and error mitigation techniques and

found good agreement with the Runge-Kutta solution
which sets a benchmark for future studies. In addition,
we demonstrated a method for preparing thermal states
for quantum computations of field theories – a step that
is important for studies of systems at finite temperature.
This work constitutes a starting point for simulations of
the real-time evolution of non-equilibrium dynamics of
quantum field theories with the ultimate goal of studying
non-Abelian gauge theories in higher spatial dimensions.
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Appendix A: Hamiltonian formulation of the Schwinger model in the continuum

The Lagrangian density of the (massive) Schwinger model is given by

L = ψ
(
i /D −m

)
ψ − 1

4
FµνFµν , (A1)

with /D = Dµγ
µ and {γµ, γν} = 2gµν for µ = 0, 1. We use the metric that has g00 = 1 and g11 = −1. The covariant

derivative is Dµ = ∂µ − ieAµ. The gamma matrices in 1+1-dimension can be chosen as

γ0 = σz , γ1 = iσy , γ0γ1 = σx , (A2)

where σx,y,z are the Pauli matrices. The electromagnetic field strength tensor is Fµν = ∂µAν − ∂νAµ. In 1+1
dimensions, the fermion field has two components: ψ = (ψu, ψd)

T . The mass dimensions of the fields and coupling
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constants are given by [ψ] = [ψ] = 1
2 , [A] = 0, [e] = 1. The equation of motion associated with the gauge field A0 is

given by

0 =
∂L
∂A0

− ∂1
∂L

∂(∂1A0)
= eψγ0ψ + ∂1F

10 = eψ†ψ + ∂1E , (A3)

which corresponds to Gauss’s law and E = F 10 denotes the electric field.
For the Hamiltonian formulation of the Schwinger model, we will work in the axial gauge A0 = 0. We denote the

spatial component of the gauge field by A1 = −A1 = A and we write the field strength tensor as F 10 = −F 01 = E =
∂0A. The canonical momenta Πψ and ΠA associated with the fermion and gauge fields, respectively, can be written
as

Πψ =
∂L

∂(∂0ψ)
= ψ iγ0 = iψ† , (A4)

ΠA =
∂L

∂(∂0A1)
= −E . (A5)

The nontrivial (anti-)commutation relations from canonical quantization are given by

{ψ(t, x),Πψ(t, y)} = i{ψ(t, x), ψ†(t, y)} = iδ(x− y) , (A6)

[A1(t, x),ΠA(t, y)] = [A(t, x), E(t, y)] = iδ(x− y) . (A7)

The Hamiltonian density is then given by

H = Πψ∂
0ψ + ΠA∂

0A1 − L = −iψγ1(∂1 + ieA1)ψ +mψψ +
1

2
E2 . (A8)

From now on, we will assume that all fields are in the Schrödinger picture. We note that in the Hamiltonian
approach, Gauss’s law is not generated by the equations of motion. Therefore, we have to impose eψ†ψ = −∂1E when
we construct the physical Hilbert space below.

For later convenience, we introduce the spatial Wilson line, the gauge link, as

U(z, y) = P exp

(
− ie

∫ z

y

dxA1(x)

)
= P exp

(
ie

∫ z

y

dxA1(x)

)
=

∞∑
n=0

(ie)n

n!

∫ z

y

dx1

∫ z

y

dx2 · · ·
∫ z

y

dxnP
(
A1(x1)A1(x2) · · ·A1(xn)

)
, (A9)

where P denotes the path ordering operator. Using [E(x), A1(y)] = −iδ(x− y) and[
E(y),P

(
A1(x1)A1(x2) · · ·A1(xn)

)]
= −iδ(y − x1)P

(
A1(x2)A1(x3) · · ·A1(xn)

)
−iδ(y − x2)P

(
A1(x1)A1(x3)A1(x4) · · ·A1(xn)

)
− · · ·
−iδ(y − xn)P

(
A1(x1)A1(x2) · · ·A1(xn−1)

)
, (A10)

we find [
E(y), U(z, y)

]
= eU(z, y) . (A11)

Appendix B: Lattice discretization

We now review the lattice discretization of the Hamiltonian of the Schwinger model. We consider a 1-dimensional
spatial lattice with lattice spacing a, while keeping time continuous. We label the lattice sites with an integer n
starting from n = 0. The fields ψ(x) and A(x) at position x = na are then labelled as ψ(n) and A(n) respectively.
The discretized version of the fermionic part of the Hamiltonian Hf =

∫
dxHf (x) can be written as

Hf = a
∑
n

(
− iψ(n)γ1

ψ(n+ 1)− ψ(n− 1)

2a
+mψ(n)ψ(n) + eψ(n)γ1A1(n)

ψ(n+ 1) + ψ(n− 1)

2

)
+O(a3)

= a
∑
n

(
− iψ†(n)σx

ψ(n+ 1)− ψ(n− 1)

2a
+mψ†(n)σzψ(n)− eψ†(n)σxA(n)

ψ(n+ 1) + ψ(n− 1)

2

)
+O(a3) , (B1)
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where we have used A1 = −A. To put the two-component fermion field ψ = (ψu, ψd)
T on a lattice, we use the

Kogut-Susskind staggered fermion approach [31, 97, 98], where a field χ(n) with mass dimension 0 is introduced as1

χ(n) =
√
a (σx)nψ(n) , χ†(n) =

√
aψ†(n)(σx)n . (B2)

The Hamiltonian can then be written as

Hf =
1

2a

∑
n

(
− iχ†(n)χ(n+ 1)− aeχ†(n)A(n)χ(n+ 1) + iχ†(n)χ(n− 1)− aeχ†(n)A(n)χ(n− 1)

+2ma(−1)nχ†(n)σzχ(n) +O(a2)
)
, (B3)

where we have used σ2
x = 1. Using the definition of the gauge link in Eq. (A9), we can write

χ†(n)U(n, n+ 1)χ(n+ 1) = χ†(n)Peie
∫ na
(n+1)a

dxA(x)χ(n+ 1)

= χ†(n)χ(n+ 1)− iaeχ†(n)A(n)χ(n+ 1) +O(a2) , (B4)

and similarly

χ†(n)U(n, n− 1)χ(n− 1) = χ†(n)χ(n− 1) + iaeχ†(n)A(n)χ(n− 1) +O(a2) . (B5)

Then we can write the Hamiltonian as

Hf =
1

2a

∑
n

(
− iχ†(n)U(n, n+ 1)χ(n+ 1) + iχ†(n)U(n, n− 1)χ(n− 1) + 2ma(−1)nχ†(n)σzχ(n)

)
=

1

2a

∑
n

(
− iχ†u(n)U(n, n+ 1)χu(n+ 1) + iχ†u(n)U(n, n− 1)χu(n− 1) + 2ma(−1)nχ†u(n)χu(n)

− iχ†d(n)U(n, n+ 1)χd(n+ 1) + iχ†d(n)U(n, n− 1)χd(n− 1)− 2ma(−1)nχ†d(n)χd(n)
)
. (B6)

where in the last two lines we have explicitly written out the upper and lower components of the fermion field χ. We
note that the lower component ψd at odd (even) sites behaves in the same way as the upper component ψu at even
(odd) sites. Therefore, we can discard the lower component ψd and treat the field χ in the first line of Eq. (B6) as
a single-component, Grassmann-valued field. The summation here is over Nf fermion sites with spacing a and two
fermion sites per spatial lattice site as illustrated in Fig. 1.

Next, we apply the Jordan-Wigner transformation [99] which maps the staggered fermion fields to spin matrices as

χu(n)→
( ∏
m<n

−iσz(m)

)
σ−(n) , χ†u(n)→ σ+(n)

( ∏
m<n

+iσz(m)

)
, (B7)

where we define σ±(n) = (σx(n)± iσy(n))/2 as the ladder matrices at site n. To complete the lattice formulation of
the Schwinger model, we also need to discretize the electric field and the gauge link. There are different approaches
in the literature to treat the infinite dimensional Hilbert space of the gauge field. The so-called quantum link
model [36–39] replaces U(1) gauge-fields by spin variables, which allows for finite, but non-unitary representations of
the canonical commutation relations. In Refs. [40, 41], the gauge field is eliminated using Gauss’s law at the cost of
long-range interactions. In Refs. [42, 46], the U(1) gauge degrees of freedom are described by the finite dimensional
implementation through the discrete group Zm, where U(1) is restored in the large-m limit. In our work, we follow
the approach of Ref. [43]. The Hilbert space is restricted to physical states which satisfy Gauss’s law and an upper
cutoff on the Hilbert space of the gauge field is imposed. The discretized version of the commutation relation in
Eq. (A11) can be written as

[E(n), U(n+ 1, n)] = eU(n+ 1, n) . (B8)

This quantum system for each n can be solved like a harmonic oscillator:

E(n)|`n〉 = e`n|`n〉 , (B9)

U(n± 1, n)|`n〉 = |`n ± 1〉 . (B10)

1 An alternative definition of χ(n) is
χ(2n)√

a
= ψu(n) ,

χ(2n+1)√
a

= ψd(n) .

In either definition of χ(n), the number of fermion lattice sites
required to represent Nf/2 spatial sites is Nf .
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Here `n = 0,±1,±2, · · · denotes the eigenvalue (up to the factor e) of the electric operator E(n) at site n and |`n〉
denotes the corresponding eigenstate. Using the eigenstates as a basis, the electric field and the gauge link can be
represented as

E(n)→ e`n , U(n, n− 1)→ L+
n−1 , U(n, n+ 1)→ L−n (B11)

The L±n operators raise/lower the electric flux on the link between the fermion sites n and n+ 1 and act as L±n |`n〉 =
|`n ± 1〉. Putting everything together, we finally obtain the discretized Hamiltonian of the Schwinger model

HS =
1

2a

∑
n

(
σ+(n)L−n σ

−(n+ 1) + σ+(n)L+
n−1σ

−(n− 1)
)

+
m

2

∑
n

(−1)n
(
σz(n) + 1

)
+
ae2

2

∑
n

`2n . (B12)

We employ periodic boundary conditions such that the 1-dimensional chain shown in Fig. 1 effectively forms a circle.
Note that in the main text, we redefine n by n + 1 for the second term in the Hamiltonian. As discussed earlier,
Gauss’s law ∂1E = −eψ†ψ has to be imposed to form physical states, which has the discrete form:

E(n+ 1)− E(n) = −eσ+(n)σ−(n)− e (−1)n − 1

2
, (B13)

where the constant term appears in the staggered fermion approach. Imposing Gauss’s law significantly reduces the
size of the Hilbert space, though the size of the Hilbert space of physical states still grows exponentially with the
number of lattice sites. In fact, we find an analytical expression for the number of physical states, which will be
discussed further below.

For our numerical calculations, we project onto states with zero momentum k = 0 and positive parity. The zero-
momentum states can be constructed by first defining equivalent classes under cyclic permutations. In each equivalent
class, the states are related to each other via cyclic permutations. Then the symmetrized linear combination of all
states in the same equivalent class gives one zero-momentum state. The parity transformation is defined by a reflection
with respect to a given site. If a zero-momentum state is invariant under the parity transformation, it is a positive
parity state itself. If a zero-momentum state becomes another zero-momentum state under the parity transformation,
then their symmetrized linear combination gives a positive parity state. We have set up a Python code that can
generate all the physical states, project onto the states onto zero-momentum and positive parity, and which computes
the corresponding Hamiltonian matrix in the basis of these states. We verified the result of our code by an explicit
calculation for N = 2, 4 spatial lattice sites.

With a cutoff |`n| ≤ 1 on the quantized electric flux, the Hamiltonian for two spatial lattice sites can be written
as [43]

Hk=0,+
S =


−2m 1

a 0 0 0
1
a

ae2

2
1√
2a

0 0

0 1√
2a

ae2 + 2m 1√
2a

0

0 0 1√
2a

3ae2

2
1√
2a

0 0 0 1√
2a

2ae2 − 2m

 (B14)
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For four spatial lattice sites we have

Hk=0,+
S =

−4m
√

2
a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

√
2

a
ae2

2 −2m
1
a

1√
2a

1√
2a

1√
2a

0 0 0 0 0 0 0 0 0 0 0 0 0

0 1
a ae2 0 0 0 1

2a
1
a

1
2a 0 0 0 0 0 0 0 0 0 0

0 1√
2a

0 ae2 0 0 0 0 1√
2a

0 0 0 0 0 0 0 0 0 0

0 1√
2a

0 0 ae2 0 0 1√
2a

0 0 0 0 0 0 0 0 0 0 0

0 1√
2a

0 0 0 ae2 0 0 1√
2a

0 0 0 0 0 0 0 0 0 0

0 0 1
2a 0 0 0 3

2ae
2−2m 0 0 1

2a
1
2a

1
2a 0 0 0 0 0 0 0

0 0 1
a 0 1√

2a
0 0 3

2ae
2+2m 0 1

2a 0 1
2a

1
a 0 0 0 0 0 0

0 0 1
2a

1√
2a

0 1√
2a

0 0 3
2ae

2+2m 0 1
2a 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1
2a

1
2a 0 2ae2 0 0 0 1

2a
1
2a 0 0 0 0

0 0 0 0 0 0 1
2a 0 1

2a 0 2ae2 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1
2a

1
2a 0 0 0 2ae2 0 1

2a
1
2a 0 0 0 0

0 0 0 0 0 0 0 1
a 0 0 0 0 2ae2+4m 0 1

a 0 0 0 0

0 0 0 0 0 0 0 0 0 1
2a 0 1

2a 0 5
2ae

2−2m 0 1
2a 0 0

0 0 0 0 0 0 0 0 0 1
2a 0 1

2a
1
a 0 5

2ae
2+2m 1

a
1√
2a

0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1
2a

1
a 3ae2 0 1

a 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1√
2a

0 3ae2 1√
2a

0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
a

1√
2a

7
2ae

2−2m 1
a

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
a 4ae2−4m


(B15)

Here the states are arranged in ascending order in terms of gauge fields and e+e− pairs. We note that we find full
agreement when comparing the ground state energy eigenvalues to the results given in Ref. [43]. For completeness,

we also give the measurement operators Â for the electric field and the number of e+e− pairs in this basis, which are
defined by

ÂE2 =
1

2Na

∫
dxE2(x) =

e2

2N

∑
n

`2n , (B16)

ÂNe+e−
=
∑
n, even

σ+(n)σ−(n) , (B17)

respectively, where 2Na = aNf is the total length of the spatial lattice. Here even lattice sites correspond to electrons.
For two spatial lattice sites we find

Âk=0,+
E2 =

e2

4
diag(0, 1, 2, 3, 4) , (B18)

Âk=0,+
Ne+e−

= diag(0, 1, 2, 1, 0) , (B19)

and for four spatial lattice sites we have

Âk=0,+
E2 =

e2

8
diag(0, 1, 2, 2, 2, 2, 3, 3, 3, 4, 4, 4, 4, 5, 5, 6, 6, 7, 8) , (B20)

Âk=0,+
Ne+e−

= diag(0, 1, 2, 2, 2, 2, 1, 3, 3, 2, 2, 2, 4, 1, 3, 2, 2, 1, 0) . (B21)

The observables that we study in the main text are defined by

〈E2(t)〉 ≡ Tr(ρS(t)ÂE2) , (B22)

〈Ne+e−(t)〉 ≡ Tr(ρS(t)ÂNe+e−
) . (B23)

Appendix C: Combinatorics of the Schwinger model

In this section, we derive the combinatorial formula in Eq. (3) which counts the number of physical states satisfying
Gauss’s Law for a given lattice size. We take the size of the spatial lattice to be N , which means there are N electron
and N positron sites. We impose a cutoff on the electric flux at each link, i.e. |`n| ≤ 1 for n = 0, 1, ..., 2N − 1. Then
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the number of physical states with M pairs of e+e−, denoted by DN,M , is given by, up to a symmetry factor that will
be described below, the number of unique solutions (x1, x2, ..., xM ; y1, y2, ..., yM ) of the partition equation

x1 + x2 + · · ·+ xM + y1 + y2 + · · ·+ yM = 2N , (C1)

where xi ∈ {1, 3, 5, ...} and yi ∈ {1, 2, 3, 4, ...}. Here, xi represents the distance between the ith e+e− pair connected
by an electric field, which is always an odd integer. Moreover, yi represents the size of the ith gap between different
fermions where the electric flux is zero. The length of these gaps is always a positive integer. Using the “stars-
and-bars” method in combinatorics [116] to solve Eq. (C1) and including the symmetry factor 2N/M , we arrive
at

DN,M =
2N

M

N−M∑
K=0

(
M − 1 +K

M − 1

)(
2N − 2K −M − 1

M − 1

)
, for M = 1, 2, ..., N . (C2)

The 2N of the overall symmetry factor 2N/M can be understood as the number of cyclic permutations that
creates unique configurations. The 1/M is a factor to correct for overcounting since (x1, .., xM , y1, ..., yM ) =
(x2, ..., xM , x1; y2, ..., yM , y1) = · · · = (xM , x1, .., xM−1; yM , y1, ..., yM−1) describe the same physical configuration.
Finally, we arrive at the expression that gives the total number of physical configurations with the restriction |`n| ≤ 1:

DN ≡
N∑

M=1

DN,M +DN,0

=

N∑
M=1

2N

M

N−M∑
K=0

(
M − 1 +K

M − 1

)(
2N − 2K −M − 1

M − 1

)
+ 3 . (C3)

We note that DN,0 = 3 for all N which counts the states with no e+e− pairs and the electric flux is everywhere −1
or 0 or 1.

With this closed formula, we give results of DN explicitly for different values of N in table I. We find agreement
with Ref. [43] where the results up to N = 12 were given.

N DN

1 5

2 13

4 117

6 1,186

8 12,389

10 130,338

12 1,373,466

14 14,478,659

16 152,642,789

18 1,609,284,589

20 16,966,465,802
...

...

50 37,495,403,206,807,318,414,369,013
...

...

100 1,405,905,261,641,056,248,331,375,526,910,312,847,554,957,270,229,877

TABLE I. Number of physical states in the Hilbert space of the Schwinger model DN for |`n| ≤ 1 up to N = 100 spatial lattice
sites.

Appendix D: Open quantum systems, Lindblad evolution and quantum Brownian motion

We consider the Schwinger model coupled to a thermal scalar field. The Hamiltonian of the whole system, which
consists of the system (the Schwinger model) and the environment (the thermal scalar field), can be written as

H = HS +HE +HI . (D1)
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Here HS and HE denote the Hamiltonians of the system and the environment respectively. The Hamiltonian of the
1 + 1 dimensional scalar field can be written as

HE =

∫
dx

[
1

2
Π2 +

1

2
(∇φ)2 +

1

2
m2
φφ

2 +
1

4!
gφ4
]
, (D2)

where Π is the canonical momentum conjugate to φ and g > 0. The interaction Hamiltonian is assumed to be a
Yukawa-type coupling:

HI = λ

∫
dxφ(x)ψ(x)ψ(x) =

∫
dxOE(x)OS(x) , (D3)

where OE(x) = λφ(x) and OS(x) = ψ(x)ψ(x). The time evolution of the whole system is given by the von Neumann
equation

dρ(t)

dt
= −i

[
H, ρ(t)

]
. (D4)

Tracing out the environment degrees of freedom, we obtain the reduced evolution equation of the system (the Schwinger
model) in the interaction picture

ρ
(int)
S (t) = TrE

(
ρ(int)(t)

)
= TrE

(
U(t)ρ(int)(0)U†(t)

)
, (D5)

U(t) = T exp
(
− i
∫ t

0

H
(int)
I (t′) dt′

)
. (D6)

Here T denotes the time ordering operator. The density matrix and the interaction Hamiltonian in the interaction
picture are defined by

ρ(int)(t) = ei(HS+HE)tρ(t)e−i(HS+HE)t , (D7)

H
(int)
I (t) = ei(HS+HE)tHIe

−i(HS+HE)t =

∫
dxO

(int)
E (t, x)O

(int)
S (t, x) , (D8)

respectively, where O
(int)
E/S (t, x) = eiHE/StOE/S(x)e−iHE/St. Since the environment scalar field is thermal, we have

ρ
(int)
E (t) = ρE =

e−βHE

TrEe−βHE
, (D9)

where β = 1/T and T is the temperature of the environment. If we assume that the initial density matrix factorizes

ρ(int)(t = 0) = ρ
(int)
S (t = 0)⊗ ρE , (D10)

and that the interaction between the system and the environment is weak (the system and the environment themselves

can be strongly-coupled), we obtain by expanding the evolution operator to second order in H
(int)
I , the following result

ρ
(int)
S (t) = ρ

(int)
S (0)−

∫ t

0

dt1

∫ t

0

dt2

∫
dx1

∫
dx2

sign(t1 − t2)

2
D(t1, x1; t2, x2)

[
O

(int)
S (t1, x1)O

(int)
S (t2, x2), ρ

(int)
S (0)

]
+

∫ t

0

dt1

∫ t

0

dt2

∫
dx1

∫
dx2D(t1, x1; t2, x2)

(
O

(int)
S (t2, x2)ρ

(int)
S (0)O

(int)
S (t1, x1)

− 1

2

{
O

(int)
S (t1, x1)O

(int)
S (t2, x2), ρ

(int)
S (0)

})
+O

(
(tH

(int)
I )3

)
. (D11)

Here the environment correlator is defined as

D(t1, x1; t2, x2) = TrE
(
ρE O

(int)
E (t1, x1)O

(int)
E (t2, x2)

)
, (D12)

and we have used TrE
(
ρE O

(int)
E (t, x)

)
= 0, which can be realized by redefinitions of OE and HS [77].

The expression in Eq. (D11) is a finite-difference equation. It can be converted into a well-defined differential
equation in the quantum Brownian motion limit. The limit of quantum Brownian motion is specified by the following
separation of time scales:

τR � τE , (D13)

τS � τE , (D14)
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where τR is the relaxation time of the system, τE denotes the environment correlation time and τS represents the
intrinsic time scale of the system. The hierarchy τR � τE leads to Markovian dynamics and is generally true when
the interaction described by HI is weak. The hierarchy τS � τE is valid if T � HS since τE ∼ 1/T and τS ∼ 1/HS .
Simplifying Eq. (D11) using these two hierarchies of time scales leads to the Schödinger-picture Lindblad equation in
the limit of quantum Brownian motion (Some higher order terms in the expansion of τE

τS
are included here. Details of

the derivation can be found in Ref. [77].)

dρS(t)

dt
= −i

[
HS + ∆HS , ρS(t)

]
+

∫
dx1 dx2D(k0 = 0, x1 − x2)

(
ÕS(x2)ρS(t)Õ†S(x1)− 1

2

{
Õ†S(x1)ÕS(x2), ρS(t)

})
.

(D15)

Here ∆HS denotes the correction to the system Hamiltonian due to the interaction with the environment and we have

∆HS ≡
1

2

∫
dx1 dx2 Σ(k0 = 0, x1 − x2)OS(x1)OS(x2)

+
1

4

∫
dx1 dx2

∂Σ(k0 = 0, x1 − x2)

∂k0

([
HS , OS(x1)

]
OS(x2)−OS(x1)

[
HS , OS(x2)

])
, (D16)

Σ(k0, x1 − x2) ≡ −i
∫

d(t1 − t2)eik0(t1−t2) sign(t1 − t2)D(t1, x1; t2, x2) , (D17)

D(k0, x1 − x2) ≡
∫

d(t1 − t2)eik0(t1−t2)D(t1, x1; t2, x2) , (D18)

ÕS(x) ≡ OS(x)− 1

4T

[
HS , OS(x)

]
, (D19)

Õ†S(x) ≡ OS(x) +
1

4T

[
HS , OS(x)

]
. (D20)

When defining the Fourier transform of the environment correlators in Eqs. (D17) and (D18), we have assumed that
the environment is invariant under spacetime translations. We drop the correction to the system Hamiltonian ∆HS in
the main text since we want the equilibrium state of the evolution equation to be the thermal state of the Schwinger

model in the vacuum. It is necessary to keep the commutator terms in the definitions of ÕS and Õ†S for the system
to thermalize (approximately).

For the Hilbert space of the zero-momentum states in the Schwinger model, considered in the main text, only
the environment correlator D(k0 = 0, k = 0) contributes. To see this more explicitly, we sandwich Eq. (D15)
with 〈k = 0, α| and |k = 0, β〉 and insert the identity

∑
α |k = 0, α〉〈k = 0, α| = I (this is complete since we

constrain the Hilbert space to include just the zero-momentum states) where the quantum numbers α and β label

different zero-momentum states. Denoting 〈k = 0, α|ρS(t)|k = 0, β〉 = ραβS (t), 〈k = 0, α|HS |k = 0, β〉 = Hαβ
S , and

〈k = 0, α|ÕS(x)|k = 0, β〉 = ÕαβS (x), we obtain

dραβS (t)

dt
= −i

∑
γ

(
Hαγ
S ργβS (t)− ραγS (t)Hγβ

S

)
+

∫
dx1 dx2D(k0 = 0, x1 − x2)

×
(
ÕαγS (x2)ργδS (t)Õ†δβS (x1)− 1

2
Õ†αγS (x1)ÕγδS (x2)ρδβS (t)− 1

2
ραγS (t)Õ†γδS (x1)ÕδβS (x2)

)
. (D21)

Since the basis states have zero momentum, the projection of the system operator OS(x),

〈k = 0, α|ÕS(x)|k = 0, β〉 = 〈k = 0, α|e−ip̂xÕS(x = 0)eip̂x|k = 0, β〉 = 〈k = 0, α|ÕS(x = 0)|k = 0, β〉

=
1

2Na

∫
dx 〈k = 0, α|ÕS(x)|k = 0, β〉 , (D22)

is independent of the position x, where p̂ is the momentum operator. Therefore, we can drop the dependence on x1
and x2 of the operators ÕS and Õ†S , and we obtain

dραβS (t)

dt
= −i

∑
γ

(
Hαγ
S ργβS (t)− ραγS (t)Hγβ

S

)
+

∫
dxD(k0 = 0, k = 0)

×
(
ÕαγS ργδS (t)Õ†δβS − 1

2
Õ†αγS ÕγδS ρ

δβ
S (t)− 1

2
ραγS (t)Õ†γδS ÕδβS

)
. (D23)

Here
∫

dxD(k0 = 0, k = 0) is independent of the position. Different values of the environment correlator D(k0 =
0, k = 0) will only modify the rate at which the system approaches equilibrium. The equilibrium properties of the
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FIG. 6. Configuration of system s1,2 and ancilla a1−4 qubits on IBMQ. For the 3rd (4th) cycle/ancilla qubit we use 1 (2)
additional swap operations.

system are independent of D(k0 = 0, k = 0). Therefore, we will take the constant D(k0 = 0, k = 0) as an input
parameter in our calculations. The mass dimension of D(k0 = 0, k = 0) is 0. The matrix representation of the system

operator OαβS in the discretized Schwinger model can be written as

OαβS =
1

aNf

∫
dx 〈k = 0, α|ÕS(x)|k = 0, β〉 =

1

aNf

∫
dx 〈k = 0, α|ψψ(x)|k = 0, β〉

=
1

aNf

∑
n

〈k = 0, α|(−1)nχχ(n)|k = 0, β〉

=
1

aNf

∑
n

〈k = 0, α|(−1)n
(
χuχu(n) + χdχd(n)

)
|k = 0, β〉

=
1

aNf

∑
n

〈
k = 0, α

∣∣∣ (−1)n(σz(n) + 1)

2

∣∣∣k = 0, β
〉
, (D24)

where we have dropped the lower component χd as before. Defining the Lindblad operator as

L =
√
aNfD(k0 = 0, k = 0)

(
OS −

1

4T

[
HS , OS

])
, (D25)

we can rewrite the Lindblad equation in Eq. (D23) in the form

dρS(t)

dt
= −i

[
HS , ρS(t)

]
+ LρS(t)L† − 1

2

{
L†L, ρS(t)

}
, (D26)

where we have omitted the matrix indices.

Appendix E: Implementation on IBMQ

In order to simulate the Lindblad equation of the Schwinger model in Eq. (7), we first identify the time range where
a given number of cycles (see Fig. 2) yields a good approximation of the full RK4 result using the IBM’s simulator.
For example, we find that up to t = 0.5, 1 cycle is sufficient for the parameters chosen in the main text, Fig. 4.
For larger values of t, we switch to 2 cycles and eventually up to 3 and 4 cycles. For each time interval we use an
appropriate optimization threshold in qsearch [115]. The optimization assumes a linear qubit topology with only
nearest-neighbor CNOT gates. We verify again with the simulator that the chosen thresholds give an approximation
of the RK4 solution within a few percent, i.e. within the error that we can currently achieve on the quantum chip. For
4 cycles we obtain up to ≈ 50 CNOT gates. Despite this large number we obtain good results from the ibmq montreal
device [105] even without applying additional error mitigation techniques. We also verified that we obtain similar
results from the ibmq toronto device [117]. We ran each circuit for 15 × 8192 shots since the CNOT gate error
mitigation using the Random Identity Insertion Method of Ref. [113] requires high statistics.

The relevant part of the qubit topology which we use on the ibmq montreal device [105] is illustrated in Fig. 6,
where the system and ancilla qubits are highlighted with different colors. As mentioned in the main text, we use a
different ancilla qubit for every cycle. In our setup the ancilla qubits need to be connected to the system qubit s2 in
Fig. 6. In order to run 3 (4) cycles, we make use of 1 (2) additional swap operations of the ancilla qubits, each of
which consist of 3 CNOT gates. These CNOT gates are included in the CNOT gate error mitigation procedure.
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Appendix F: Validation of the quantum circuit for N = 4

In order to further validate the performance of the quantum circuit beyond N = 2, we simulate the quantum circuit
using the IBMQ (noiseless) simulator for N = 4. Fig. 7 shows the result along with comparison to the corresponding
numerical solutions, which show good agreement.
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FIG. 7. Quantum simulation of non-equilibrium dynamics in the Schwinger model: 〈Ne+e−〉 and 〈E2〉 using the quantum
circuit for N = 2 and N = 4, along with numerical solution (RK4). The same values of the parameters are used as in Fig. 5.

Appendix G: Volume-dependence for 〈Ne+e−〉

In order to accompany the volume-dependence of
〈
E2
〉

shown in in Fig. 5, we plot the average number of electron-
positron pairs as a function of N for fixed lattice spacing a = 1 in Fig. 8.
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FIG. 8. Numerical solution of non-equilibrium dynamics in the Schwinger model: 〈Ne+e−〉 up to N = 8. The same values of
the parameters are used as in Fig. 5.
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C. Culver, S. D. L. P. González, E. D. L. Torre, D. Ding, E. Dumitrescu, I. Duran, P. Eendebak, M. Everitt, I. F.
Sertage, A. Frisch, A. Fuhrer, J. Gambetta, B. G. Gago, J. Gomez-Mosquera, D. Greenberg, I. Hamamura, V. Havlicek,
J. Hellmers,  Lukasz Herok, H. Horii, S. Hu, T. Imamichi, T. Itoko, A. Javadi-Abhari, N. Kanazawa, A. Karazeev,
K. Krsulich, P. Liu, Y. Luh, Y. Maeng, M. Marques, F. J. Mart́ın-Fernández, D. T. McClure, D. McKay, S. Meesala,
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