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Thermodynamics originated in the need to understand novel technologies developed by the Industrial Revo-
lution. However, over the centuries the description of engines, refrigerators, thermal accelerators, and heaters
has become so abstract that a direct application of the universal statements to real-life devices is everything
but straight forward. The recent, rapid development of quantum thermodynamics has taken a similar trajec-
tory, and, e.g., “quantum engines” have become a widely studied concept in theoretical research. However,
if the newly unveiled laws of nature are to be useful, we need to write the dictionary that allows us to
translate abstract statements of theoretical quantum thermodynamics, to physical platforms and working
mediums of experimentally realistic scenarios. To assist in this endeavor, this review is dedicated to pro-
viding an overview over the proposed and realized quantum thermodynamic devices, and to highlight the
commonalities and differences of the various physical situations.
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I. INTRODUCTION

For many students, grasping the concepts of thermo-
dynamics poses significant challenges. Arguably, the rea-
son is that, as a phenomenological theory, thermodynam-
ics relies much more on abstraction of complex problems
than many other areas of theoretical physics. The most
prominent topic of the theory are heat engine cycles,
which are abstract, idealized, and cyclic processes that
describe the universal working principles of converting
heat to work.

It is often useful to remind oneself that thermo-
dynamics was invented concurrently with the Indus-
trial Revolution1, and that its original purpose was to
understand and optimize the operation of steam en-
gines. Rather remarkably, we are in a similar situation
which occasionally is referred to as the Second Quan-
tum Revolution2. Recent years have witnessed significant
domestic and international efforts3–7 to realize market-
ready quantum technologies. However, to fully exploit
the capabilities of these new technologies it appears ob-
vious that we will need to train a “quantum literate
workforce”8. However, very similar to the situation the
public faced at the invention of steam engines, new quan-
tum technologies are complex9 and markedly different
from what societies are used to10. While many funda-
mental as well as quite practical questions remain to be
addressed11, it does appear obvious that a thermody-
namic approach to quantum technologies may provide an
effective and pedagogical entry point for a large audience.

Quantum thermodynamics12 is a relatively young field,
which only rather recently has grown into a vibrant
branch of modern research. One of its main objectives
is the study and description of converting heat, work,
and information in quantum systems. In complete anal-
ogy to conventional thermodynamics13, quantum ther-
modynamics relies on idealized processes that univer-
sally describe a wide range of scenarios. Remarkably,
the first quantum heat engine was proposed already in
the late 1950s14. However, only over the last decade (or
so) has the literature on quantum thermal devices really
grown.15. This may be explained by the fact that quan-
tum heat engines (cf. Fig. 1) provide simple, pedagogical
descriptions of otherwise much more complex quantum
scenarios, as well as by the fact that the first experimen-
tal realizations of genuinely quantum devices have been

FIG. 1. Schematic representation of a quantum heat engine,
here a quantum particle in a piston. Figure adopted from
Ref.16.

reported.

The present review paper seeks to provide an overview
of the current state of the art, and to categorize the
plethora of different proposals according to their distinct
platforms. To this end, we outline the beginnings of
quantum heat engines in Sec. II, before we summarize
the main concepts and theoretical tools in Sec. III. The
majority of this article, however, is dedicated to the var-
ious physical platforms and selected implementations of
quantum thermal devices in Sec. IV. The review is con-
cluded with a few remarks in Sec. V.

When writing this review, we strove for a comprehen-
sive, objective, and pedagogically valuable account of the
current state of the art. However, given the enormous
number of publications on the topic we had to make
some hard choices and not everything could be covered
in detail. However, we do hope that we have done jus-
tice to the field, and that this review may be useful for
newcomers as well as seasoned practitioners of quantum
thermodynamics.

II. FROM MASERS TO GENUINE QUANTUM
DEVICES

We begin with a brief historical account of the begin-
nings of the field. Interestingly, the concept of a quan-
tum heat engine is intimately related to the theoretical
description of masers and lasers.
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FIG. 2. Schematic representation of a maser as a quantum
heat engine. Idler mode with frequency ωi is coupled to a
cold reservoir, and pumping mode is in contact with a hot
reservoir. The signal with frequency ωs is interpreted as the
work extraction.

A. The maser: a first quantum heat engine

Already more than six decades ago, Scovil and
Schultz-DuBois14 suggested that the performance of a
maser (microwave amplification by stimulated emission
of radiation)17 can be assessed akin to a continuous en-
gine. The maser was the direct predecessor of the laser
(light amplification by stimulated emission of radiation)
and it operates by the same working principle18.

In its simplest form, a maser consists of a three level
system which amplifies a signal with frequency ωs, by
being pumped at frequency ωp. The excess energy is
dumped into an idler mode with frequency ωi = ωp−ωs.
Scovil and Schultz-DuBois then realized that the maser
becomes a continuous heat engine if the idler mode is
coupled to a cold heat reservoir with temperature Tc,
and the pumping is facilitated by a hot reservoir at Th,
see Fig. 2 for an illustration of the set-up. Amplification
is successful if the occupation number of the first excited
state is larger than of the ground state, n2 ≥ n1. This is
commonly known as “population inversion”.

From a thermodynamic perspective, for any quantum
of heat Qh = ~ωp that is absorbed from the hot reser-
voir, the three-level engine exhausts Qc = ~ωi to the cold
reservoir, and work W = ~ωs can be extracted. There-
fore, the thermodynamic efficiency simply becomes

ηM =
W

Qh
=
ωs
ωp

. (1)

This can be further elaborated on by considering the
thermally driven transitions between the levels 2 and 1.
In particular, we have

n2

n1
=
n2

n3

n3

n1
= exp (βc ~ωi) exp (−βh ~ωp) (2)

where n3 is the occupation number of the second excited
state, and β = 1/kBT is the inverse temperature.

Equation (2) can be re-written to read

n2

n1
= exp

(
βc ~ωs

(
ηM

ηC
− 1

))
(3)

where we used Eq. (1) and where we introduced the
Carnot efficiency,

ηC = 1− Tc
Th

. (4)

It is then interesting to note that for the maser popu-
lation inversion is identical to the positive working con-
dition. Namely, work can be extracted if and only if
n2 ≥ n1. Thus, we also immediately conclude that the
Carnot efficiency is the natural upper bound on the maser
efficiency (1),

ηM ≤ ηC . (5)

The inequality becomes tight in the limit of vanishing
inversion, i.e., n2 ' n1.

Scovil and Schultz-DuBois14 concluded their analysis
by noting that for n2 ≤ n1 the device would operate as
a refrigerator. Thus, the maser is a simple and pedagog-
ically valuable system to study the whole range of ther-
modynamic devices. Remarkably, this three level system
is, however, not only a toy model, but actually a good
description of experimentally realistic masers17,19,20.

However, the original analysis of the maser as a “quan-
tum” heat engine14 is still somewhat rudimentary. In
particular, describing the transitions between the quan-
tum levels by classical, thermal fluctuations does not
leave room for genuine quantum effects. Nevertheless,
the maser has become the prototypical example and the
foundation for the study of continuous heat engines21–38.

B. Laser-maser quantum afterburner

The next major step towards truly quantum engines
was taken by Scully39 with the proposal of a “quantum
afterburner”. This device consists of a laser-maser sys-
tem that undergoes a joint Otto cycle. The standard
Otto cycle consists of four strokes, (A → B) isentropic
compression, (B → C) isochoric heating, (C → D) isen-
tropic expansion, and (D → A) ischoric cooling13. A
typical sketch of resulting TS-diagram is depicted in the
left panel of Fig. 3.

Scully realized that if the the working medium is an
optical cavity, then a laser on resonance with the cavity
mode can extract further work from the low entropy state
A. This is possible, since the thermal radiation of the
cavity will excite the laser into population inversion, and
the total energy of cavity plus laser will decrease through
the spontaneous emission of the laser. The correspond-
ingly modified TS-diagram is sketched in the right panel
of Fig. 3.

Thus, this “quantum afterburner” can extract addi-
tional energy from an ideal Otto cycle by exploiting the
quantum states of the laser. The explicit expressions
for extracted work and efficiency depend on the set-up
and the actual design of the system39,40. However, the
idea of modifying ideal, classical cycles to harness quan-
tum resources has proven to be versatile and powerful,
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FIG. 3. TS-diagram of the classical (left panel) and quantum (right panel) Otto cycle as suggest by Scully39. Additional work
can be extracted in the quantum case if the Otto cycle operates in an optical cavity, and a resonant laser is coupled at low
entropy state A.

see, for instance, an engine operating with transmon
qubits41. More importantly, we will see in the follow-
ing that heat engines operating with nonequilibrium or
squeezed reservoirs42–54 also follow essentially the same
design principles.

C. Exploiting quantum coherence

Arguably, the most prominent example among the
early analyses of a heat engine that exploits genuine
quantum effects is the photo-Carnot engine proposed by
Scully et al.55 Inspired by the discovery of lasing without
inversion56, Scully et al.55 considered a scenario in which
the hot heat bath supports a small amount of quantum
coherence.

More specifically, in the photo-Carnot engine the work-
ing medium is simply the radiation pressure, and the ac-
tual “engine” is a microlaser cavity57,58. Its mechanical
equation of state can be written as

PV = ~ω n̄ , (6)

where P is the radiation pressure, V is the cavity volume,
ω its frequency, and n̄ is the average number of photons
in the mode in thermal equilibrium.

To exploit quantum effects, the hot reservoir is then
assumed to consist of phaseonium, a three level atom
whose the lower two states are nearly energetically de-
generate. These nearly degenerate states are prepared so
that they support a small amount of quantum coherence,
see Fig. 4 for a sketch. Scully et al.55 showed that the
average number of photons in the cavity can be written
as

n̄φ =
1

βh~ω
(1− ε n̄ cos (φ)) , (7)

where ε measures the magnitude of the coherence, and φ
is the phase.

FIG. 4. Two-level atoms (left panel) vs. phaseonium (right
panel). The quantum coherence between energy levels 1 and 2
can be exploited to outperform the classical Carnot efficiency.

Since the radiation field generated by the phaseonium
is still thermal, we can further identify

Tφ = ~ω n̄φ/kB = Th (1− ε n̄ cos (φ)) . (8)

The photo-Carnot engine otherwise operates similarly to
a standard Carnot engine. Therefore, it is a simple exer-
cise to show that its efficiency becomes

η = ηC −
Tc
Th

3ε n̄ cos (φ) . (9)

We immediately observe that in the case of vanishing
coherence, ε = 0, the standard Carnot efficiency is recov-
ered. However, we also see that there are particular phase
values φ for which this photo-Carnot engine outperforms
classical devices.

In their interpretation of this result, Scully et al.55

are very clear. While Eq. (9) is in full agreement with
the second law of thermodynamics, it does demonstrate
that there are genuine quantum resources that can be ex-
ploited through judicious design of heat engines. Thus, it
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may not be too bold to claim that Scully et al.55 put the
“quantum” into quantum heat engines, and it inspired
significant work on thermodynamic devices with quan-
tum coherences59–71, and entanglement72–82.

In the following sections, we will be following a similar
logic. Motivated and inspired by experimentally realistic
scenarios we survey existing proposals and realizations
of heat engines that exploit quantum resources. How-
ever, it is worth emphasizing that none of the following
scenarios constitute a violation of physical principles of
thermodynamics.

III. THEORETICAL PRELIMINARIES AND CONCEPTS

The principal component of any cyclic heat engine
analysis is the identification of the heat exchanged and
work done during each stroke. Let us consider the general
case of a quantum system, described by density opera-
tor ρ, coupled to a thermal environment. We take the
Hamiltonian for the system to be H(λ), where λ is an
external control parameter. The system’s dynamics can
then be described by ρ̇ = Lλ(ρ) where the superoperator
Lλ accounts for the unitary dynamics generated by H(λ)
as well as the nonunitary evolution that arises from the
interaction of the system with the thermal environment.
In the limit of ultraweak coupling the equilibrium state
of the system is the Gibbs state12,

ρeq =
1

Z
exp (−βH) , (10)

where Z = tr {exp (−βH)} is the partition function. The
internal energy of the system can be found from,

E = 〈H〉 = tr {ρeqH} . (11)

For the Gibbs state, the thermodynamic entropy is given
by the Gibbs entropy, S = −tr {ρeq ln ρeq}. For an
isothermal, quasistatic process the change in entropy is
then12,

dS = β tr {dρeqH} . (12)

Using Eq. (11) we can separate the change in internal
energy, dE into two contributions, one associated with
a change in entropy and the other from a change in the
Hamiltonian12,

dE = tr {dρeqH}+ tr {ρeqdH} ≡ d̄Q+d̄W. (13)

In complete analogy to classical thermodynamics we can
define the first as heat and the second as work.

It is important to note that these definitions of heat
and work are valid if and only if ρeq is a Gibbs state16.
In the case that the system-environment coupling is not
ultraweak, the energetic back-action due to correlations
between the system and environment must be accounted
for. For a non-Gibbsian equilibrium state ρss the change
in entropy can be expressed as16,

dH = β (d̄Qtot −d̄Qc) , (14)

where d̄Qtot ≡ tr {dρssH} is the total heat and d̄Qc ≡
dF − tr {ρssdH} is the energetic price to maintain quan-
tum coherence and correlations. Here F is the “infor-
mation free energy”83, which is determined from the
Helmholtz free energy and the quantum relative entropy
between ρss and ρeq.

A. Reversible quantum cycles

With heat and work identified, quantum analogues of
the classical isothermal, isochoric, adiabatic, and isobaric
processes can be found84–87, allowing for the study of
quantum implementations of heat engine cycles including
Carnot, Otto, Stirling, Brayton and Diesel.

For instance, Ref.88 provides a detailed examination of
the performance optimization of a quantum heat engine
consisting of two finite-level quantum systems both cou-
pled to a work source and separately to thermal baths
at two different temperatures. Notably this analysis is
not limited to the equilibrium regime, with the inter-
mediate states of the engine allowed to be arbitrarily
far from equilibrium. For finite-time performance the
Curzon-Ahlborn efficiency89 is found to be the lower
bound on the efficiency when the work output is maxi-
mized, achieved in the macroscopic limit. Furthermore, it
is shown that as the efficiency approaches the Carnot effi-
ciency, the work output of the finite-time engine vanishes.
However, if the system-bath interaction is optimized, fi-
nite work output can be achieved at close to Carnot effi-
ciency, provided that the cycle duration is long.

Outside of the realm of equilibrium systems, the no-
tion of temperature is no longer straightforward to de-
fine. Ref.90 examines this question using a quantum en-
gine consisting of two qubits prepared in different ther-
mal states that then undergo a thermally isolated uni-
tary work extraction process. The final state of the total
system is a nonequilibrium one, with a different local
temperature for each subsystem. The behavior of three
different definitions for the nonequilibrium temperature
of the composite system are examined, and it is shown
that, while all three definitions agree at mutual equilib-
rium, in general they show radically different behavior.

A motivating factor in the study of quantum heat en-
gines is the idea that quantum resources can be exploited
to enhance the engine performance. This prompts the
immediate question of which parameter regimes the en-
gine must operate in in order to maintain its quantum
nature. This is the primary question of Ref.91 which
uses violations of the Leggett-Garg inequality to quan-
tify the regimes in which a Otto cycle with a two-level
working medium displays nonclassical properties. The
cycle is found to operate in three distinct regimes, one in
which the dynamics are entirely classical, one in which
they are entirely quantum, and a third transition regime
in which the dynamics are quantum over certain temper-
ature ranges and classical in others. Furthermore, it is
shown that decreasing the cycle duration to avoid deco-
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herence can actually lead to incoherent dynamics arising
from thermodynamic constraints.

Finally, it is important to highlight the distinction be-
tween cyclic and continuous heat engines. This distinc-
tion is the central focus of Ref.92. In a cyclic engine
the working medium interacts alternately between a hot
and cold reservoir in a cyclic process, while for contin-
uous engines heat is exchanged between the reservoirs
via a flow of particles that do work against an external
field during this process. For this reason Ref.92 refers
to continuous thermal machines as “particle-exchange”
engines. Common examples of continuous heat engines
include thermionic, thermoelectric, and photovoltaic de-
vices. Notably the conditions for reversibility are distinct
for each implementation, with cyclic engines achieving
reversibility when the heat transfer is isothermal, while
continuous engines achieve reversibility when the particle
transfer is isentropic92. Ref.92 notes that the prototypi-
cal quantum heat engine, the three level maser (see Sec.
II A), should be properly classified as a continuous en-
gine.

In the following sections we will elaborate on the vari-
ous heat engine and refrigerator cycles, as well as continu-
ous thermodynamic devices in the context of realistically
available physical platforms. Before discussing specific
systems, however, it is instructive to outline the main
concepts and notions.

1. Quantum Carnot engines

In Ref.93 Eq. (13) was applied to derive bounds on the
efficiency of a heat engine consisting of an open quan-
tum system weakly coupled to N independent thermal
reservoirs. For slowly varying external conditions, the
evolution of the system can be described by a Marko-
vian master equation93. Over the course of a full cycle
of period τ the periodicity conditions93,

H0 = Hτ , tr {ρ0H0} = tr {ρτHτ} , and S(ρ0) = S(ρτ )
(15)

must be followed. The total work performed by the sys-
tem per cycle is,

−W = −
∫ τ

0

dt tr
{
ρtḢt

}
=

∫ τ

0

dt tr {ρ̇tHt} = Q1 +Q2,

(16)
where Q1 and Q2 are the total heat exchanged with the
hot and cold reservoirs, respectively, over a full cycle.
Taking into account the periodicity condition for the en-
tropy leads to,∫ τ

0

dt Ṡ(ρ) =

∫ τ

0

dt σ(t) + β1Q1 + β2Q2 = 0, (17)

where σ(t) is the entropy production. Noting that σ(t) ≥
0 Eq. (17) yields93

β1Q1 + β2Q2 ≤ 0. (18)

By combining Eqs. (16) and (18) it can immediately be
seen that the efficiency of this cyclic engine is bounded
by the Carnot efficiency93,

η = −W
Q1
≤ 1− T2

T1
. (19)

Outside of the assumption of weak coupling between
the system and the thermal environments, the energetic
cost of the system-environment interaction must be care-
fully accounted for. Such an analysis is carried out in
Ref.94, however it is important to note that doing so re-
quires specifying the microscopic model of the heat en-
gine.

The availability of quantum resources, such as coher-
ence and entanglement, opens up a natural question as
to whether these resources can be leveraged to design
an engine that can outperform the Carnot efficiency.
Reference16 demonstrates that this is not the case, and
that no quantum heat engine operating in a quasistatic
Carnot cycle can harness quantum correlations. More
specifically, the energetic back action arising from the
correlation of system and environment must be accounted
for. During any quasistatic process a portion of the en-
ergy exchanged with the environment is paid as an en-
ergetic price to maintain the necessarily non-Gibbsian
state arising from the presence of coherences and corre-
lations. When this energetic cost is properly accounted
for the Carnot efficiency is maintained as the fundamen-
tal bound on cycle efficiency. In Ref.95 it has even been
shown that the Carnot bound holds beyond the typical
framework of Hermitian quantum mechanics and can be
extended to pseudo-hermitian systems.

The quantum Carnot cycle has been studied for a range
of working mediums including single spins96, and two
level systems, where it has been shown that the Carnot
efficiency can be achieved in experimentally relevant sce-
narios by cycling over a range of values for the energy
gap97.

2. Quantum Otto engines

As the basis for the internal combustion engine, the
Otto cycle is perhaps the most widely implemented ther-
modynamic cycle in practice. This lends particular prac-
tical importance to understanding how the Otto cycle can
be implemented for a quantum working medium. The
classical Otto cycle consists of four strokes: (1) adiabatic
compression, (2) isochoric heating (3), adiabatic expan-
sion, and (4) isochoric cooling13.

Let us consider the adiabatic strokes first. By defini-
tion, an adiabatic process is one in which no heat transfer
between the working medium and thermal environment
occurs. Considering Eq. (13) such a process corresponds
to one in which the eigenenergies are varied while the
populations remain fixed, thus ensuring that any change
in the internal energy is associated with work. As the
populations of each energy level do not change, we can
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immediately see that the von Neumann entropy of the
system remains constant. In the framework of classical
thermodynamics an adiabatic process is typically accom-
plished by performing the compression or expansion pro-
cess rapidly enough that no heat exchange can occur.
However, for a quantum working medium the quantum
adiabatic theorem guarantees that any rapid perturba-
tion will generate excitations that will lead to changes in
the energy level populations. Thus, to remain in accor-
dance with the adiabatic theorem, the adiabatic strokes
of the quantum Otto cycle must be performed quasistat-
ically. This is a crucial difference between the classical
and quantum implementations of the Otto cycle12,98.

The fact that each stroke of the Otto cycle corresponds
to an exchange of either work or heat, but never both
simultaneously, makes it particularly attractive for im-
plementation in quantum systems. Work and heat can
be immediately identified from the change in internal en-
ergy during each stroke, without the need to differentiate
each contribution, as must be done in the case of, e.g.,
isothermal processes.

Let us now consider the isochoric strokes. During the
heating (cooling) stroke the working medium is placed in
contact with the hot (cold) bath until it achieves ther-
mal equilibrium. The external control parameter of the
Hamiltonian is held fixed during this process. Consid-
ering Eq. (13), we see that such a process corresponds
to one in which the eigenenergies remain fixed while the
populations of each energy level change, thus ensuring
that any change in internal energy is associated with
heat. As the populations of each energy level are varying,
we note that this change in internal energy is associated
with a change in the von Neumann entropy.

It is important to note that the quantum Otto cycle is
inherently irreversible. For most of the cycle the working
medium is not in a state of thermal equilibrium, only
achieving such a state at the ends of the heating and
cooling strokes. The process of thermalization that takes
place during these strokes is fundamentally irreversible
and leads to the overall irreversibility of the cycle.

In Ref.86 the quantum Otto cycle is analyzed for a
multilevel working medium with energy eigenvalues En
(with n = 0, 1, 2, ...). During the adiabatic processes it is
assumed that the energy gaps between each level change
by the same ratio α, such that,

Ehn − Ehm = α
(
Eln − Elm

)
, (20)

where Ehn (Eln) is the nth eigenenergy of the system dur-
ing the isochoric heating (cooling) process. The heat
absorbed by the working medium during the isochoric
heating process is,

Qin =
∑
n

∫ B

A

d℘nEn =
∑
n

Ehn [℘n(B)− ℘n(A)] , (21)

where ℘n is the occupation probability of the nth en-
ergy eigenstate. Similarly, the heat released to the low

temperature bath during the isochoric cooling process is,

Qout = −
∑
n

∫ D

C

d℘nEn =
∑
n

Eln [℘n(C)− ℘n(D)] .

(22)
The adiabatic nature of the expansion and compression
strokes means that the occupation probabilities must ful-
fill the conditions

℘n(B) = ℘n(C) and ℘n(A) = ℘n(D). (23)

Using Eqs. (21), (22), and (23) we can determine the net
work done during the cycle,

W = Qin −Qout =
∑
n

(
Ehn − Eln

)
[℘n(B)− ℘n(A)] .

(24)
The efficiency can now be found as the ratio of the net
work to the absorbed heat,

η =
W

Qin
= 1− Eln − Elm

Ehn − Ehm
= 1− 1

α
. (25)

It is worth noting that this efficiency is completely anal-
ogous to the classical Otto efficiency, with the parameter
α playing the role of an inverse “compression ratio.”

The quantum Otto cycle has been examined in a
huge variety of contexts including, but not limited to,
implementations with working mediums of single spin
systems37,99,100, coupled spin systems77,101,102, harmonic
oscillators103–105, relativistic oscillators106, an ideal Bose
gas107, a Bose-Einstein condensate108, anyons109,110, a
two-level atom111, coupled spin-3/2 biquartits112, and
an NI2 dimer113. Furthermore, it has been shown that
the cycle performance can be enhanced with a “quan-
tum afterburner”114 (as elaborated on in Sec. II B), non-
Markovian reservoirs115, and nonequilibrium effects116.

3. Quantum Stirling and beyond

While Carnot and Otto are perhaps the most ubiqui-
tously studied, there exist a range of other heat engine
cycles including the Stirling, Diesel, and Brayton cycles.
As with Carnot and Otto, these cycles can also be gen-
eralized to quantum working mediums.

Reference117 examines the performance of a quantum
Stirling engine with a single spin or pair of coupled spins
under an external magnetic field as the working medium.
Like its classical counterpart, the quantum Stirling cycle
consists of four strokes, illustrated in Fig. 5:

(1) Isothermal expansion: While the working medium
remains in contact with the hot bath the external mag-
netic field is decreased slowly from B2 to B1 such that the
working medium remains in thermal equilibrium with the
hot bath at temperature Th. Work is done by the working
medium and heat is absorbed from the hot bath during
this process.
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FIG. 5. Magnetic field - energy diagram of a quantum Stir-
ling cycle. Figure adopted from Ref.117.

(2) Isochoric cooling: The working medium is placed
in contact with the cold bath and allowed to cool to tem-
perature Tc while the magnetic field is held constant at
B1. No work is done and heat is absorbed by the cold
bath during this process.

(3) Isothermal compression: While the working
medium remains in contact with the cold bath the ex-
ternal magnetic field is increased slowly from B1 to B2

such that the working medium remains in thermal equi-
librium with the cold bath at temperature Tc. Work is
done on the working medium and heat is absorbed by the
cold bath during this process.

(4) Isochoric heating: The working medium is placed
in contact with the hot bath and allowed to heat to tem-
perature Th while the magnetic field is held constant at
B2. No work is done and heat is absorbed from the hot
bath during this process.

The use of a regenerator is often considered when an-
alyzing the performance of the Stirling cycle. The re-
generator improves the cycle efficiency by capturing the
heat released by the working medium to the hot bath
during the isochoric cooling stroke and allowing it to be
absorbed back into the working medium during the iso-
choric heating stroke.

For a single spin the Hamiltonian of the working
medium is simply, H = Bσz/2, where B is the strength
of the external magnetic field and σz is the Pauli spin
operator. The heat exchanged during the isothermal pro-
cesses can be found by using d̄Q = TdS where S is, as

before, the von Neumann entropy. Thus,

Q1 =

∫ B

A

dS T = Th (SB − SA)

=
1

βh
ln

[
cosh

(
βhB1

2

)]
− 1

βh
ln

[
cosh

(
βhB2

2

)]
+
B2

2
tanh

(
βhB2

2

)
− B1

2
tanh

(
βhB1

2

)
.

(26)

Similarly,

Q2 =

∫ D

C

dS T = Th (SD − SC)

=
1

βc
ln

[
cosh

(
βcB2

2

)]
− 1

βc
ln

[
cosh

(
βcB1

2

)]
+
B1

2
tanh

(
βcB1

2

)
− B2

2
tanh

(
βcB2

2

)
.

(27)

During the isochoric processes, as no work is done, the
change in internal energy of the working medium can be
entirely attributed to heat. As such,

Qbc = UC −UB =
B1

2

[
tanh

(
βhB1

2

)
− tanh

(
βcB1

2

)]
.

(28)
Similarly,

Qda = UA−UD =
B2

2

[
tanh

(
βcB2

2

)
− tanh

(
βhB2

2

)]
.

(29)
The net work per cycle can then be found using the first
law, W =

∑
Q. Thus,

W =
1

βh
ln

[
cosh (βhB1/2)

cosh (βhB2/2)

]
+

1

βc
ln

[
cosh (βcB2/2)

cosh (βcB1/2)

]
.

(30)
The heat transfer between the system and the regen-

erator is given by the sum of the heats exchanged during
the isochoric strokes,

∆Q = Qbc +Qda. (31)

For a classical ideal gas working medium the Stirling cy-
cle is perfectly regenerative, with ∆Q = 0 always. Ref-
erence117 highlights that this is not always the case for
the quantum Stirling cycle, allowing for three possibili-
ties. If ∆Q = 0 perfect regeneration is achieved, however
this only occurs for a restrictive set of values of the bath
temperatures and magnetic field strengths. If ∆Q < 0
the regenerator absorbs more heat than it releases. This
redundant heat must be dissipated to the cold bath to
keep it from building up in the regenerator. If ∆Q > 0
the regenerator absorbs less heat than it releases. In this
case additional heat from the hot bath must be absorbed
by the working medium in compensation.
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The efficiency can be found in the typical manner, by
taking the ratio of the net work and the heat absorbed
from the hot bath. For the classical Stirling cycle the
efficiency is identical to the Carnot efficiency. This is no
longer true for the quantum Stirling cycle, with the effi-
ciency depending not just on the bath temperatures, but
also on the initial and final magnetic field strengths. The
efficiency is maximized for initial and final magnetic field
strengths that meet the perfect regeneration of ∆Q = 0.
For some parameter regimes the maximum efficiency can
even exceed the Carnot efficiency, however Ref.117 notes
that this is not in violation of the second law as in these
regimes the regenerator consumes additional energy.

The authors extend the analysis to a working medium
of two coupled spins, resulting in an additional tunable
parameter in the coupling strength. Notably for coupled
spins the condition of perfect regeneration can more eas-
ily be met for arbitrary bath temperatures and magnetic
field strengths by adjusting the coupling strength. The
analysis of the quantum Stirling cycle has been extended
to the finite time regime, using a two-level system as the
working medium118.

The Diesel cycle, consisting of one isobaric, one iso-
choric, and two isentropic strokes, has also been exam-
ined for ideal Bose and Fermi gas working mediums119.
Similarly, the quantum Brayton cycle, consisting of two
isobaric and two isentropic strokes, has been analyzed
for a variety of working mediums, including a harmonic
oscillator120, coupled spins121, noninteracting spins122,
and an ideal Bose gas123. Quantum working mediums
also allow for the implementation of non-conventional
cycles,. This includes cycles that extract work from a
single heat bath whose energy input arises from nonselec-
tive measurement of the working medium124, cycles that
incorporate isoenergetic strokes during which the expec-
tation value of the Hamiltonian is held constant125–131,
and cycles that utilize non-thermal baths41.

B. Endoreversiblity and finite power

In equilibrium thermodynamics the optimal efficiency
of any heat engine cycle is bounded by the Carnot
efficiency, regardless of the properties of the working
medium13. However, this efficiency is obtained in the
limit of infinitely slow, quasistatic strokes, resulting in
zero power output. A figure of merit of more practical
use, the efficiency at maximum power (EMP), was in-
troduced by Curzon and Ahlborn using the framework
of endoreversible thermodynamics89,132,133. In endore-
versible thermodynamics the system is assumed to be in
a state of local equilibrium at all times, but with dynam-
ics that occur quickly enough that global equilibrium with
the environment is not achieved. This results in a pro-
cess that is locally reversible, but globally irreversible133.
In the context of heat engines, this means that while the
working medium may be in a local equilibrium state at
temperature T , there is a thermal gradient at the bound-

aries where the working medium comes into contact with
the bath at temperature Tbath.

Curzon and Ahlborn89 found the EMP of a endore-
versible Carnot engine to be,

ηCA = 1−
√
Tc
Th

, (32)

where Tc (Th) is the cold (hot) reservoir temperature.
Remarkably, this result, now known as the Curzon-
Ahlborn (CA) efficiency, has emerged in the analysis
of heat engines in a wide variety of contexts outside
the original case of a classical working medium under-
going a finite-time Carnot cycle. The EMP of endore-
versible Otto134, Brayton134, and Stirling135 cycles have
all been shown to be equivalent to the CA efficiency.
Even quantum working mediums, including an open sys-
tem of harmonic oscillators undergoing a quasistatic Otto
cycle136, a single harmonically trapped particle under-
going an Otto cycle45,104, and an endoreversible Otto
cycle for a relativistic quantum particle in a Dirac os-
cillator potential106, have been found to assume the CA
efficiency.

This wide applicability seems to suggest that the CA
efficiency may be a universal characterization of finite-
time performance, akin to the bound on pure efficiency
given by the Carnot efficiency. However, despite its ubiq-
uitous appearances, the CA efficiency is not universal,
and can be exceeded under the right circumstances. For
the case of the finite-time Carnot cycle whether or not
CA efficiency is achieved at maximum power is deter-
mined by the symmetry of the dissipation during the cold
and hot isothermal strokes, with the CA efficiency being
achieved in the limit of symmetric dissipation and ex-
ceeded when the dissipation is significantly larger during
the hot isotherm137. Furthermore, within the regime of
linear response, it has been shown that an Otto cycle
with a working medium of a classical harmonic oscillator
can come arbitrarily close to the Carnot efficiency at fi-
nite power with a specific choice for the parameterization
of the potential138.

In Ref.139 it was shown that the EMP of an endore-
versible Otto engine with a single harmonically-trapped
quantum particle as the working medium can exceed the
Curzon-Ahlborn efficiency. For an equilibrium thermal
state of such a particle, ρ ∝ exp(−βH), the correspond-
ing internal energy reads,

E = 〈H〉 =
~ω
2

coth

(
β~ω

2

)
, (33)

where as always β = 1/kBT . The four strokes of the
Otto cycle are:

(1) Isentropic compression: During this stroke the
working medium remains in a state of constant entropy,
exchanging no heat with the environment. Using the first
law ∆E = Q + W the change in internal energy can be
identified completely with work,

Wcomp = E(TB , ω2)− E(TA, ω1). (34)
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(2) Isochoric Heating : During this stroke the
externally-controlled work parameter (the trap frequency
in the case of the harmonic engine) is held constant, re-
sulting in zero work. By the first law, the change in
internal energy can be completely identified with heat,

Qh = E(TC , ω2)− E(TB , ω2). (35)

In the endoreversible regime the working medium does
not fully thermalize with the hot reservoir during this
stroke. This yields the condition TB ≤ TC ≤ Th. The
change in temperature during the stroke depends on the
properties of the working medium and can be determined
using Fourier’s law13,

dT

dt
= −αh(T (t)− Th), (36)

where αh is a constant determined by the heat capacity
and thermal conductivity of the working medium.

(3) Isentropic expansion: In exactly the same manner
as the compression stroke, the change in internal energy
during the expansion stroke can be identified with work,

Wexp = E(TD, ω1)− E(TC , ω2). (37)

(4) Isochoric Cooling : As in the heating stroke, the
change in internal energy during the cooling stroke is
identified with heat,

Qc = E(TA, ω1)− E(TD, ω1). (38)

The temperature change can again be determined from
Fourier’s law,

dT

dt
= −αc(T (t)− Tc), (39)

where TD > TA ≥ Tc.
The efficiency of the engine is given by the ratio of the

total work and the heat exchanged with the hot reservoir,

η = −Wcomp +Wexp

Qh
, (40)

and the power output by the ratio of the total work to
the cycle duration, τcyc,,

P = −Wcomp +Wexp

γ(τh + τc)
. (41)

Note that only the durations of the heating and cooling
strokes are accounted for explicitly, with γ serving as
a multiplicative factor that implicitly incorporates the
duration of the isentropic strokes, τcyc ≡ γ(τh + τc).

In order to ensure that the compression and expansion
strokes are isentropic we have the conditions,

TA ω2 = TB ω1 and TC ω1 = TD ω2. (42)

Applying these conditions, along with the solutions to
Eqs. (36) and (39), the efficiency is determined to be,

η = 1− κ, (43)
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FIG. 6. EMP as a function of the ratio of bath tempera-
tures for an endoreversible single particle harmonic Otto en-
gine in the classical regime corresponding to ~ω2/kBTc = 0.1
(blue, dashed) and in the quantum regime corresponding to
~ω2/kBTc = 10 (green, dot dashed). The Curzon-Ahlborn
efficiency (bottom solid, red) and the Carnot efficiency (top
solid, black) are given in comparison. Parameters are αc =
αh = γ = 1, and τc = τh = 0.5. This figure is original work
produced following the methods established in Ref.139.

where κ = ω1/ω2. Similarly, the expression for power
can be found in terms of the hot and cold bath temper-
atures, the thermal conductivities, the initial and final
frequencies, and the stroke times.

The EMP can then be determined by maximizing the
power with respect to the compression ratio κ. The EMP
for the engine operating in the classical regime, corre-
sponding to ~ω2/kBTc = 0.1, and in the quantum regime,
corresponding to ~ω2/kBTc = 10, is shown in Fig. 6, with
the Carnot and CA efficiencies given for comparison. It
is clear that the engine significantly exceeds the CA effi-
ciency when operating in the quantum regime.

As demonstrated by these results, the EMP of the
Otto cycle is not universally given by the CA efficiency,
but determined by the nature of the working medium.
Further work has investigated the power and EMP of
Otto cycles using working mediums with polynomial fun-
damental relations (e.g. photonic gases)140, two-level
working mediums37,141, degenerate quantum gas work-
ing mediums142, quantum statistics105,109,110, and Bose-
Einstein condensate working mediums108. The power
and EMP of other cycle types has also been examined,
including Carnot cycles with two-level quantum systems
as a working medium143, and a uniquely quantum cy-
cle consisting of isoenergetic, isothermal, and adiabatic
strokes127,128.

C. Single particles vs. collective performance

As a field, thermodynamics has always been aware of
the principle that “more is different”144. Many-body sys-
tems display collective behavior beyond the sum of the
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FIG. 7. Schematic representation of the four-stroke quan-
tum Otto cycle for a harmonic trap with time-dependent fre-
quency. Figure adopted from Ref.105.

individual constituent behaviors, with phase transitions
serving as a prime example. Quantum many-body sys-
tems introduce a range of new collective behaviors such
as wave function symmetrization, superradiance, quan-
tum phase transitions, and many-body localization. For
quantum thermal machines with multi-particle working
mediums, many-body effects can have significant impacts
on performance. Thus, we continue with a particularly
instructive situation, for which single vs. many-particle
performance has been thoroughly investigated.

1. Single particle in harmonic trap

We begin with a single particle trapped in a harmonic
oscillator, which has probably become the most studied
setup for finite-time quantum Otto engines, see for in-
stance Refs.31,103,104,145. Its Hamiltonian reads

H(t) =
p2

2m
+

1

2
mω2(t)x2 , (44)

where x and p are the position and momentum operators
of an oscillator of mass m. The angular frequency plays
the role of “inverse volume”, and we consider situations in
which ω(t) can be varied between ω1 and ω2. In addition,
the particle is alternatingly coupled to two heat baths
at inverse temperatures, β1 and β2, see Fig. 7 for an
illustration of the scenario.

The quantum Otto cycle is then implemented through
the following four strokes:

(1) Isentropic compression A(ω1, β1)→ B(ω2, β1): the
frequency is varied during time τ1 while the system is
isolated. The evolution is unitary and the von Neumann
entropy of the oscillator is thus constant. Note that state
B is non-thermal even for slow (adiabatic) processes. In
this step, work W1 = 〈H〉B − 〈H〉A is performed on
the medium, and the average thermal energy is again
given by Eq. (33). At the end of the unitary stroke we

have146–149,

〈H〉B =
~ω2

2
Q∗comp coth

(
β1~ω1

2

)
. (45)

Here Q∗comp is a dimensionless parameter that measures
the degree of adiabaticity of the isentropic compression
and expansion strokes, respectively146–149. Its exact form
is determined by the protocol under which the trapping
frequency is modulated, but in general Q∗ ≥ 1 with Q∗ =
1 corresponding to a completely adiabatic stroke.

(2) Hot isochore B(ω2, β1)→ C(ω2, β2): the oscillator
is weakly coupled to a reservoir at inverse temperature
β2 at fixed frequency and allowed to relax during time
τ2 to the thermal state C. This equilibration is much
shorter than the expansion/compression strokes and only
an amount of heat Q2 = 〈H〉C − 〈H〉B is transferred.
Note that at C the system is again in equilibrium, and
its energy is accordingly given by Eq. (33).

(3) Isentropic expansion C(ω2, β2) → D(ω1, β2): the
frequency is changed back to its initial value during time
τ3. The isolated oscillator evolves unitarily into the non-
thermal state D at constant entropy. An amount of work
W3 = 〈H〉D−〈H〉C is extracted from the medium during
this stroke, which we can compute with146–149,

〈H〉B =
~ω1

2
Q∗exp coth

(
β2~ω2

2

)
. (46)

(4) Cold isochore D(ω1, β2) → A(ω1, β1): the system
is weakly coupled to a reservoir at inverse temperature
β1 > β2 and quickly relaxes to the initial thermal state A
during τ4. The frequency is again kept constant and an
amount of heat Q4 = 〈H〉A − 〈H〉D is transferred from
the working medium.

During the first and third strokes (compression and
expansion), the quantum oscillator is isolated,, and the
corresponding work values are

W1 =
~ω2

2

(
Q∗comp −

ω1

ω2

)
coth

(
β1~ω1

2

)
,

W3 =
~ω1

2

(
Q∗exp −

ω2

ω1

)
coth

(
β2~ω2

2

)
.

(47)

During the thermalization strokes (isochoric processes),
heat is exchanged with the reservoirs, and we have

Q2 =
~ω2

2

[
coth

(
β2~ω2

2

)
−Q∗comp coth

(
β1~ω1

2

)]
,

Q4 =
~ω1

2

[
coth

(
β1~ω1

2

)
−Q∗exp coth

(
β2~ω2

2

)]
.

(48)

The efficiency of this quantum engine, defined as the ratio
of the total work per cycle and the heat received from the
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hot reservoir, then follows as104

η = −W1 +W3

Q2

= 1− ω1

ω2

coth (β1 ~ω1/2)−Q∗exp coth (β2 ~ω2/2)

Q∗comp coth (β1 ~ω1/2)− coth (β2 ~ω2/2)
,

(49)

and the power output per cycle, P = −(W1 + W3)/τcyc

becomes

P =
[
〈H〉A

(
1−Q∗compω2/ω1

)
+
(
1−Q∗expω1/ω2

)
〈H〉C

]
/τcyc .

(50)

It is easy to see that for slow driving (adiabatic limit),
during the isentropic processes Q∗i = 1, the thermal ma-
chine efficiency is ηAD

O = 1 − ω1/ω2, whereas the power
vanishes. As we will see shortly, this single particle en-
gine was realized in ion traps based on a theoretical pro-
posal104.

2. Many particles in harmonic trap

The natural question then is how the engine perfor-
mance changes if not one, but two quantum particles
are trapped in the harmonic oscillator. To this end,
Ref.105 examined how “exchange forces”, a collective phe-
nomenon that arises from the fundamentally indistin-
guishable nature of quantum particles, affects the per-
formance of this finite-time Otto cycle with a working
medium of two particles, either bosons or fermions. Due
to the underlying symmetry of the collective wave func-
tion, bosons are more likely to be found bunched together
while fermions, with an underlying antisymmetric wave
function, are more likely to be found spread apart. This
can be clearly seen in the thermal state position distribu-
tions, as illustrated in Fig. 8. Physically, these exchange
forces manifest as an effective attraction between bosons
and repulsion between fermions.

As the differences between bosons and fermions mani-
fests entirely in terms of the symmetry of the total wave
function, the Hamiltonian is identical for both working
mediums,

H(t) =
p2

1 + p2
2

2m
+

1

2
mω2(t)

(
x2

1 + x2
2

)
. (51)

By solving the full time-dependent dynamics for the
unitary strokes, and assuming the heating and cooling
strokes are of sufficient duration for the working medium
to fully thermalize, the internal energy at each corner of

the cycle is determined,

〈H〉A =
~ω1

2
(3coth(β1~ω1) + csch(β1~ω1)∓ 1) ,

〈H〉B =
~ω2

2
Q∗comp (3coth(β1~ω1) + csch(β1~ω1)∓ 1) ,

〈H〉C =
~ω2

2
(3coth(β2~ω2) + csch(β2~ω2)∓ 1) ,

〈H〉D =
~ω1

2
Q∗exp (3coth(β2~ω2) + csch(β2~ω2)∓ 1) ,

(52)

where the top sign corresponds to bosons and the bottom
to fermions.

As in the single particle case, these internal ener-
gies are sufficient to characterize the finite-time per-
formance of the cycle. Examining multiple figures of
merit, including efficiency, power output, and efficiency
at maximum power Ref.105 showed that a bosonic work-
ing medium displays enhanced performance, in compar-
ison to a working medium of distinguishable particles,
while a fermionic working medium displays reduced per-
formance. This “bosonic enhancement” even extends to
the inherent trade-off between efficiency and power quan-
tified by the efficient power, given by the product of ef-
ficiency and power. Furthermore, Ref.105 demonstrated
that the bosonic working medium functions as an engine
or refrigerator over a wider range of the total parameter
space in comparison to the fermionic medium. Notably,
the differences in bosonic and fermionic performance are
fundamentally an effect of the non-equilibrium nature of
the cycle and vanish in the limit of long stroke times.

The impacts of wave function symmetry on heat en-
gine performance were further explored in Ref.109 which
extended the results of Ref.105 to anyonic statistics.
Numerous other many-body phenomena have been ex-
plored in the context of heat engines, including quan-
tum phase transitions150,151, many-body localization152,
superradiance and collective enhancement of energy
exchange153–155, inter-particle interactions110,156, many-
body quantum interference157, and the non-Markovian
anti-Zeno effect158.

D. Optimized engine cycles: shortcuts to adiabaticity

Equation (50) highlights that quantum engines also
generally fail to produce finite work in infinitely slow
processes. A possible way to achieve finite power in fast
processes has been sought in so-called shortcuts to adi-
abaticity (STA)159–163. In particular, it has been found
that STA methods enhance the performance of thermal
devices by reducing irreversible losses that suppress effi-
ciency and power103,156,164–166. Note, however, that this
is typically only true if the energy balance of the external
controller can be disregarded167.

A particularly powerful technique for STA is called
counterdiabatic driving168–171. Within this paradigm
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FIG. 8. Thermal state position distributions of the thermal state of (a) two distinguishable particles, (b) two bosons, and (c)
two fermions in a harmonic potential. Figure adapted from Ref.105.

all transitions away from the adiabatic manifold of a
time-dependent Hamiltonian, H(t), are suppressed by
applying the counterdiabatic field. Thus, a quantum sys-
tem evolves under a new Hamiltonian Heff(t) = H(t) +
HCD(t), which reads explicitly

Heff(t) = H(t) + i~
∑
n

(|∂tn〉 〈n| − 〈n|∂tn〉 |n〉 〈n|) (53)

where |n〉 ≡ |n(t)〉 denotes the nth eigenstate of the orig-
inal Hamiltonian H(t).

For instance, for a time-dependent harmonic oscillator,
the counterdiabatic term becomes171

HCD(t) = − ω̇t
4ωt

(xp+ px). (54)

Note that for implementation in heat engine cycles
boundary conditions are chosen to ensure 〈HCD(0)〉 =
〈HCD(τ)〉 for all strokes.

There has been some debate in the literature over how
to appropriately assess the thermodynamic cost of STA,
see for instance166,167,172–175. Reference166 took the ar-
guably simplest approach by considering a modified ef-
ficiency of the corresponding engine, which can be ex-
pressed as

η = −
∑
jW2j+1

Q2 +
∑
j 〈H2j+1〉τ

, (55)

where Wi = 〈HCD(τ)〉 − 〈H(0)〉 is correspond-
ing mean work of the STA protocol and

〈
Hi
〉
τ

=

(1/τ)
∫ τ

0
dt
〈
Hi

CD(t)
〉

is the time-average of the mean
STA driving term. Note that Eq. (55) is nothing but the
ratio of output and input average energies. Accordingly,
the power output becomes175

PCD = − 1

τcyc

∑
j

(
W2j+1 − 〈H2j+1

CD 〉τ
)
. (56)

It has been noted that the such defined efficiency and
power represent the “true” performance of the Otto cy-
cle176.

Similar studies looked at thermodynamic cycles
with STA in multiferroic material177, harmonic oscilla-
tors178,179, anyonic working mediums109, BECs with non-
linear interactions175, spin-1/2 systems180–182, supercon-
ducting qubits183, and multi-spin systems184,185 as work-
ing mediums. More recently, techniques from machine
learning have been employed to find optimal STA186,187.

E. Fluctuations in finite-time quantum engines

We conclude this section by briefly commenting on
fluctuations in the performance of quantum thermody-
namic devices. For a comprehensive discussion of no-
tions such as quantum work188–190 and their correspond-
ing fluctuation theorems we refer to the literature12,191.
For our present purposes it is interesting to note that sim-
ilar consideration were published in the context of engine
cycles192–197.

Within the two-time energy measurement paradigm for
quantum work, the stochastic performance for the finite-
time Otto cycle quantum heat engine, is evaluated with
the joint probability distribution P(W1, Q2,W3)192. To
this end, projective measurements are taken at the end
points of all strokes, and for instance the probability dis-
tribution of the compression work W1 reads191,

P(W1) =
∑
j,k

δ
[
W1 − (Eτk − E0

j )
]
℘com
jk ℘0

j . (57)

Here, E0
j and Eτk are the respective initial and final en-

ergy eigenvalues, ℘0
j = exp

(
−β1E

0
j

)
/Z0 is the initial

thermal occupation probability with partition function
Z0 and ℘com

jk = | 〈j|Ucom(τ) |k〉 |2 denotes the transition

probability between the instantaneous eigenstates |j〉 and
|k〉 in time τ with the corresponding unitary Ucom. The
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probability distribution of the heat Q2 after the second
stroke, given the compression work W1, is equal to the
conditional distribution,

P(Q|W1) =
∑
i,l

δ [Q− (Eτl − Eτi )]℘heat
il ℘τi , (58)

where the occupation probability ℘τi = δki at time τ after
the second projective energy measurement. The quan-
tum work distribution for the expansion stroke, given
the compression work W1 and the heat Q, is198

P(W3|Q,W1) =
∑
r,m

δ
[
W3 −

(
E0
m − Eτr

)]
℘exp
rm℘

τ
r , (59)

where the probability for finding the system in eigenstate
|l〉 after the third projective measurement simply reads
℘τr = δrl, and the transition probability ℘com

rm is deter-
mined by the unitary time evolution for expansion Uexp.

Based on the chain rule for conditional probabilities,
the joint probability of a cycle of the quantum engine
reads199,

P(W1, Q,W3) = P(W3|Q,W1)P(Q|W1)P(W1). (60)

By defining the stochastic total extracted work W =
−(W1 + W3), the joint distribution for work and heat
is given by

P(W,Q)

=

∫
dW1

∫
dW3 δ[W + (W1 +W3)]P(W1, Q,W3).

(61)

Then, defining the stochastic efficiency η = W/Q, its
probability distribution is obtained by integrating over
W and Q as199

P(η) =

∫
dQ

∫
dW δ (η −W/Q) P(W,Q). (62)

This probability distribution can be exploited to analyze
the effects of thermal and quantum fluctuations on the
efficiency of a quantum Otto heat engine.

The study of fluctuations for finite-time quantum
heat engines has been attracting some attention mainly
focused on two-level systems or harmonic oscilla-
tors196,197,199–201. However, its stands to reason that in-
teresting physics is encoded in the fluctuations of any
working medium.

IV. PHYSICAL PLATFORMS

The remainder of this review is dedicated to highlight-
ing a selection particularly important studies in a variety
of physical platforms. We collecting the various publica-
tion and scenarios, special emphasis was put on giving
a broad overview of the many different systems at the
expense of being rather brief with regards to technical,
physical, and mathematical details.

A. Ion traps

We begin with recent implementations of quantum
thermodynamic devices in ion traps. It is interesting
to note that while laser-cooled ions in linear Paul traps
were originally invented for the experimental study of
quantum computation and information processing appli-
cations, they have become a prominent testbed for quan-
tum thermodynamic notions45,104,202–206.

1. Single-atom heat engine

A particularly important breakthrough for the field
was achieved with the realization of a heat engine that
operates with a single ion as a working medium204. To
achieve this, a single 40Ca+ ion was trapped in a linear
Paul trap with a funnel-shaped electrode geometry, as
illustrated in Fig. 9. The authors of Ref.204 engineered
cold and hot reservoirs by using laser cooling and electric
field noise respectively, and the temperature of the ion
was determined by fast thermometry methods207. The
realized thermodynamic cycle resembles a Stirling engine
and its thermodynamic properties were analyzed in this
context.

The tapered trap realized a harmonic pseudopotential
of the form

V (x, y) =
1

2
m
(
ω2
xx

2 + ω2
yy

2
)
, (63)

where m is the atomic mass and x, y denote the trap axes.
The electrodes were driven symmetrically at a radio fre-
quency voltage of 830 Vpp at 21 MHz. Applying constant
voltages on the two end-cap electrodes resulted in the
axial confinement with a trap frequency of ωz/2π = 81
kHz. The resulting radial trap frequencies ωx,y reads

ωx,y =
ω0x,0y

(1 + z tan θ/r0)2
, (64)

where ω0x,0y are the eigenfrequencies in the radial direc-
tions at the trap minimum z=0 and satisfy the cylindri-
cal symmetry with r2 =x2 + y2 with a mean radial trap
frequency ωr. The electrode angle is denoted by θ while
the radial distance of the electrode is r0 at axial position
z = 0.

To compensate for stray fields, a second set of outer
electrodes was used. Then the trapped ion was cooled by
a laser beam and the resulting fluorescence was recorded
by a rapidly-gated intensified charge-coupled device cam-
era. An equilibrium cold bath was realized by exposing
the ion to a laser cooling beam at temperature TC = 3.4
mK204 while a hot reservoir with finite temperature TH
was mimicked by exposing the ion to additional white
noise from the electric field.

In this setup, heating and cooling act on the radial
degrees of freedom. Based on the geometry of the tapered
potential, the ion experiences a temperature-dependent
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FIG. 9. (a) Schematic representation of the single-atom heat engine; (b) Position of the ion at each time step; (c) Thermody-
namic cycle of the engine for one radial direction. The area enclosed by the cycle corresponds to the work performed by the
engine. Figure adopted from Ref.204.

average force in axial direction is given by,

Fz = −
∫ ∞

0

dφdr ξr(r, φ, T )
dU

dz
, (65)

where the time-averaged spatial distribution of the ion
thermal state is described by

ξr(r, T ) =
1

2πσ2
r(T )

exp

[−(r − r0)2

2σ2
r

]
. (66)

The time-averaged width σ(T ) of this two-dimensional
Gaussian probability distribution depends on the tem-
perature T as σr =

√
kBT/mω2

r , where kB is the Boltz-
mann constant. The heat engine is driven by alternately
heating and cooling the ion in radial direction.

The dynamics of the ion when driven in a four stroke
thermodynamic cycle is depicted in Fig. 9. In the first
part of the cycle the ion is heated, which results in the
width σr(T ) increasing. During the second step, the ion
moves along the z-axis to a weaker radial confinement
which leads to the increase of total potential energy of
the ion and thereby produces work. During the third step
the ion is cooled to the initial temperature as the radial
width of its probability distribution is reduced. For the
final step, the ion moves back to its initial position due
to the restoring force of the axial potential. However, the
resulting cycle deviates from an ideal Stirling cycle due
to the fact that full thermalization with the reservoirs
is not reached. For each radial cycle, work produced is
transferred to the axial degree of freedom and stored in
the amplitude of oscillation.

Rossnagel et al.204 computed the power output, P =
W/tcyc, during steady-state operation in three indepen-
dent ways. First, the power is determined from the area
enclosed by the engine cycle where W =

∫
dωr 2~n̄r is

the work computed from the area of the cycles from the
two radial directions and tcyc = 2π/ωz is the cycle time.

In the second approach, the power was directly de-
duced from the measurement of the axial oscillation am-
plitudes Az. The dissipated power of a driven damped
harmonic oscillator at steady state is208

Posc = γmω2
zA

2
z, (67)

with the damping parameter γ determined from the os-
cillation decay.

The third approach involved the analytical calculation
of the engine power output using the expression for work
performed over one cycle period tcyc,

Wana = −
∫

cyc

dt Fz(t)ż(t). (68)

The analytical power output Pana = Wana/tcyc depends
only on the temperature variation and the trap geometry.
The analysis of Rossnagel et al.204 showed a good agree-
ment between the measured and the analytical power
output as a function of temperature difference, see Fig. 9.

Furthermore, the engine efficiency from the measured
data was evaluated as η = W/QH , by deducing the
heat absorbed from the hot reservoir, QH =

∫
H
dS T .

The entropy S of the harmonic oscillator engine is calcu-
lated using S = kB [1 + ln(kBT/~ωr)]. This basically
involves transforming the heat engine cycle from the
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FIG. 10. (a) Schematic representation of the quantum four-
stroke engine with a single electron spin coupled to an oscil-
lator; (b) energy level representation during the four-stroke
Otto engine cycle. Figure adopted from Ref.205.

{n, ω}-diagram to a temperature-entropy representation.
Likewise, an analytical expression of the engine efficiency
was derived which depends solely on temperature varia-
tion and trap geometry by calculating the heat absorbed
from the reservoir as QH =

∫
H
dt T (t) Ṡ(t).The analysis

of Ref. 204 showed that the engine operates at efficiency
of 0.28% and could be increased by varying either the
angle of the taper or the absolute radial trap frequencies.

This experimental realization has inspired investiga-
tions of quantum thermodynamic devices such as, e.g.,
quantum absorption refrigerators206, spin heat engines
with quantum flywheels205,209, and potential applications
as sensitive thermal probes210.

2. Quantum flywheels

An attempt to unravel the role of thermodynamic fluc-
tuations and quantum effects in the performance of quan-
tum thermal devices led to the experimental study of
a spin heat engine coupled to a harmonic-oscillator fly-
wheel (load)205. Lindenfels et al.205 experimentally re-
alized a heat engine using the valence electron spin of a
trapped 40Ca+ ion as a working medium, and the heat
reservoirs were mimicked by controlling the spin polar-
ization via optical pumping. The role of the flywheel
coupled to the working medium was to absorb the out-
put energy of the engine. The four-stroke Otto cycle
operation is illustrated in Fig. 10.

The authors205 trapped an ion in a Paul trap at a
secular trap frequency ωt ∼ 2π × 1.4 MHz along the x-
axis. The ion was placed in an optical standing wave
(SW) which mediates the coupling between the engine
and flywheel via a spin-dependent optical dipole force.
The spin-oscillator system is described by

H = HHO + ~ [ωz + ∆S sin(kSWx)] σz/2, (69)

where ωz represents the Zeeman splitting of the spin, ∆S

is the amplitude of the SW depending on the ac-Stark
shift variation, kSW is the effective wavenumber and σz
is the Pauli z-operator. The bare flywheel Hamiltonian

is simply HHO = ~ω(t) (n+ 1/2), where ω(t) is the time-
dependent trapping frequency and n is the number op-
erator. Optically pumping at the trap frequency ω(t)
plays the role of reservoirs, with the spin population cor-
responding to the temperature. The cold and hot reser-
voirs’ temperatures are deduced from the population of
the Zeeman sublevel that can be expressed as

〈σz〉 = − tanh(~ω′z/2kBT ), (70)

where ω′z = ωz + ∆SkSW〈x〉, 〈σz〉 & −1, and 〈σz〉 . 0
corresponds to the cold (hot) reservoir temperature TC
(TH). The engine’s cyclic operation results in an increas-
ing amplitude of the harmonic oscillation, stored as en-
ergy in the flywheel.

Lindenfels et al.205 characterized the state and energet-
ics of the flywheel both theoretically and experimentally.
For this purpose, they evaluated the ergotropy of the fly-
wheel, i.e, the maximum work that can be extracted via
a cyclic unitary transformation211–214. This can be de-
scribed as

E = tr {HHOρ} − tr {HHO ρp} , (71)

where ρ is the state of the flywheel and ρp is the pas-
sive state unitarily related to ρ211. They found that the
flywheel’s ergotropy E is always less than the mean en-
ergy E = 〈HHO〉 due intrinsic fluctuations in machines
operating with single atomic degrees of freedom.

The experiment of a spin-1/2 heat engine coupled to
a harmonic oscillator flywheel agrees well with the the-
oretical analysis205 and opens the door for more investi-
gations of quantum thermodynamic devices with a load
attached209. In addition, a recent experimental study of
Van Horne et al.209 considered a quantum refrigerator
coupled to a load within the same framework of trapped
ions technology.

3. Continuous system-bath interaction

Another experimentally feasible single-ion quantum
heat engine was proposed by Chand and Biswas215. Their
design aims at a quantum Otto engine that mimics con-
tinuous heat engine cycles36. To this end, they considered
an Otto model of a single-ion quantum heat engine with
continuous interaction between the working medium and
a thermal environment. The proposal relies on control-
ling the magnetic field adiabatically and performing a
projective measurement of the electronic states.

Chand and Biswas215 imagined the internal state of
a single-ion as a the engine’s working medium. In the
Lamb-Dicke limit, the Hamiltonian describing the inter-
action between the internal and motional states of the
ion is written as

H = gσx +B σz + ωa†a+ k(a†σ− + σ+a), (72)

where HS = gσx + B σz describes the internal states
of the ion with 2g being the Rabi frequency and B is
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the strength of the magnetic field. Hph = ωa†a rep-
resents the vibrational degree of freedom and Hint =
k(a†σ− + σ+a) is the interaction between the internal
and the vibrational degrees of freedom of the ion. Thus,
the eigenvalues of the working medium Hamiltonian are

given by E1,2 = ±
√
g2 +B2.

For this heat engine design, the quantum Otto engine
cycle is the implemented as follows:

(1) Ignition stroke: During this isochoric process, the
working medium thermalizes with the hot bath at tem-
perature TH . In this stroke, the magnetic field is fixed at
B = BH and the amount of heat transferred can be writ-
ten as QH =

∑2
n=1E

H
n

(
℘Hn − ℘Ln

)
where, as before, EHn

is the nth energy eigenvalue and ℘Ln is the initial prob-
ability of occupying the nth energy eigenstates and ℘Hn
describes the final probability after the thermalization.

(2) Expansion stroke: Here, the magnetic field is
adiabatically changed from BH to BL. No heat ex-
change occurs with the heat bath or the phonon modes,
whereas the work performed by the system is W1 =∑2
n=1 ℘

H
n

(
ELn − EHn

)
, where EH1,2 = ±

√
g2 +B2

H are the
eigenvalues of HS at the initial stage of the stroke.

(3) Exhaust stroke: This isochoric process results in
transferring the amount of heat QL out of the system
as the local driving fields are kept fixed. Chand and
Biswas215 proposed to employ a projective measurement
of the state of the system S to enable the release of heat.
This purification process is equivalent to cooling down
the system. Assuming that the system is prepared in the
ground state |g〉, the heat removed from the system reads

QL =
∑2
n=1E

L
n

(
℘Ln − ℘Hn

)
.

(4) Compression stroke: In this final stroke, the mag-
netic field strength is adiabatically changed from BL to
BH . The occupation probabilities remain unchanged, i.e,
the system remains in the ground state, and the work
done during this stroke is W2 =

∑2
n=1 ℘

L
n

(
EHn − ELn

)
.

Accounting for the measurement back action on the
working medium, the effective efficiency of the engine is
written as

ηM =
QH − |QL|
QH +M

, (73)

where the energy cost associated with the projective mea-
surement of the qubit is M ≤ kBTH ln 2. The equality
sign holds for a maximally mixed state and corresponds
to maximal change in entropy. Chand and Biswas215 fur-
ther outlined how to prevent heating of the system when
averaged over many cycles using feedback control.

This theoretical proposal motivated measurement-
based engines124,216 that offer the possibility of enhanced
engine performance, which we will elaborate on next.

B. Engines driven by quantum measurements

From the point of view of quantum information theory
thermal environments do nothing but perform measure-
ments on a system of interest217–221. Thus, it becomes

easy to recognize that quantum heat engine cycles can be
designed in which “thermodynamic strokes” are replaced
by quantum measurements. Beyond the work of Chand
and Biswas215 the following studies are particularly note-
worthy.

1. Harmonic oscillator and measurements

Ding et al.124 proposed to construct a thermal device
that operates between a measurement apparatus and a
single heat bath. The working medium is again the para-
metric harmonic oscillator (44). The engine operates in
a four-stroke cycle:

(1) Adiabatic compression: The engine is initialized in
thermal equilibrium at the inverse temperature β, be-
fore the working substance is compressed by changing
the frequency from initial ω1 to final ω2. During this
stroke no heat is added to the working medium and the
work simply reads, WI = E2 −E1, where E1 and E2 are
the initial and final eigenvalues of the Hamiltonian re-
spectively. The energies at the initial and final state are
deduced using projective measurements.

(2) Isochoric heating : In the second stroke, a mea-
surement of the oscillator position is performed at a con-
stant frequency ω2. This stroke provides an input energy
into the system by ensuring that the measured observable
does not commute with the working substance Hamilto-
nian. Accordingly, the energy change EM induced by the
measurement is EM = E3 − E2, where E3 is the energy
eigenvalue at the end of the stroke.

(3) Adiabatic expansion: The third stroke involves ex-
panding the working substance back to H(ω1). The
amount of work performed on the working substance dur-
ing this stroke is WII = E4 − E3, where E4 is the corre-
sponding eigenvalue at the stroke completion.

(4) Isochoric cooling : In the final stroke, the working
substance is brought back to it initial state by weakly
coupling with the thermal reservoir at the initial inverse
temperature β. The heat exchange is the thermal reser-
voir is Q = E′1 −E4, where |1′〉 is the initial state of the
next cycle.

Using the positive sign convention, the averages of the
total work 〈W 〉 = 〈WI〉 + 〈WII〉 and the supplied en-
ergy 〈EM〉 are calculated for the large class of minimally
disturbing generalized measurements222. As usual, the
efficiency is η = −〈W 〉/〈EM〉. Interestingly, the effi-
ciency takes the universal form η = 1 − 1/κ, where κ
is again the compression ratio, for a uniform adiabatic
compression and expansion of the working substance.

Ding et al.124 analyzed the averages and fluctuations
of the total work, supplied energy and performance of
this measurement-driven engine. They showed that the
power of a measurement engine is considerably larger
than that of the Otto engine running with the same
average work output because of the shorter measure-
ment engine cycle time. This theoretical proposal has
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FIG. 11. (a) Schematic representation of the two-stroke two-
qubit quantum device; (b) the four possible operations based
on the thermodynamic laws. Figure adopted from Ref.223.

spurred interest to potential devices using qubits as work-
ing substance216,223,224.

2. Two-stroke two-qubit cooler

A more versatile device was proposed by Buffoni et
al.223 They considered a prototype two-qubit device that
exploits quantum measurements as a fuel. The model
consist of two qubits governed by the Hamiltonian H =
H1 + H2, and each prepared by thermalization with a
thermal bath at positive inverse temperatures β1 and β2

respectively. Thus, the initial state reads,

ρ =
exp (−β1H1)

Z1
⊗ exp (−β2H2)

Z2
, (74)

where Hi = ~ωiσiz/2 denotes the Hamiltonian of ith
qubit in terms of its Pauli matrix σiz and its resonance fre-
quency ωi. Finally, Zi = tr {exp (−βiHi)} is the canoni-
cal partition function.

The two-stroke cycle is schematically depicted in
Fig. 11. In the first stroke, the two-qubit system inter-
acts with a measurement apparatus. This stroke erases
all coherences of the two qubit compound state in the
measurement basis and the postmeasurement state reads
ρ′ = Φ[ρ] =

∑
k πkρπk, where πk is a projector219. The

change in the expectation energy of the ith qubit is
〈∆Ei〉 = tr {Hi (Φ[ρ]− ρ)}. Based on the unital prop-
erty of Φ, the second law of thermodynamics can then be
expressed as

β1〈∆E1〉+ β2〈∆E2〉 ≥ 0. (75)

In the second stroke, each qubit is restored to its initial
Gibbs state by putting it back in contact with its thermal
bath. During this stroke, each qubit releases an average
energy 〈∆Ei〉, gained during the first stroke. Combining
the energy conservation 〈∆E〉 = 〈∆E1〉 + 〈∆E2〉 and
the second law relation (Eq. 75) as well as assuming the
condition 0 < β1 < β2, Buffoni et al.223 identified the
operation regime where the device can be function as; a

FIG. 12. (a) Schematic representation of the two-qubit en-
gine; (b) average energies during entangling evolution. Figure
adopted from Ref.224.

refrigerator [R], heat engine [E], thermal accelerator [A]
or heater [H].

Buffoni et al.223 further elaborated on how to exper-
imentally realize the two-stroke quantum cooler using
solid-state superconducting circuitry by a combination
of circuit QED and circuit quantum thermodynamics.
Specifically, they suggested a device that comprises two
superconducting qubits coupled to an on-chip microwave
line resonator225. The first stroke can be implemented
by the combination of two-state manipulation and stan-
dard measurement while the second stroke can be im-
plemented by inductively coupling each qubit to an on-
chip resistor kept at inverse temperature βi. This study
has attracted a follow-up proposal on the design of quan-
tum magnetometry using a two-stroke engine226. Similar
conceptual tools also proved useful in characterizing the
D-Wave machine as a thermodynamic device227.

3. Measurement powered entangled qubits

Even more recently, Bresque et al.224 proposed a ther-
mal device exploiting quantum entanglement to deepen
the understanding of measurement as fuel. The opera-
tion of the quantum engine demonstrates that both local
measurements and entanglement are crucial for work ex-
traction. The working medium involves two qubits A and
B, whose Hamiltonian, H2qb = Hloc +V , reads explicitly

H2qb =
∑
i=A,B

~ωiσ†iσi +
1

2
~g(t)(σ†AσB + σ†BσA), (76)

where ωi is the qubit frequency, σi = |0i〉 〈1i| is the low-
ering operator for the qubit i ∈ {A,B} and g(t) is the
time-dependent coupling strength.

The four steps of the engine cycle are schematically
sketched in Fig. 12. The measurement powered engine
cycle has the following four strokes:

(1) Entanglement creation: Starting from the qubits
prepared in the state |ψ0〉 = |10〉 of mean energy
〈H2qb〉 = ~ωA, the qubits’ state evolves into an entangled
state |ψ(t)〉 by switching on the strength g. The resulting
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periodic exchange between the two qubits is

|ψ(t)〉 =
(
c2θ exp (iΩt/2) + s2

θ exp (−iΩt/2)
)
|10〉

− cθsθ (exp (iΩt/2)− exp (−iΩt/2)) |01〉 ,
(77)

where cθ = cos(θ/2), sθ = sin(θ/2), θ = arctan(g/δ),

Ω =
√
g2 + δ2 is the generalized Rabi frequency, and the

parameter δ = ωB − ωA is the positive detuning. The
sum of the average energies of free Hamiltonian of the
qubits 〈Hloc(t)〉 and the interaction Hamiltonian 〈V (t)〉
remains constant during this stroke.

(2) Measurement : At time t0 = π/Ω, corresponding to
the maximum value of 〈Hloc〉 and |〈V 〉(t)|, a local projec-
tive energy measurement is performed on qubit B, and
its outcome is recorded in a classical memory M . This
step erases the quantum correlations between the qubits
and results in a statistical mixture of the average qubits’
state ρ(θ) = cos2(θ) |10〉 〈10| + sin2(θ) |01〉 〈01|. The av-
erage energy input, Em, and the von Neumann entropy,
Sm, of the qubits become

Em = −〈V (t0)〉 = ∆〈H2qb〉 = ~δ sin2(θ) ≥ 0,

Sm = − cos2(θ) log2[cos2(θ)]− sin2(θ) log2[sin2(θ)].

(78)

Note that the energy and entropy increase simultaneously
and depend on the coupling and detuning parameters.

(3) Feedback : At this step, the coupling term is
switched off at time t+0 , to allow the conversion of the ac-
quired information into work. The amount of extractable
work W depends on the qubit in which the the excitation
is measured and the qubits’ entropy vanishes at this step.

(4) Erasure: In this final step, the memory is erased
by a cold bath. The minimal work cost of this process is
proportional to Sm.

The engine performance is defined as the work extrac-
tion ratio η = W/Em, which is less than unity for nonop-
timal work extraction. Bresque et al.224 further analyzed
the source of measurement energy as well as the role of
increasing the number of qubits on the device perfor-
mance.

C. Light-matter interaction

Originating in the field of quantum optics228,229, re-
search in light-matter interaction has grown into an im-
portant branch quantum physics. Thus, rather naturally,
quantum heat engines have also been proposed and real-
ized that exploit the unique features of such systems, see
for instance Refs.230,231.

1. Quantum optomechanical Otto engine

Quantum optomechanics is a particularly instructive
branch of light-matter interaction, with many potential

FIG. 13. Schematic representation of the quantum Otto heat
engine cycle with a optomechanical set up. Figure adopted
from Ref.233.

applications in quantum technologies232. This is illus-
trated well by a proposal for a simple mechanical heat
engine with potential to operate in the deep quantum
regime by Zhang, Bariani and Meystre233,234. They con-
sidered a cavity optomechanical setup at mode frequency
ωc coupled to a mechanical resonator at frequency ωm
with single photon coupling strength g. A typical ex-
ample of such resonator is the harmonically bound end
mirror of a Fabry-Pérot resonator. An optical pump field
with strength αin and frequency ωp is used to drive the
resonator. Specifically, they numerically showed that a
mechanical resonator of frequency ωm = 2× 108 Hz and
quality factor Q = 105 coupled to an optical cavity of
linewidth κ = 106 Hz and a steady-state occupation
of |α|2 = 1010 via an optomechanical coupling g = 102

Hz can be used to realize an Otto cycle. The set-up is
schematically depicted in Fig. 13.

Assuming that the intracavity field is strong, the lin-
earized Hamiltonian of the entire system is given by235

H = −~∆a†a+ ~ωmb†b+ ~G(b+ b†)(a+ a†), (79)

where a and b are the bosonic annihilation operators asso-
ciated to the fluctuations of the photon and phonon mode
annihilation operators around their mean amplitudes α
and β, G = αg and the detuning ∆ = ωp−ωc−2βg. The
quadratic Hamiltonian H describes two linearly coupled
harmonic oscillators, which can result in sideband cooling
when ∆ < 0, i.e., in the red detuned regime.

To allow for the analysis of the energy conversion be-
tween photons and phonons, the system can be expressed
in its normal mode representation. The resulting Hamil-
tonian in the diagonal form is

H = ~ωAA†A+ ~ωBB†B + const., (80)

where the operators A and B are the boson annihilation
operators for the normal-mode excitations of the system
with frequencies

ωA,B =

√
1

2

(
∆2 + ω2

m ±
√

(∆2 − ω2
m)2 − 16G2∆ωm

)
.

(81)
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The bosonic annihilation operator B describes phonon-
like excitations in the low-energy polariton branch (∆�
−ωm) or photon-like excitations on the other side of the
avoided crossing (−ωm � ∆ < 0).

In addition to the coherent dynamics, the system is
subject to thermalization due to damping and decoher-
ence of the excitations. The optical and mechanical dissi-
pation is characterzied by the cavity decay rate κ and me-
chanical damping rate γ, which allows the construction of
a heat engine with two thermal reservoirs. The hot ther-
mal bath is responsible for the relaxation of the phonon
mode, whereas the cold thermal bath arises due to the
damping of the optical mode. Both the normal-mode ex-
citations and their reservoir temperatures are controlled
by the detuning ∆. Thus, the proposed quantum Otto
engine cycle operates by varying ∆ to alternate between
phononlike and photonlike nature of the polariton such
that work is extracted from the system after a complete
cycle.

Consider a situation in which the optomechanical sys-
tem is initially prepared in thermal equilibrium at large
red detuning, ∆ � −ωm, and the phononlike lower po-
lariton branch B is in thermal equilibrium with a reser-
voir at effective temperature TBi. Similarly, at optical
frequencies, the photonlike upper polariton branch A is
in thermal equilibrium with a reservoir at temperature
TAi ' 0 K. Then, TBi � TAi and for the initial polariton
population we have NBi � NAi.

The four-stroke Otto engine cycle is realized as follows:
(1) Isentropic expansion: First, the detuning ∆ is adi-

abatically varied from its initial value δi = ∆i � −ωm
to a final value δf ≡ −ωm � ∆f < 0 for a time inter-
val τ1. This step is fast enough that the interaction of
the system with the thermal reservoirs can be neglected
and at the same time be slow enough to avoid transitions
between the two polariton branches.

(2) Isochoric heating : In the second stroke, the pho-
tonlike polariton B is coupled to the photon reservoir at
temperature TBf and allowed to thermalize over a time
τ2. During this step, 1/τ2 < κ and the thermal occupa-
tion adjusts from Ni to Nf .

(3) Isentropic compression: The third stroke of the
cycle involves changing the detuning back to its initial
large negative value at fixed Nf . The duration τ3 must
satisfy the same conditions as τ1.

(4) Isochoric cooling : The final stroke is the rethermal-
ization with the phonon reservoir at a fixed frequency δi.
The step duration 1/τ4 < γ and its thermal population

becomes N̂i.
Thus, the total work per cycle becomes

Wcyc = ~(ωi − ωf )(Ni −Nf ), (82)

where ωi,f are frequencies of the polariton modes at the
initial and final detunings. To obtain positive work Wcyc,
we need ωi > ωf and Ni > Nf . Accordingly, the heat
received by the working medium is

Q = ~ωi(Ni −Nf ) , (83)

and hence the engine operates at the Otto efficiency η =
1− ωf/ωi.

Zhang, Bariani and Meystre233 further derived the
analytical solutions for Wcyc and η in the limit
(G/ωm,−∆f/ωm)� 1 by means of perturbation theory.
In this limit, the total work can be expressed as

W

~ωm
=

(
∆f

ωm
+

2G2

ω2
m

+ 1

)[(
1− 2G2

ω2
m

)
nb −

G2

ω2
m

]
,

(84)
where nb is the occupation of the mechanical mode. The
corresponding efficiency reads

ηW < 1−
√
−~∆f

2kBTb
, (85)

where the lower classical thermal energy kBTa has been
replaced by the ground state energy of a quantum oscil-
lator of frequency −∆f .

The quantum optomechanical heat engine proposed by
Zhang, Bariani and Meystre has inspired several other
designs236–238, work extraction optimization239 and pos-
sible applications in phonon cooling240. Other applica-
tions include optomechanical engines based on a cascade
setup236 and the implementation of an engine based on
feedback control237,241.

2. Superradiance in heat engines

Exploring an even more unique quantum feature,
Hardal and Müstecaplioğlu153 proposed to exploit super-
radiance phenomena, i.e., cooperative emission of light
from an ensemble of excited two level atoms in a small
volume relative to emission wavelength, to enhance the
performance of a quantum heat engine. To this end, they
considered a four-stroke photonic quantum Otto cycle
which comprises the photons inside the cavity. That is, a
single mode optical cavity is let to interact with a cluster
of N two-level atoms. The interaction is described by the
Tavis-Cummings Hamiltonian,

H = ~ωfa†a+ ~ωaSz + g(aS† + a†S−) , (86)

where ωf is the cavity photon frequency, ωa is the transi-
tion frequency of the atoms, and g is the uniform interac-
tion strength. The bosonic photon annihilation operators
are denoted by a, while the atomic cluster is represented
by collective spin operators (S±, Sz) =

(∑
i σ
±
i ,
∑
i σ

z
i

)
,

where σ±i and σzi are the Pauli spin matrices. The initial
state of the cavity field is a thermal state at temper-
ature Tc, ρf (Tc). The initial state of the atomic clus-
ter ρa(0) is prepared in a thermal coherent spin state,
and the collective atomic coherent state is related to
the Dicke states and is superradiant. After the cav-
ity and atomic ensemble have interacted over a period
of time, assuming ωf = ωa, the cavity is character-
ized by an effective temperature Teff obeying the rela-
tion 〈n〉 = 1/[exp(1/Teff) − 1], which is monotonically
increasing as a function of number of atoms N .
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(1) Ignition stroke: During the first step of the engine
cycle, the photon gas is initially prepared in the thermal
state ρf (Tc) and then heated to evolve into a coherent
thermal state ρf (Tc, α). The coherence parameter is de-
noted by α and the final state after thermalization can
be described with an effective temperature.

(2) Expansion stroke: The second step involves adia-
batically changing the photon gas frequency at constant
occupation probabilities. The density matrix of the field
at the end of this stroke is ρf (T ′, α′) and only work is
done by the gas.

(3) Exhaust stroke: In the third step the photon gas
is transformed into a thermal state ρ(TL) by transferring
some coherence to the environment.

(4) Compression stroke: The final step the brings the
photon frequency back to its initial value.

Exploiting the the second law of thermodynamics,
Hardal and Müstecaplioğlu153 then showed that the work
output is maximal at maximum efficiency and obeys a
power law. Concretely, the work output of the pho-
tonic Otto engine scales quadratically with the number
of atoms in the cluster, Wmax ∼ N2.

3. Polaritonic heat engine

Fully exploiting the tool-kit of light-matter interaction,
Song et al.242 noticed that quantum systems can be de-
scribed by polaritons. These quasipatricle excitations are
quantum superpositions of the system’s constituents with
relative weights that depend on some coupling parame-
ter. Coupling these constituents to reservoirs at different
temperatures, quantum thermodynamic cycles can be re-
alized.

Song et al.242 proposed a working medium that con-
sists of a single qubit trapped inside a high-Q single-
mode resonator in a circuit QED geometry. The system
is again described by the Jaynes-Cummings Hamiltonian
(90) written here as,

H = ~ω(σz + 1)/2 + ~ωLa†a+ ~g(aσ+ + σ−a
†), (87)

where ω and ωL are the frequencies of the two-level
and bosons, respectively. Moreover, g is the interac-
tion strength. In complete analogy to above, the two-
level system is characterized by the ladder operators
σ+ = σ−† = |e〉 〈g|, σz = |e〉 〈e| − |g〉 〈g|, where |g〉 and
|e〉 are again the ground and excited states of the two-
level system, while the bosonic mode is described by the
annihilation operators a.

The dressed states associated with one of the eigen-
states are photon-like for large positive detunings and
qubit-like for large negative detunings, and the opposite
is true for the second dressed states. The qubit and op-
tical mode are separately coupled to thermal reservoirs
at temperatures Ta and Tf , respectively. The qubit-field
system density operator is described well by the quantum
master equation of the form Eq. (91). Song et al.242 then

proposed a single atom-single photon heat engine utiliz-
ing the difference in temperatures of thermal reservoirs
for the qubit and the photon field as well as controlling
the detuning parameter ∆ = ω − ωL.

The engine operations rely on a four-stroke quantum
Otto cycle. The system is initially prepared in the ground
state |g, 0〉 with transition frequency ω = ω1 < ωL and
detuning ∆1 = ω1 − ωL < 0, in thermal equilibrium at
Ta ' 0.

(1) Isentropic compression: The first stroke involves
changing the frequency ω from ω1 to a new value ω2 > ωL
and detuning ∆2 > 0.

(2) Isochoric heating : During the second stroke, the
system thermalizes with the two thermal reservoirs. At
the end of the stroke, the hybrid system is left in a mixed
state.

(3) Isentropic expansion: In the third stroke the fre-
quency ω is returned to its initial value ω1, and the corre-
sponding dressed state goes from its approximate photon-
like nature to qubit-like form. This step needs to be car-
ried out slowly to avoid the nonadiabatic transitions.

(4) Isochoric cooling : The final stroke is facilitated
by the spontaneous decay of the qubit-like state to the
ground state. Hence, the average work associated with
a complete Otto cycle is W = ℘1[E2,0(ω1) − E2,0(ω2)],
where ℘1 is the transition probability, and E2,0(ω1,2) are
the energy eigenvalues at initial and final state of the
third stroke.

Furthermore, Song et al.242 studied the multiphoton
case as well as the two-qubit case. Their analysis showed
that the amount of extracted work is determined by the
photon field. They further establish the hierarchies re-
quired for the operation of the heat engine, aka the posi-
tive work condition, based on the system parameters and
the time spent on each ith stroke as

ω, ωL � |∆1,2| � g (88)

and

τ2 � κ−1 � τ4 � γ−1 � τ3 � g−1. (89)

Based on the above constraints, devices based on circuit
QED243 are identified as a promising choice to realize the
proposed quantum heat engine. Finally, the influence of
quantum measurements on the operation of the heat en-
gine can be directly addressed. The theoretical proposal
of Song et al.242 has spurred further quantum heat engine
designs based on light-matter quantum systems231,244.

4. Nonstationary cavity QED

As a last example of employing light-matter interac-
tion we turn to cavity quantum electrodynamics (QED).
Dodonov, Valente and Werlang244 theoretically showed
how to boost the power of a heat engine by means of
quantum coherence in the nonstationary regime of cavity
QED. This regime involves an external control of one or
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several system parameters in a time-dependent manner.
Dodonov, Valente and Werlang244 considered a two-level
atom weakly interacting with a single-mode cavity which
is described well by the nonstationary Jaynes-Cummings
model

H(t)/~ = ~ωa†a+ ~Ωtωz/2 + gt(aσ+ + a†σ−), (90)

where a is again the cavity annihilation operator, and
as usual σz is the Pauli spin matrix, σ+ = |e〉 〈g| and

σ− = σ†+ are the atomic ladder operators, with the
ground |g〉 and excited |e〉 state. The cavity frequency
is ω, the time-dependent atomic transition frequency is
Ωt, and atom-cavity coupling strength is gt � ω. As-
suming an external sinusoidal form of frequency modu-
lation and the switching on/off of the atom-cavity cou-
pling monotonically, Dodonov, Valente and Werlang244

devised an Otto cycle. The system dynamics of the inter-
action between the atom (cavity) and its thermal reser-
voir was modeled by the microscopic Markovian master
equation220,

ρ̇ = −i/~ [H(t), ρ] + La[ρ] + Lf [ρ] , (91)

where La/f is the Liouvillian superoperator characterized
by decay rate Γ and κ. The cold and hot thermal reser-
voirs are coupled to the cavity (atom) and the engine
function by cyclically operating between the two reser-
voirs.

The working medium is initially prepared in the
ground state |g, 0〉. The Otto engine cycle is implemented
as follows: first, the atom is coupled to the hot bath,
Γ 6= 0, while the cavity is isolated, κ = 0. The sys-
tem’s internal energy, U(t) = tr {ρ(t)H(t)}, and its en-
tropy, S(t) = −tr {ρ(t) ln ρ(t)}, are increased due to the
heat supplied by the hot bath, Qin. Then, in the second
stroke, the system is isolated from the thermal reservoirs
and the atom-cavity coupling is switched on while mod-
ulating the atomic transition frequency, |e, 0〉 → |g, 1〉
. In the third stroke, the atom-cavity system is cou-
pled to the cold bath, κ 6= 0 and Γ = 0. The atom-
field system is thermalized to the ground state |g, 0〉
of the time-independent Jaynes-Cummings Hamiltonian.
During this stage, heat is transferred from the working
medium to the cold bath. During the last stroke, an
isentropic reset, the system is again decoupled from the
two reservoirs and the coupling is monotonically switched
off at a constant atomic transition frequency. No work
is performed by the modulation of gt, since the system
remains in its ground state.

Dodonov et. al.244 then showed that the average quan-
tum power always exceed the average classical power due
to quantum coherences. Their numerical analysis demon-
strated that such a quantum boost is achieved by con-
trolling the frequency modulations to specific frequencies
that induce transition between particular pairs of the sys-
tem’s dressed states. They further demonstrated that the
quantum power boost can be realized in both the Jaynes-
Cummings and antidynamical Casimir effect regimes of
the nonstationary Rabi model.

FIG. 14. (a) Schematic representation of the hybrid quantum
engine. Double quantum dots (yellow) are coupled to the ends
of a microwave cavity (gray). External gates (green) are used
the tune the quantum dots, and hot (red) and cold (blue)
electrodes act as heat reservoirs; (b) effective energy diagram
of the quantum dots, which are in resonance with the cavity
at frequency ω0. Figure adopted from Ref.245.

5. Hybrid quantum-classical engine

Light-matter interaction is also perfectly suited to
explore “hybrid” quantum-classical systems, which are
physical systems that exhibit both quantum and classical
characteristics246. Such situations are highly sought af-
ter, as they may provide a bridge technology in the quest
to realize genuine quantum computers. Rather naturally,
such hybrid systems have also be studied as a platform
for hybrid quantum-classical heat engines.

Based on a related design247, a theoretical proposal for
such an engine was put forward by Bergenfeldt et al.245.
This system consists of two macroscopically separated
quantum-dot conductors, which are capacitively coupled
to the fundamental model of a microwave cavity. This is
schematically depicted in Fig. 14(a). Controllable cou-
pling of quantum dots to microwave cavities has been
demonstrated in several experiments248–254, with poten-
tial applications in, for instance, quantum information
processes255, micromasers256, and quantum-dot lasers257.
Hence, a comprehensive understanding of the thermody-
namics of such hybrid systems appears instrumental, in
particular since real systems may exhibit unwanted heat
leaks258.

Similarly to the superradiant engine153 discussed
above, the double quantum dot-cavity system
is described by a generalized Tavis-Cummings
Hamiltonian259, and the open system dynamics is
given by a Lindblad master equation, cf. Eqs. (86)
and (91). Bergenfeldt et al.245 solved the dynamics
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numerically exactly, and fully characterized the ther-
moelectric properties of the system including power
output and efficiency. As a main result, they found
that the maximal efficiency roughly coincides with
the same bias voltage that yields the maximum power
output. Carnot efficiency is achieved at the stopping
voltage, which however leads to vanishing power. In
conclusion, Bergenfeldt et al.245 demonstrated that a
hybrid quantum engine could realistically work, and
that it would operate at a significant fraction of the
Carnot efficiency.

The theoretical proposal by Bergenfeldt et al.245 has
had significant impact. In particular, the hybrid en-
gine found attention in work on thermoelectrics with
quantum dots260–269 and other quantum heat engine
designs270–274.

D. Micro- and nano-electromechanical systems

Micro and Nanoelectromechanical Systems
(MEMS/NEMS) are miniaturized systems ranging
between millimeter and nanometer275. From a techno-
logical standpoint, MEMS/NEMS are very attractive
since such systems may find various applications, in-
cluding, for instance, high-frequency filters and switches
in signal processing circuits, and ultra-sensitive sensors.
More fundamentally, NEMS permit the investigation
of electron–phonon coupling, the study of single elec-
trons being shuttled via mechanical motion, and the
manipulation of single molecules with nano-mechanical
tweezers. Thus, quantum thermodynamic devices have
also been explored in MEMS/NEMS.

1. Thermal reservoirs with squeezing

The first quantum thermodynamic experiment with
NEMS sought to verify the theoretical prediction that
squeezed thermal reservoirs allow to outperform the
Carnot efficiency45. To this end, Klaers et. al.276 realized
an Otto heat engine, whose working medium consists of a
vibrating nanobeam with reservoirs engineered by driven
squeezed electronic noise. The working medium is de-
scribed well by a harmoinic oscillator (44), which was
fabricated via conventional nanostructuring techniques
as a doubly clamped (GaAs) nanobeam structure with
eigenfrequency ν = ω/2π = 1.97 MHz, and a quality fac-
tor Q ' 103 at room temperature. The beam contained
two doped layers facilitating the application of electric
fields across the beam, see Fig. 15.

To mimic an engineered thermal reservoir, the beam
was driven by a random force generated through a noisy
waveform. By combination of two independent white
noise signals ξ1,2(t), the waveform generates a stochas-
tic force of the form

f(t) = a0 [exp(+r)ξ1(t) cos(ωt) + exp(−r)ξ2(t) sin(ωt)] .
(92)

FIG. 15. (a) Schematic representation of the nanobeam heat
engine; (b) phase-space density of the nanobeam motion when
no noise is applied (i) and when squeezed noise is applied (ii)
- (iv). Figure adopted from Ref.276.

The positive squeezing parameter r corresponds to an
amplified cosine and attenuated sine component at fre-
quency ν in the thermal bath, while the overall strength
of the noise can be determined by the amplitude a0. The
motional state of the nanobeam was measured by Mach-
Zehnder interferometry and employed to deduce the cor-
responding phase-space probability distribution. Increas-
ing the noise amplitude (a0 > 0) at r = 0 results in the
preparation of the nanobeam in a thermal state at higher
temperature. Moreover, the application of squeezed noise
leads to an elliptical phase-space probability distribution.

In position-momentum representation, the observed
probability densities closely follow the theoretical Gaus-
sian distribution,

ρ(x0, p0) ∝ exp

(
− ~ωx2

0

2kBT1
− ~ωp2

0

2kBT2

)
, (93)

where x0, and p0 are dimensionless position and momen-
tum variables, and T1 and T2 are two temperatures de-
scribing the level of fluctuations in the quadratures. The
squeezed thermal state is characterized by an effective
temperature T and squeezing parameter r which obey
the relation T1,2 = T exp(±2r)277. The mean energy of
the nanobeam motion as a function of the squeezing pa-
rameter and fixed temperature reads

U = kBT (1 + 2 sinh2 r). (94)

In Fig. 16, the phase-space density of the nanobeam mo-
tion is illustrated. Klaers et. al.276 verified that the
energy of the nanobeam increases as a function of the
squeezing.
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FIG. 16. Schematic representation of the Otto heat engine with squeezed reservoir. (a) Frequency, squeezing, and temperature
of the nanobeam throughout one cycle. The four strokes: Isentropic compression (A), hot isochoric (B), isentropic expansion
(C), and cold isochoric (D); (b) pressure-volume diagram of the Otto cycle; (c) temperature-entropy diagram; (d) efficiency as
a function of the squeezing parameter. Figure adopted from Ref.276.

To implement an Otto engine, Klaers et. al.276 mod-
ulated the eigenfrequency of the fundamental flexural
mode of the nanobeam over a few 100 kHz by applying a
dc electrical potential. The change in trapping frequency
ω results in expansion and compression of the working
medium and corresponds work output. Accordingly, the
first law of thermodynamics can be expressed as

dU = T1dS1 + T2dS2 − PdV, (95)

where S1 = −kB
∫
dx0ρ(x0) ln[ρ(x0)] is the entropy of

the antisqueezed quadrature, S2 is obtained by replacing
x0 with p0 and P = −(∂U/∂V )S1,S2

is the pressure13.
The engine’s work output produced per cycle was found
to be W ' 26 meV and the corresponding efficiency η =
W/Qh ' 10.6±0.5%, which is roughly twice the standard
Carnot cycle efficiency.

Finally, the nanomechanical engine implemented by
Klaers et al.276 provides an important perspective on the
role of nonequilibrium reservoir engineering. This ex-
perimental demonstration has already inspired a quan-
tum heat engine proposal based on two supercon-
ducting transmission line resonators interacting via an
optomechanical-like coupling278.

2. Casimir interaction

Another MEMS/NEMS inspired thermal device pro-
posal is a quantum Otto engine cycle fueled by Casimir
interaction between two nanomechanical resonators sep-
arated by a few µm from each other, put forward by
Terças et al.279 The energy associated with the out-of-
plane (flexural) phonons can be exploited to produce
work. The proposed setup, schematically illustrated in
Fig. 17, consists of gold and graphene membranes placed
at different temperatures in a cryogenic environment. A
piezoelectric cell, acting as a piston, is proposed to select
and control the flexural modes in a cyclic fashion. By
combining the direction of the cycle and changing the

FIG. 17. (a) Schematic representation of the quantum ther-
mal machine with two nanobeams clamped in cryogenic envi-
ronment; (b) graphic illustration of the quantum Otto cycle
engine. Figure adopted from Ref.279.

membrane temperatures, the setup could function either
as a quantum heat engine or as a quantum refrigerator.

Following the Kirchhoff-Love plate theory describing
the mechanical vibrations of the system, the flexuron
Hamiltonian can be written as

H0 = ~
∑
k,σ

(
ω

(a)
k a†k,σak,σ + ω

(b)
k b†k,σbk,σ

)
, (96)

where ωa,bk denotes the bare-mode frequency. The inter-
action between the graphene and gold flexural modes due
to the fluctuation of the Casimir potential leads to their
hybridization. The interaction Hamiltonian reads

Hint =
∑
k

gka
†
kbk + h.c., (97)

where gk is the coupling strength. Assuming that gk �
ωa,bk , the total Hamiltonian H = H0 + Hint becomes in
the rotating-wave approximation

H = ~
∑
k

[
ω

(a)
k a†kak + ω

(b)
k b†kbk

]
+
∑
k

gka
†
kbk, (98)

where there is an induced Stark shift to the bare fre-
quencies as ω

(j)
k → ω

(j)
k + gk. The Hamiltonian, after
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FIG. 18. (a) Graphical illustration of the Hamiltonian spec-
trum near the avoided-crossing region; (b) bare and lower-
polariton [NL

k ] phonon number for Tb > Ta. Figure adopted
from Ref.279.

diagonalization, in the polariton operator basis can be
written as

H = ~
∑
k

[
Ω

(L)
k A†kAk + Ω

(U)
k B†kBk

]
, (99)

where the lower (L) and upper (U) polariton frequencies
are given by

Ω
(U,L)
k =

1

2

[
ω

(a)
k + ω

(b)
k ±

√(
ω

(a)
k − ω

(b)
k

)2

+ 4 |gk|2
]
.

(100)
The resulting spectrum of the Hamiltonian is depicted
in Fig. 18. To achieve strong coupling, the Rabi fre-
quency Λ has to be chosen much larger than the deco-
herence rate Γ. The polariton decay rate is attributed to
polariton-flexural phonon scattering. For the graphene-
gold interface setup, Terças et al.279 obtained Λ ∼ 5
MHz and the mode frequency at the avoided-crossing

ωc ≡ ω
(a)
kc

= ω
(b)
kc
∼ 100 MHz, which satisfies the strong

coupling condition Λ� Γ.
Treças et al. proposed a quantum Otto cycle using

the lower polaritonic mode as the working medium279.
The four stroke thermodynamic cycle, see Fig. 17, is as
follows:

(1) Isentropic compression: The frequency of the work-
ing medium initially prepared at the temperature T1 ∼
Ta and frequency Ω1 (mode k1) is changed to Ω2 (mode
k2) using the piezoelectric cells. During this stroke,
only work is performed by the system. The polariton
number N1 ≡ NL

k is fixed by satisfying the constraint
Λ� 1/τ1 � Γ, where τ1 is the stroke duration.

(2) Isochoric heating : The system is let to thermalize
with the hot source at T2 ∼ Tb while the frequency is
fixed. In this step, the polariton number increases from
N1 to its final value N2 ≡ NL

k2
∼ nb. The system receives

heat Qh from the hot source during τ2 ∼ 1/Γ� τ1.
(3) Isentropic expansion: During this third stroke, the

frequency is changed from Ω2 to its initial value Ω1. No
heat is exchanged during this process and the duration
is τ3 ∼ τ1.

(4) Isochoric cooling : Finally, the system transfers
heat to the cold reservoir at constant frequency Ω1.

Based on the standard thermodynamic analysis, the
engine total work output W and efficiency η become279

W = ~Ω2(N2 −Q∗N1) + ~Ω1(N1 −Q∗N2) , (101)

and

η = 1− Ω1

Ω2

N2Q
∗
2 −N1

N2 −N1Q∗1
, (102)

where Q∗1,2 is again the adiabaticity parameter of the
parametric harmonic oscillator, see Sec. III C.

Terças et al.279 further discussed the performance,
when the system is functioning as a quantum refriger-
ator. In addition, realistic parameters to implement the
thermal device in an experiment are provided. This theo-
retical proposal extends the application of controlled vac-
uum forces to quantum thermal devices, and the proposal
by Terças et al. has inspired the design of optomechani-
cal straight-twin engine280.

E. Nuclear magnetic resonance

Due to its relatively low cost and excellent controllabil-
ity nuclear magnetic resonance (NMR) has found impor-
tant applications in the verification of quantum thermo-
dynamic relations281,282. To highlight its utility we con-
tinue with discussing the implementation of two unique
thermodynamic devices.

1. Spin quantum heat engine

Peterson et al.283 implemented a proof-of-concept ex-
periment of a quantum heat engine operating at finite
time using a 13C-labeled CHCl3 liquid sample diluted
in Acetone-D6 and a 500 MHz Varian NMR spectrome-
ter. The heat engine cycle is described well by a quan-
tum Otto cycle with the spin-1/2 of the 13C nucleus as
the working medium. The hot reservoir is engineered
by a high rf mode close to the 1H Larmor frequency
while the low reservoir is realized by a low rf mode near
the 13C resonance frequency. Using an interferometric
method, previously employed to verify quantum fluctua-
tion theorems281, the authors characterized the work and
heat statistics as well as the engine performance with as-
sociated irriversibility.

The four stroke finite-time Otto engine cycle is imple-
mented as follows:

(1) Isochoric cooling : First, the 13C nuclear spin

is prepared in a cold pseudo-thermal state, ρeq,10 =
exp

(
−β1H

C
1

)
/Z1 , where β1 = (kBT1)−1 is the cold, in-

verse spin temperature, and the Hamiltonian

HC
1 = −~ω1σ

C
y /2 , (103)

at a nuclear spin energy gap 2πω1 = 2.0kHz.
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(2) Isentropic expansion: During the second stroke,
the working medium is driven by a time-modulated rf
field for time duration t = τ . The resulting nuclear spin
Hamiltonian is of the form

HC
exp(t) = −1

2
~ω(t)

[
cos

(
πt

2τ

)
σCx + sin

(
πt

2τ

)
σCy

]
,

(104)
which has its energy gap linearly expanded to 2πω2 = 3.6
kHZ. The driving time duration (∼ 10−4 s) is much
shorter than the typical decoherence times (∼seconds),
and thus the process can be described as a unitary evo-
lution Uτ which drives the 13C nuclear spin to an out-of-
equilibrium state ρCτ ≡ ρ2 with the final Hamiltonian

HC
2 = HC

exp(τ) = −~ω2σ
C
x /2 . (105)

The characteristic function associated with this energy
gap expansion stroke reads188

χexp(u) =
1∑

n,m=0

℘0
n℘

τ
m|n exp

(
iu(ετm − ε0n)

)
, (106)

where ℘0
n is again the occupation probability of the nth

energy level in the initial thermal state ρeq,10 , and ℘τm|n
is the transition probability between the Hamiltonian
eigenstates. Further, ετm and ε0n are eigenenergies of
the initial and final Hamiltonian respectively. The work
probability distribution Pexp(W ) for this engine stroke is
the inverse Fourier transform of the measurable χexp(u).

(3) Isochoric heating : In the third stroke, the 13C nu-
cleus is put in contact with a hot reservoir, namely the
1H nuclear spin prepared at the inverse spin tempera-
ture β2 = (kBT2)−1. Full thermalization is achieved by
repeatedly implementing a sequence of free evolutions
between both nuclei and rf pulses which takes the 13C
nuclei state to the hot equilibrium state ρeq,20 ≡ ρ3 =
exp

(
−β2H

C
2

)
/Z2. In this stroke, no work is done and

the stochastic heat absorbed from the hot reservoir is as-
sessed by a two-time energy measurement scheme. The
mean heat from the hot reservoir can be written as

〈Qh〉 = tr
{
HC

exp(τ)
(
ρeq,20 − Uτρeq,10 U†τ

)}
. (107)

(4) Isentropic compression: Then, the energy gap is
compressed by performing the time-reversed protocol of
the expansion such that the Hamiltonian HC

comp(t) =

−HC
exp(τ − t). In full analogy to the expansion stroke,

the mean work value is deduced from the characteristic
function of the work probability distribution χcomp(u).

Peterson et al.283 measured the inverse Fourier trans-
form of the characteristic functions, which was employed
to deduce the engine performance, such as 〈W 〉, 〈Qhot〉,
power and efficiency η as a function of the driving pro-
tocol time duration. Specifically, the average work is ob-
tained from

〈W 〉 =

∫
dW P(W )W, (108)

FIG. 19. Schematic representation of the quantum Otto spin
heat engine with nuclear magnetic resonance. Figure adopted
from Ref.285.

where P(W ) =
∫
duχ(u) exp (iuW ), and the product

of characteristic functions of expansion and compression
protocols, χ(u) = χcomp(u)χexp(u). The nuclear spin
system operates as a heat engine when 〈W 〉 > 0 and the
efficiency, η = W/Qh can be computed in terms of the
energy level transition probability as

η = 1− ω1(1− 2ξF)

ω2(1− 2ξG)
, (109)

where F = tanh(β2~ω2)/(tanh(β2~ω2) − tanh(β1~ω1)),
G = F tanh(β1~ω1)/ tanh(β2~ω2), and ξ are the transi-
tion probabilities between the instantaneous eigenstates
of the Hamiltonian during the expansion and compres-
sion strokes. In the finite-time regime the efficiency
decreases as ξ increases and the Otto efficiency limit,
η = 1 − ω1/ω2, is recovered in the adiabatic regime, i.e.
ξ = 0.

Finally, Peterson et al.283 analyzed the engine’s irre-
versibility and efficiency lag from the statistics of energy
fluctuations. The engine achieved efficiency at maximum
power η = 42 ± 6%, which is very close to the expected
ideal Otto engine efficiency η = 44% based on the com-
pression ratio implemented in the experiment.

Interestingly, this NMR engine provided a template
for an algorithmic cooling cycle284, which was eventually
realized with nitrogen vacancy centers (see Sec. IV F 2).

2. Effective negative temperatures

Returning to the origins of quantum thermodynamic
devices, NMR was also exploited to realize a device with
population inversion. Using the coherent control offered
by the very sensitive radio frequency and gradient field in
the NMR setup, de Assis et al.285 implemented a quan-
tum Otto heat engine that operates between a thermal
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reservoir at a positive spin temperature and a reservoir at
an effective negative spin temperature. Following the pre-
vious NMR spin engine experiment summarized above,
the inverse temperature β1/2 of the working medium (13C
nuclear spin) can be determined by adjusting the popu-
lation of its excited state ℘+

i (i = 1, 2) according to the
relation

βi =
1

~ωi
ln

(
1− ℘+

i

℘+
i

)
, (110)

where ℘+
i =

〈
Ψi
±
∣∣ ρeq,i0

∣∣Ψi
±
〉
, and Ψi

± is the eigenstate of

the Hamiltonian HC
i with a positive eigenvalue. Positive

βi corresponds to 0 < ℘+
i < 0.5 value while negative βi

correspond to 0.5 < ℘+
i < 1. In the experiment, de Assis

et al.285 chose ℘+
1 = 0.261 ± 0.004 while ℘+

2 was varied
from 0.5 to 1.0. The population was assessed by tomo-
grphy of states ρeq,i0 . The corresponding engine cycle is
depicted in Fig. 19.

In the experiment by de Assis et al.285, the authors an-
alyzed work, heat and efficiency of the heat engine when
one of the thermal reservoirs is prepared at negative tem-
perature. Interestingly, it was found that β1ω1 < |β2|ω2

implies η < 1 − ω1/ω2, whereas if β1ω1 ≥ |β2|ω2 then
η ≥ 1− ω1/ω2.

The proof of concept experiments of a quantum Otto
heat engine realized with NMR demonstrated their ver-
satility of investigating the thermodynamic properties as
well as the irreversibility of thermal devices. The NMR
set up has recently been used to shed more light on under-
standing the performance of quantum engines with engi-
neered reservoirs54,286 as well as experimentally demon-
strating the influence of fluctuations in quantum heat
engines287.

F. Nitrogen vacancy centers

A fundamentally different implementation of spin-1/2
systems are so-called nitrogen vacancy (NV) centers288.
In such systems, diamond is doped with nitrogen atoms,
which creates a “vacancy” in the valence electrons. The
effective two-state system (electron and hole pairs) of-
fer great versatility and controllability. For instance,
NV centers have been also bee used to verify fluctuation
theorems289.

1. Genuine quantum effects in heat engines

In a highly noticed experiment, Klatzow et al.290 re-
alized two types of heat engines in NV centers. The ex-
periment was based on the theoretical proposal by Uzdin
et al.291. In particular, Uzdin et al.291 had shown that
internal, coherent superposition states can have a mea-
surable effect on thermodynamic quantities, cf. also the
quantum afterburner39 in Sec. II B.

FIG. 20. (a) Schematics of three basic heat engine types for
a three-level system driven by a unitary U ; (b) left: relevant
energy levels in the NV center and optically induced transi-
tions; right: schematics of the effective three-level NV− heat
engine. Figure adopted from Ref.290.

The experiment by Klatzow et al.290 was the first to
implement thermal machines that demonstrate this gen-
uine quantum feature. More specifically, they realized
a two-stroke engine and a continuous engine, which are
schematically depicted in Fig. 20.

Reference291 predicted two coherent superposition-
related effects: (i) increased output power of a quantum
engine, which is considered a quantum thermodynamic
signature (QTS); and (ii) a convergence in output power
of different types of quantum heat engines, i.e., a quan-
tum heat machine equivalence (QHME).

It is important to note that coherence is created in
unitarily driving a quantum system, whereas the interac-
tion with a thermal bath is accompanied by decoherence.
Hence, coherence related effects are best studied in the
quantum Otto cycle. However, since no realistic quan-
tum system is ever fully isolated from its surroundings,
different engine cycles can be implemented by varying
the stroke times. As noted several times above, for in-
stance, stroke times much shorter than the decoherence
time effectively realize unitary dynamics. For a three
level system, Klatzow et al.290 considered three engine
types, a continuous, two stroke, and four stroke engines,
see Fig. 20(a).

The engines were realized in an NV− center in
diamond292. Its ground state manifold is spanned by
three spin states, |−1〉, |0〉, and |+1〉, which can main-
tain coherence even at room temperature. The work
reservoir was realized through the coherent interaction
with a microwave field. In operation, the system is opti-
cally excited and then decays back into the ground-state
manifold through either spin-preserving radiative decay,
or spin-non-preserving non-radiative channels through a
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FIG. 21. Schematic representation of an algorithmic cooling
cycle. Heat is extracted from the target spin during the com-
pression stroke, which is exhausted into the heat bath during
the refresh stroke. Figure adopted from Ref.304.

meta-stable spin-singlet state. Consequently, the sta-
tionary state exhibits population differences in the three
ground state spin components. From a theoretical point
of view, the dynamics can simply be described by a Lind-
blad master equation, which makes the comparison of
theory and experiment rather manageable.

Finally, the spin-dependence of the non-radiative de-
cay channels determines the flourescence intensity, which
can be exploited to directly measure the ground-state
populations. Actually, this optically detected magnetic
resonance292 provides better sensitivity than more stan-
dard methods. A sketch of the effective energy spectrum
can be found in Fig. 20(b).

Klatzow et al.290 then used an ensemble of NV− cen-
ters in diamond to implement two types of heat engines,
the 2-stroke engine and the continuous engine. With very
high accuracy, they were able to verify the theoretical
predictions of Uzdin et al.291, and observed both QTS as
well as QHME.

As a first experiment to demonstrate genuine quantum
effects in heat engine performance, the work by Klat-
zow et al.290 has already received significant attention.
Particular noteworthy are recent developments in opti-
mal driving and shortcuts to adiabaticity180,183,184,293,
spin-based quantum devices205,294, signatures of quan-
tum coherence in quantum engines69,71,145,154,295–298,
and nonequilibrium operation53,155,299–303.

2. Minimal algorithmic cooling refrigerator

An even more recent experiment with NV centers was
reported by Soldati et al.304. Specifically, the experiment
realized an algorithmic cooling refrigerator305 made of
three nuclear spins hyperfine coupled to the central elec-
tron spin of an NV center in diamond292. The device is
schematically depicted in Fig. 21.

Heat-bath algorithmic cooling reduces the entropy of
a target spin by exploiting the fast relaxation of reset

spins. The cooling cycle consists of (i) compression steps
that cool the target spin and heat up the reset spins, and
of (ii) refresh steps during which the reset spin rapidly
relax back to the bath temperature. In the experimental
setting304, the target spin and the two reset spins were
chosen has the 14N and the two 13C nuclear spins, re-
spectively. Thus, the central electron spin can act as (i)
the heat bath as well as (ii) an ancillary spin that drives
the interaction among the spins required to achieve the
entropy compression on the target spin306.

Theoretically, the three spins are simply described by
the Hamiltonian

H =
∑
i

ωiσ
z
i , (111)

where ωi is the Rabi frequency and σzi the Pauli-z-matrix.
Initially the authors assumed the three spins to be pre-
pared in a product state with

ρ(0) =
1

2
⊗i (I− εi(0)σzi ) , (112)

where εi(0) are the polarizations.
For the thermodynamic analysis, the authors then con-

sidered the heat extracted per nth cycle,

Q(n) = ω1 σ
z
1 (ρ1(n)− ρ1(n− 1)) , (113)

for which the work

W (n) =
∑
i

tr {ωi σzi (ρi(n)− ρi(n− 1))} (114)

has to be expended307. The device is then full charac-
terized by the coefficient of performance, ζ(n), and the
cooling power J(n). In formula, we have

ζ(n) = − Q(n)

W (n)
and J(n) = Q(n+ 1)−Q(n− 1) .

(115)
The authors then computed the coefficient of perfor-

mance and cooling power from solving the dynamics ana-
lytically with the help of a standard description in terms
of quantum channels. They found the maximal coeffi-
cient of performance as a function of the damping coeffi-
cient γ to read304,

ζmax(n, γ = 0) = 1 , (116)

and the corresponding cooling power is

Jmax(n, γ = 0) =
ε

2
(1 + ε2) exp (−(n− 3/2)g(π/2, 0)) .

(117)
Here, εi(0) = ε for all i, and g(θ, γ) = ln (4/(1− γ)f(θ))
with f(θ) = 3 + (1 + ε2) cos (2θ)− ε2.

The theoretical predictions were verified to very high
accuracy. More importantly, the experiment demon-
strated that genuine quantum devices can be imple-
mented in NV centers. Thus the algorithmic refrigerator
of Soldati et al.304 complements the engine of Klatzow et
al.290 to give a fuller thermodynamic picture.
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G. Quantum gases and ultracold atoms

So far we have discussed several physical platforms that
allow the realization of genuine quantum working media.
Despite their physical differences, they have in common
that the effective theoretical description is simple, in the
sense that we were able to work with two-level systems
or harmonic oscillators. In the following, we will now
discuss more complex quantum scenarios and we begin
with (many) cold atoms.

1. Thermoelectric engine with fermions

Brantut et al.308 realized a thermoelectric engine with
ultracold 6Li atoms. To this end, they prepared Ntot =
3.1(4) × 105 weakly interacting atoms at ∼250(9)K in
an elongated trap. Using a replusive laser they further
separated the 6Li-atoms into two identical clouds that
were connected by a quasi two-dimensional channel, see
Fig. 22 for a schematic representation. One of the clouds
was then heated by about 200nK. Thus, they experimen-
tally realized a hot and a cold reservoir, with tempera-
tures Th and Tc, that are weakly coupled, and for which
the thermodynamic properties can be fully analyzed.

Such scenarios can be accurately described by means of
linear response theory13. In particular, we are interested
in particle and entropy currents,

IN =
d

dt
(Nc −Nh) and IS =

d

dt
(Sc − Sh) , (118)

respectively, for which we have308(
IN
IS

)
= −G

(
1 αch
αch L+ α2

ch

) (
µc − µh
Tc − Th

)
. (119)

Here, µc and µh are the chemical potentials of the cold
and hot reservoirs. Further, G is the conductance of the
two-dimensional channel and αch is the thermal power.
The Lorenz number L can be determined from the ther-
mal conductance GT ,

L ≡ GT
G

1

T̄
, (120)

where T̄ = (Th + Tc)/2 is the average temperature.
Therefore, the dynamics of the thermoelectric engine is
fully described by the phenomenological equation308

τ0
d

dt

(
∆N
∆S

)
= −

(
1 κ (αch − αT )

αch−αT

` κ
L+(αch−αT )2

`

) (
∆N
∆S

)
,

(121)
where we introduced the usual thermodynamic quantities

κ =
∂N

∂µ

∣∣∣∣
T

, CN = T
∂S

∂T

∣∣∣∣
N

, and αT =
∂S

∂N

∣∣∣∣
T

,

(122)
namely compressibility, heat capacity, and dilation coef-
ficient. Moreover, ` ≡ CN/κT̄ is an analog of the Lorenz

FIG. 22. (A) Two atomic reservoirs connected by a quasi-2-
dimensional channel. A gate beam acts a switch for particle
and heat transfer, and a heating beam is shined on the left
reservoir; (B) Th and Tc as a function of time; (C) relative
change in particle number ∆N/Ntot as a function of time.
Figure adopted from Ref.308.

number for the reservoirs measuring the relative mag-
nitude of the thermal fluctuations of entropy and atom
number. Finally, τ0 ≡ κ/G is a timescale analogous to a
capacitor’s discharge time.

For small enough coupling between the reservoirs,
i.e., small enough two-dimensional channels, the atomic
clouds remain approximately in equilibrium. Therefore,
the phenomenological coefficients G, GT , and αch can be
computed with the Landauer-Büttiker formalism309. Us-
ing the resulting values Brantut et al.308 then found that
Eq. (121) describes the experimentally measured fluxes
to very high accuracy.

For our present purpose it is even more interesting that
Brantut et al.308 realized that the controlled exchange
of heat between a hot and a cold reservoir can be used
to produce work. Thus, the two coupled clouds are a
realization of an atomic heat engine. The work output is
given by

W =
1

2

∫ ∞
0

dt (µc(t)− µh(t)) IN (t) , (123)
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and the heat can be written as

Q = −1

2

∫ ∞
0

dt (Tc(t)− Th(t)) IS(t) . (124)

Accordingly, the efficiency is η = W/Q ≤ 1, where equal-
ity is achieved for quasistatic transport.

Brantut et al.308 continued their analysis by measuring
W and Q for a variety of different coupling strengths, and
also for disordered systems. To this end, they projected a
blue detuned laser speckle pattern on the channel, which
creates a random potential. As a main result they found
that the efficiency η is the largest in the strongly disor-
dered regime, where the thermodynamic response is the
largest. In contrast the average power W/τ0 has a maxi-
mum at low disorder, where the particles can flow freely
and the transport is unobstructed.

In conclusion, the thermoeletric engine realized by
Brantut et al.308 is an important milestone in the de-
velopment of technologies with ultracold atoms. The
experiment has inspired significant work on, for in-
stance, thermoelectrics310–318, quantum transport319–327,
and cooling of atomic gases328,329.

2. Quantum refrigerator for bosons

Applying quantum effects to cool more efficiently has
also led to the theoretical proposal of a quantum Otto re-
frigerator for bosons330,331. Niedenzu et al.330 proposed
to build a thermal device that operates on a mixture of
two atomic species. One of the species represents the
working medium that is alternately coupled to atomic
cloud at high and low temperatures of the other species.

More specifically, Niedenzu et al.330 imagined the fol-
lowing setup: The working mediums is formed by atoms
in a narrow optical trap, such that the gas becomes ef-
fectively a two-level system. The corresponding Hamil-
tonian is written as

H = ε σ+σ− , (125)

where σ± are the Pauli raising and lowering operators.
The level spacing ε can be controlled externally by shin-
ing in a resonant laser.

The Otto refrigeration cycle is then implemented by
four strokes:

(1) Isochoric cooling : The working medium with level
spacing εc thermalizes with the cold reservoir at tem-
perature Tc. The thermalization is facilitated through
atomic collisions, and hence no radiative processes need
to be considered. During this stroke the working medium
receives the heat

Qc = εc (n̄c − n̄c) , (126)

where n̄c,h = 1/ [exp (βc,h εc,h) + 1] are the cold and hot
thermal occupations, respectively.

(2) Isentropic expansion: In the second stroke the
working medium is detached from the cold bath, and ε
is adiabatically raised from εc to εh. For this the work

Win = (εh − εc) n̄h (127)

is required. This work is provided by the optical trap
holding the working medium in place.

(3) Isochoric heating : During the third stroke the
working medium equilibrates with the hot reservoir, and
exhausts the heat

Qh = εh (n̄h − n̄c) . (128)

(4) Isentropic compression: Finally, the fourth stroke
completes the cycle, during which the level spacing is
adiabatically varied back to εc. This produces the work

Wout = (εc − εh) n̄c , (129)

which is radiated into the optical field.
Using standard considerations13, it is obvious330 that

such a setup will function as an Otto refrigerator for all

n̄c > n̄h and hence
εh
Th

>
εc
Tc
. (130)

Therefore, the theoretical value for the minimal achiev-
able temperature can be written as

Tmin
c =

εc
εh
Th , (131)

which is entirely determined by the range over which the
level spacing can be tuned.

Niedenzu et al.330 then continued to elaborate on a pro-
posal for a real experiment. To this end, they suggested
that the spatially separated hot and cold reservoirs can be
implemented by separate harmonic traps. The working
medium itself is formed by means of a species-selective
optical lattice or tweezer. Controlling the level spacing
can be done by a variety of readily available experimen-
tal techniques. That such a scenario is realistic was then
further demonstrated by a numerical analysis and simu-
lation of such a two-species Otto device. Specifically, the
bosonic baths were imagined as Cs atoms, and the work-
ing medium was made of Rb atoms. Niendenzu et al.330

demonstrate that for experimentally realistic parameters
the Rb atoms can be cooled below the quantum critical
point of the BEC phase transition.

This theoretical proposal opens the door to a variety
of potential devices that operate with a BEC as a work-
ing medium. For instance, Keller et al.332 analyzed only
recently how work can be extracted from the Feshbach
resonances.

3. Bose-Einstein condensation

The BEC phase is characterized by a large fraction of
particles simultaneously occupying the zero-momentum
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state. As particles in the zero-momentum state can-
not exert pressure, it is not easy to see how the typi-
cal paradigm for work extraction from thermal machines,
involving pressure exerted against an external piston or
potential, translates to a BEC working medium. This
has led to inventive proposals for BEC-based engines, in-
cluding extracting work by manipulating the interparti-
cle interaction strength using Feshbach resonances175,332

and using BECs as the basis for thermal machines that
act on a working medium of quantum fields333.

In Ref. 108 it was shown that, even within the typical
paradigm of work extraction, the phenomenon of Bose-
Einstein condensation can be used to enhance engine per-
formance by taking advantage of the transition of parti-
cles between the BEC and excited states in the thermal
cloud. The proposed setup consists of a gas of bosons in
an isotropic harmonic potential with frequency ω. The
system is considered to be in the thermodynamic limit,
such that the number of particles, N , is large enough that
Nω can be considered constant.

Reference108 considers an Otto cycle operating in both
the equilibrium and finite-time endoreversible paradigms.
During the isochoric strokes the trapping potential is held
constant while the working medium exchanges heat with
a hot or cold reservoir. The isentropic strokes are imple-
mented by disconnecting the working medium from the
thermal reservoirs while the trapping potential is varied
between ω1 and ω2.

The performance of the cycle is explored in three dif-
ferent regimes, one in which the working medium remains
below the critical temperature for the BEC phase transi-
tion over the full duration of the cycle, one in which the
medium remains above the critical temperature over the
full duration of the cycle, and one in which the working
medium is driven across the BEC phase transition during
each heating and cooling stroke. Notably, the condition
that the compression and expansion strokes must be isen-
tropic has the natural consequence that the fraction of
the working medium particles in the ground state must
remain constant during these strokes. Thus the phase
transition between Bose gas and BEC can only occur
during the heating and cooling strokes.

In all three regimes, for both endoreversible and qua-
sistatic operation, the efficiency is found to be given by
the typical Otto efficiency,

ηbelow = ηabove = ηtransition = 1− κ, (132)

where κ ≡ ω1/ω2 is the compression ratio.
While the efficiency in each regime is identical, the

endoreversible efficiency at maximum power (EMP), il-
lustrated in Fig. 23, differs appreciably. For a working
medium that remains in the BEC phase, the EMP is sig-
nificantly higher than the Curzon-Ahlborn efficiency. As
the Curzon-Ahlborn efficiency is the EMP for a classical
harmonic Otto engine139, this demonstrates that the con-
densate working medium leads to a significant advantage
in performance. Consistent with the classical limit, the
EMP of a working medium above the critical temperature

is found to be identical to the Curzon-Ahlborn efficiency.
Finally, the EMP of an engine with the working medium
driven across the BEC transition was found to exceed
Curzon-Ahlborn when the temperature of the cold bath is
low, but falls below Curzon-Ahlborn at higher cold bath
temperatures. Notably, this behavior only emerges for
short cycle durations. For longer cycle times, the EMP
of the transition engine is found to exceed the Curzon-
Ahlborn efficiency even at higher cold bath temperatures.

For a working medium below the critical temperature
the work, and thus power output, are shown to depend
directly on the number of excited particles in the thermal
cloud during the expansion and compression strokes,

P =
π4(1− κ)~ω2

30τζ(3)4/3

[
(N exp

T )
4/3 − (N comp

T )
4/3
]
, (133)

where τ is the cycle duration and ζ is the Riemann-ζ-
function. The number of excited particles is given by,

NT =

(
kBT

~ω

)3

g3(z) , (134)

where T is the temperature, z is the fugacity, and g3(z)
is the Bose function.

From Eq. (133) it is clear that the power is maximized
when the number of particles in the thermal cloud dur-
ing the expansion stroke is as large as possible, and the
number of particles in the thermal cloud during the com-
pression stroke is as small as possible. This occurs when
the expansion stroke is as far below the critical temper-
ature as possible, and the compression stroke occurs as
close to the critical temperature as possible.

The physical interpretation of this behavior lies in
the fact that, just as no work can be extracted from
the bosons in the BEC during the expansion stroke, no
work is needed to compress them during the compression
stroke. However, after the isochoric heating stroke a frac-
tion of the particles that were compressed “for free” in
the condensate will have been excited into the thermal
cloud, allowing them to do work during the expansion
process.

This behavior of the work extraction is strikingly sim-
ilar to the results found in Ref.334 which examines the
performance of a finite-time Otto engine with a work-
ing medium of a Tonks–Girardeau gas in a box driven
between superfluid and insulating phases. Analogously
to the BEC engine, the work extraction is determined
by the number of particles excited across the energy gap
between the ground and excited states.

4. Engine driven by atomic collisions

Another experiment realized a fully quantum Otto en-
gine with a cold quantum gas as a working medium. Bou-
ton et al.335 considered an endoreversible Otto cycle in
the large quasi-spin states of Cs impurities immersed in
an ultracold Rb bath, see Fig. 24(a).
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FIG. 23. (a) EMP as a function of the cold bath temperature for a BEC working medium (blue, dashed). (b) EMP as a function
of the cold bath temperature for a working medium of 60,000 bosons above the condensation threshold (blue, dashed). (c)
EMP as a function of the cold bath temperature for a working medium of 60,000 bosons driven across the BEC phase transition
with short stroke durations (blue, dashed) and long stroke durations (green, dot dashed). In each plot the Curzon-Ahlborn
efficiency (red, solid) is given for comparison. Figure adopted from Ref.108.

FIG. 24. (a) Schematic representation of the experimental set-up. Laser cooled Cs atoms (green) are immersed in an ultracould
Rb gas (orange) and confined to an optical dipole trap.; (b) experimental Otto cycle implemented through a variation of the
external magnetic field B. (c) relevant energy spectrum of the Rb (orange) and Cs (green) atoms during the spin-exchange
collisions; (d) schematic representation of the Otto engine, depicting the heat leak 〈QL〉 rendering the engine endoreversible.
Figure adopted from Ref.335.

As discussed in Sec. III B, the endoreversible Otto cy-
cle is a prime example to investigate genuine quantum
effects in the performance of engines. Bouton et al.335

implemented the corresponding expansion and compres-
sion strokes by varying an external magnetic field, which
changes the energy-level spacing of the working medium.
Heat exchange between the Cs atoms and the Rb atoms
occurs via inelastic endoenergetic and exoenergetic spin-
exchange collisions336. Moreover, the engine is fully con-
trollable through the coherent spin-exchange process337,
which determines the direction of the heat transfer be-
tween system and bath at the level of individual quanta
of heat336.

More specifically, Bouton et al.335 immersed up to ten
laser-cooled Cs atoms, into an ultracold Rb gas of up to

104 atoms, see Fig. 24(a). The actual “engine” is run in
the spin-state manifold of the seven Cs-hyperfine ground
states. Heat is then exchanged at the microscopic level
via inelastic spin-exchange collisions, see Fig. 24(c). Each
collision changes the value of the Cs-atoms by ∆mCs =
±~, which corresponds to a quantum of heat ∆ECs =
±λB, where B is the magnetic field and λ = |gCs

F |µB .
Here, gCs

F = −1/4 is the Landé factor of the Cs-atoms,
and µB is the Bohr magneton.

Thus, the spin populations are directly related to the
energy exchanged between engine and reservoir at the
level of single energy quanta. This makes it possi-
ble to determine and control the direction of the heat
transfer through the spin polarization of the Rb atoms.
The engine cycle was then implemented as illustrated in
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Fig. 24(b). The engine’s performance is determined from
the heat exchanged with the hot and cold reservoirs, re-
spectively. We have

〈Qh〉 =
∑
n

n
(
℘Bn − ℘An

)
λB1 (135)

and

〈Qc〉 =
∑
n

n
(
℘Dn − ℘Cn

)
λB2 , (136)

where as always A,B,C, and D denote the four corners
of the cycle, see also Fig. 3. Accounting for the heat
leak (rendering the cycle endoreversible instead of fully
reversible), it is then a simple exercise to show that the
efficiency is given by

η =
γ(B1 −B2)

B1 −B2 + γB2
≤ 1− B2

B1
= ηmax , (137)

where γ = λ/κ and κ = |gRb
F |µB with the Rb Landé

factor gRb
F = −1/2.

Moreover, the endoreversible power output over one
cycle of duration τcyc becomes

〈P 〉 ≤ 〈Qh〉
τcyc

(
1− B2

B1

)
. (138)

The latter was measured directly using full counting
statistics making it possible to track the time evolution
of the cycle.

As main result, Bouton et al.335 realized a fully quan-
tum heat engine, that can be properly characterized as
an endoreversible Otto cycle. As such, the Cs-atom
engine presents an important step towards more com-
plex working mediums, as, for instance, with contact
interactions110, at criticality334, or in complex media338.

H. On-chip and superconducting devices

As a next physical platform, we will be focusing on
the implementation of quantum thermodynamic devices
“on chip”. Such situations can eithr be found in circuit
QED, or more generally built with superconducting ma-
terials339–345.

1. Superconducting qubits

Based on their extensive experimental experience with
employing superconducting circuits in (quantum) ther-
modynamic studies346–350, Karimi and Pekola351,352 pro-
posed an Otto refrigerator that can exhibit both, quan-
tum as well as classical performance. The setup and the
operation are schematically illustrated in Fig. 25. The
working medium is a superconducting qubit, which is
comprised of a loop interrupted by two Josephson junc-
tions. It is inductively coupled to two heat reservoirs,

FIG. 25. (a) Schematic representation of the quantum re-
frigerator with superconducting qubits; (b) effective Otto re-
frigeration cycle; (c) energy levels under external, sinusoidal
driving. Figure adopted from Ref.351.

which are realized as RLC circuits. Using an intuitive
notation, M denotes the coupling inductance, R is the
resistance, L is the inductance, and C is the capacitance.
The magnetic flux through the qubit is Φ, which can be
tuned externally by q ≡ ∆Φ/Φ0 and Φ0 = h/2e.

Hence, the two resistors RC and RH can be identified
as cold and hot reservoirs, respectively. More precisely,
the temperatures are set by the resonance frequencies,
where a high frequency denotes hot, and a low frequency
is cold. Karimi and Pekola351 then outlined how such
a setup may operate in an Otto refrigeration cycle, cf.
Fig. 25. In the isentropic “expansion” the magnetic flux
is increased, q = 0→ q = 1/2, while the qubit is isolated
from the two baths. The the qubit is let to equilibrate
with the hot reservoir, before the magnetic flux is reduced
again in an isentropic “compression”, q = 1/2 → q = 0.
The cycle is closed by letting the qubit equilibrate with
the cold reservoir.

The proposed system has been well-characterized ex-
perimentally, and its properties can be theoretically de-
scribed by a quantum master equation of the Lindblad
form220. Using these tools Karimi and Pekola351 showed
that within experimentally accessible parameter regimes
the device could indeed operate as refrigerator. More-
over, at high driving frequencies the power output ex-
hibits signatures of coherent oscillations, which may be
interpreted as a distinct evidence of quantum perfor-
mance. Additional theoretical analysis of the nonadia-
batic characteristics of the setup was reported in Ref.353.

2. Self-oscillating Josephson engine

Taking things one step further, while working with a
similar setup, Marchegiani et al.354 proposed a device,
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FIG. 26. (a) Schematic representation of the quantum heat
engine; (b) thermodynamic block diagram of the set-up; (c)
circuit model of the proposed engine. Figure adopted from
Ref.354.

whose operation is fully sustained by quantum effects.
A quantum heat engine is realized as a closed circuit
that comprises an N -FI-S (normal metal - ferromag-
netic insulator - superconductor) tunnel junction, which
is connected to a Josephson weak link. The work reser-
voir is realized as a generic LC circuit, that is coupled to
the “engine” via electromagnetic induction. A schematic
representation of the device is depicted in Fig. 26.

The device is designed (i) to sustain persistent work
generation from the self-oscillations, i.e., the Josephson
effect, (ii) to be easily implementable with available ex-
perimental techniques, and (iii) and to have a wide range
of potential applications. For instance, Marchegiani et
al.354 suggested that their device could be directly real-
ized in caloritronic platforms355,356.

Similarly to the above described Otto refrigerator351,
the self-oscillating Josephson engine can be fully de-
scribed by simple theoretical means. The key ingredient
is the FI layer, which breaks the particle-hole symmetry
of the superconductor’s density of states. For spin-up
(↑) and spin-down (↓) bands at energy E (relative to the
chemical potential) we have

N↑,↓(E) =
1

2

∣∣∣∣∣∣Re

 E + iΓ± hexc√
(E + iΓ± hexc)

2 −∆2


∣∣∣∣∣∣ , (139)

where hexc is the exchange field induced by the FI layer,

Γ is the phenomenological broadening parameter357, and
∆ is the pairing superconducting potential358,359.

In the tunneling limit, the thermodynamic behavior of
the device is fully determined by the dc current. It can
be written as360

ITE(VTE) =
1

eRT

∫
dEN (E) [fS(TS)− FN (VTE , TN )] ,

(140)
where e is the elementary charge, RT denotes the normal-
state resistance, and VTE is the bias voltage. Further,
N = N+ + ΠN− with N± = N↑ ±N↓, and with the po-
larization Π = (G↑−G↓)/(G↑+G↓), where G is the nor-
mal state conductance. Moreover, Marchegiani et al.354

assumed the device to be in thermal equilibrium, and
hence we have for the normal conductor

fN (VTE , TN ) =
1

1 + exp (βN (E + eVTE))
, (141)

and for the superconductor

fS(TS) =
1

1 + exp (βSE)
. (142)

Like all devices, also the self-oscillating Josephson en-
gine has a positive work condition. For the present set-
up it translates to the condition that the critical current
Ic is less than |ITE(0)|. If the critical current becomes
larger, the terminals of the N -FI-S junction are effec-
tively short-circuited and no work can be performed on
the LC circuit.

The dynamics of the device can then be fully ana-
lyzed with the Josephson equations354. In particular,
Marchegiani et al.354 solved the dynamics numerically
to compute current J(t) in the load circuit, i.e., the work
reservoir. This current determines the average power out-
put,

P̄ =
1

τ

∫ τ

0

dtRLJ(τ)2 . (143)

In the limit of high frequencies, P̄ (143) can be simplified
to read

P̄ =

(
MIcRS

2L1

)2
2RL

(ωLe)
2

+R2
L

, (144)

where M is the mutual inductance, L1,2 are the self-
inductances with Le = (L1L2 − M2)/L1, and ω =
2π |Idc|RS/Φ0 for some applied dc current Idc, see also
Fig. 26. As before, Φ0 = h/2e is the flux quantum.

Remarkably, such a setup leads indeed to persistent
quantum performance and the power output can achieve
approximately 1 pW. However, the corresponding effi-
ciency is rather low, and Marchegiani et al.354 estimated
η = P̄ /Q̇ . 10−6 for experimentally realistic parame-
ters. The reason for the very low efficiency lies in the
resistive heating at RS . However, Marchegiani et al.354

noted that the low efficiency is compensated by the com-
paratively high power output, and the versatility of the
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FIG. 27. (a) Schematic representation of the QSH insulator,
which is partially covered by an s-wave superconductor; (b)
driving protocols of phase φ and temperature T to implement
the Josephson-Stirling cycle; (c) TS diagram with enforced
fermion parity for φf = 2π; (d) TS diagram without enforced
fermion parity for φf = 2π. Figure adopted from Ref.370.

device. At the very least, the latter claim proved to be
true as following the proposal by Marchegiani et al.354

several other designs were developed such as, e.g., alter-
native heat engines318,361–363 or thermal switches364–366.

3. Topological Josephson heat engine

One of the most recently proposed designs relies on
exploiting even more striking quantum effects. Topologi-
cal Josephson junctions have a characteristic 4π-periodic
ground state fermion parity in the superconducting phase
difference367–369. Scharf et al.370 demonstrated that
such topological effects can be exploited in a Josephson-
Stirling cycle, and that this thermodynamic cycle ex-
hibits the 4π-periodicity.

The setup is schematically depicted in Fig. 27. A
Josephson junction based on a quantum spin Hall
(QSH) insulator is driven through a Josephson-Stirling
cycle363,371. This cycle consists of (i) an isothermal phase
change, φ → φf at temperature T = Te, (ii) isophasic
cooling Te → Tb at constant φ = φf , (iii) an isother-
mal phase change φf → 0 at temperature Tb, and (iv)
isophasic heating, Tb → Te at constant phase φ = 0, cf.
Fig. 27.

If the maximal phase φf is chosen as an integer multi-
ple of 2π, then the work output strongly depends on the
presence of constraints on the fermion-parity. This can
be seen from the corresponding expression for the free
energy. Under the absence of constraints, Scharf et al.370

used a scatting approach to determine that the Andreev

bound states we have

F0(φ, T ) = − 2

β
ln

[
2 cosh

(
2∆

β
cos

(
φ

2

))]
, (145)

where ∆ is here the proximity-induced pairing amplitude.
Note that the pre-factor 2 accounts for the energetically
degenerate top and bottom edges.

If, however, the fermion-parity is enforced, the
Helmholtz free energy becomes370

Fp(φ, T ) = − 2

β
ln

[
2 cosh

(
2∆

β
cos

(
φ

2

))
+ p exp (Js(T )) sinh

(
2∆

β
cos

(
φ

2

))]
,

(146)

where p = ±1 denotes even and odd ground-state parity,.
Moreover,

JS(T ) = − 2β

πEs

∫ ∞
∆

dε

√
ε2 −∆2

sinh (βε)
, (147)

and Es = ~νF /Ls, where Ls is the total length of the su-
perconducting QSH edge. The frequency νf determines
the energy gap in z-direction.

From the expressions for the free energy (145) and
(146) it is then only a simple thermodynamic exercise to
compute the work output, efficiency, etc. Scharf et al.370

found that, indeed, the 4π-periodicity is reflected in the
free energy as well as entropy changes, and they iden-
tified the positive work conditions. In particular, they
found that for Te > Tb the device operates as an engine,
and for Te < Tb one can realize a refrigerator. The actual
phase diagrams depend sensitively on whether or not the
phase parity is enforced, and thus the device could actu-
ally be used as a diagnostics tool for the presence of 4π-
periodicity in Josephson junctions. Indeed, the proposal
by Scharf et al.370 has already attracted follow up work
in the design of engines372,373, and in quantum metrology
and sensing374–376.

4. Silicon tunnel field-effect transistor

Whereas the preceding examples are theoretical pro-
posals ready to be implemented in experiments, Ono et
al.377 reported an actual experiment in silicon tunnel-
effect transistors. Their design rests on the dynamics
of modulated dissipative qubits, which has been shown
to be the minimal working medium for quantum heat
engines182,378,379. The working principle of the realized
device is akin to so-called Sisyphus lasing and cooling cy-
cles. Such processes occur if the Rabi frequency becomes
comparable to one over the relaxation time.

More specifically, Ono et al.377 realized the following
four stroke cycle: (i) resonant excitation into the upper
state, (ii) adiabatic evolution within this state, (iii) re-
laxation to the ground state, and (iv) adiabatic evolution
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in the ground state. Moreover, distinct quantum features
are expected to be present if the driving period is shorter
than the decoherence time.

Ono et al.377 provide both, the full theoretical de-
scription as well as the experimental realization. The
spin-qubit device is implemented in a short-channel sil-
icon tunnel-effect transistor, whose deep impurities are
intensively ion implanted. These impurities act as quan-
tum dots380 at room temperature. Such a device can be
tuned into a regime, in which the source-to-drain conduc-
tion is dominated by the tunneling current between two
impurities377. A time-ensemble measure of the electron
spin is then facilitated by the spin-blockade phenomena
exhibited by such devices381–384.

Remarkably, the corresponding theoretical description
becomes rather simple. In fact, the corresponding, time-
dependent Hamiltonian simply reads377,

H(t) = Bz(t)σz/2 +Bx(t)σx/2 , (148)

which describes here nothing but a single qubit subject
to a fast microwave driving and a slow rf modulation of
both amplitude and frequency.

Ono et al.377 then demonstrated, theoretically as well
as experimentally, that the spin-qubit device can operate
as both, engine as well as refrigerator, in the classical
and in the fully quantum coherent regime. Despite its
rather recent publication, this study has already inspired
follow-up work in the design of heat engines338,385 and in
the observation of the spin blockade386.

I. Photovoltaics

We finally return to photo-Carnot engines. Whereas so
far we have described physical platforms that exhibit ob-
vious quantum features, this was not immediately clear in
photovoltaics. However, once quantum effects had been
demonstrated387,388 it was only a small step to a fully
quantum thermodynamic analysis of light harvesting sys-
tems.

1. Solar cell as a heat engine

Solar cells, also known as photovoltaic converters, are
simple engines capable of producing electrical work af-
ter the absorption of heat from the sun. There has been
intense research effort into the development of high ef-
ficiency solar cells relying on emerging novel materials.
Numerous studies have been carried out to control and
discover the losses preventing photovoltaic devices from
reaching the physical limits. For a comprehensive review
we refer to the literature389. Here, we will focus on solar
cells described as heat engines using the energy-entropy
analysis of photovoltaic conversion390.

Specifically, the energy conversion process is divided
into the absorption and emission of the incident radia-
tion, and conversion of the absorbed photons into useful

work390. The incident photon energy Uin is absorbed by
the cells from a high temperature reservoir at temper-
ature TS . The absorbed photon is converted into en-
ergy W while dumping an amount of heat Qw into a
low-temperature reservoir at temperature T0 of the solar
cells. The energy conservation law is

Uin = W +Qw. (149)

The second law of thermodynamics can be expressed as

Σi = Qw/T0 − Sin, (150)

where Σi ≥ 0 is the entropy generated in the conver-
sion process, Sin is the entropy of the absorbed pho-
ton, and Qw/T0 denotes the entropy emitted into the
low-temperature reservoir. Recalling that the work per-
formed per photon is W = eV , where e is the electron
charge and V is the voltage generated by the solar cell,
and combining Eqs. (149)-(150) gives the photogenerated
voltage as

eV = (1− T0/Ts)Uin − T0Σi. (151)

Therefore, the solar cell’s voltage is well described by
a standard thermodynamic process that generates an
amount of work from energy differences between two
reservoirs at temperatures Ts and T0. Then, consider-
ing that the solar cell emits photons as well, the energy-
entropy balance for the absorption and emission pro-
cesses shows that the output work is equal to the chemical
potential of the emitted photons, i.e., eV = µout.

The thermodynamic efficiency is defined as η = eV/Uin

and the maximum efficiency for a reversible processes is
simply given by the Carnot efficiency ηC = 1 − T0/Ts.
Note that other definitions of the efficiency exist, and,
for instance, it has been assumed that the solar cell is
a blackbody absorbing radiation from the sun without
generating entropy391. Moreover, studies of solar cells as
endoreversible heat engine have been carried out392, as
well.

Over the last decade, quantum descriptions of pho-
tovoltaic operation have attracted a great deal of atten-
tion387,393. In an influential work of Scully387, it is shown
that, as in the case of the photo-Carnot quantum heat
engine55, quantum coherence can be used to enhance the
performance and efficiency of a photocell. Specifically,
Scully387 showed that by breaking detailed balance, the
radiative recombinations are reduced, and thus we have

eV = ~ωs (1− Ta/Ts) + ~ω0, (152)

where V is the maximum induced voltage, Ta is the am-
bient temperature, and ~ω0 is the photon energy of the
coherent driving field. The frequency ωs and temperature
Ts characterize the monochromatic beam of solar photons
that illuminate the photocell. Scully and co-workers60

later showed that noise-induced coherence could break
detailed balance and enhance the power output of a laser
or photocell quantum heat engine.

This proposal of quantum coherence enhanced pho-
tocells opened the door to various studies in light-
harvesting complexes394 and semiconductors395.
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FIG. 28. Schematic representation of the photosynthetic re-
action center (A) charge separation between a donor D and
an acceptor A molecule (B); a generic heat engine (D); (E)
represents a four-level quantum heat engine; (C) and (F) are
the same as (B) and (E), respectively, except that the up-
per level a is replaced by two levels a1 and a2 separated by
Davydov splitting. Figure adopted from Ref.394.

2. Photosynthetic reaction center

Photosynthesis is the process of converting light en-
ergy into chemical energy suitable for living organisms.
Building on the understanding of the role of quantum
coherence in the photocell quantum engine, Dorfman
et al.394 demonstrated that the photosynthetic reaction
center can be seen as a biological quantum heat engine
and possibly supports noise-induced quantum coherence.
This system transforms high-energy thermal photon radi-
ation into low-entropy electron flux and is characterized
by the efficiency of charge separation.

Dorfman et al.394 modeled the photoinduced charge
separation between the two closely spaced identical donor
D1 and D2, and the acceptor A molecules interacting
with thermal light as a four-level quantum heat engine,
see Fig. 28. The whole system is initially prepared in
the ground state b. The cycle starts with the absorp-
tion of solar photons that leads to the population of the
donor excited states a1 and a2, see Fig. 28. Both of
the promoted states are only separated in energy by the
small Davydov splitting, which ensures that they can be
in a quantum-coherent superposition state. Then, the
excited electrons can be transferred to the lower lying
excited state α of the acceptor molecule through elec-
tronic coupling and emission of phonons. The state α is
a charge-separated state with the electron in acceptor A
and the hole in the donor part.

In the second step, the acceptor relaxes from its ex-
cited states α to its ground state α′ by using the excess
energy to produce useful work in form of an electric cur-
rent. The power output of the quantum heat engine is
determined by the transfer rate Γ and the steady-state

ratio of populations between α and α′. Assuming that
the current generated flows across a load connecting the
acceptor levels α and α′, the voltage V across the load is

eV = Eα − Eα′ + kbTa ln(℘αα/℘α′α′) , (153)

where e is again the elementary electric charge, and Eα
and Eα′ are the energies of states α and α′, respectively.

Dorfman et al.394 found that a sufficiently long-lived
quantum coherent phase induced between a1 and a2 can
minimize losses by destructive interference of the loss
transitions396. This proposal inspired new designs for
artificial light-harvesting devices. For instance, Creatore
et al.397 showed that quantum interference effects of pho-
ton absorption and emission induced by the dipole-dipole
interaction between molecular excited states can enhance
the performance of a photocell.

3. Enhancing light-harvesting power

Quantum effects in biological systems are a current
area of research398,399, and it has been demonstrated
that quantum processes can contribute to the high
efficiency of biological light-harvesting complexes400.
Building on previous studies on natural and artificial
systems60,394,397, Killoran et al.63 analyzed the light-
harvester as a quantum heat engine. Their work reveals
the role of mixed electronic-vibrational, vibronic, coher-
ence in biological systems. Killoran et al.63 considered
a situation in which the quantum heat engine connects
to three external systems acting as thermal reservoirs
and facilitates all possible transitions between the exciton
states. Then, by carefully taking into account both elec-
tronic and vibrational interactions, a quantitative link
is found between coherent vibronic evolution and func-
tional quantum advantage in the power output of a light-
harvesting system. This proposal led to further investi-
gations of cyclic and steady-state quantum heat engines,
see Refs.36,401.

4. Green quantum photocell

Fluctuations are ubiquitous in photovoltaic technology
and photosynthesis. These fluctuations are suppressed
by voltage converters and feedback controllers placed be-
tween the solar panel and battery. Aiming to address
this problem, Arp et al.402 put forward a model a of two-
channel quantum photocell, see Fig. 29.

Arp et al.402 showed that by incorporating two photon-
absorbing channels, the regulation of energy flow emerges
naturally within a quantum heat engine photocell. The
photocell switches stochastically between the channels to
convert varying incident solar power into steady-state
output. By maximizing the absorption characteristics
they found that stochastic switching suppresses power
fluctuations over a broad range of the solar spectrum.
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FIG. 29. Schematic representation of a two-channel quantum
photocell. (a) Solar spectral irradiance. Inset: One-channel
quantum photocell; (b) schematic representation of a two-
channel quantum photocell. The output power is generated
by the machine M. Figure adopted from Ref.402.

Their analysis demonstrated that two-channel photocell
engines regulate energy flow better than the one-channel
photocell engines as well as increase power conversion effi-
ciency. This study inspired a study of the photosynthetic
reaction center403.

J. Graphene, Dirac dynamics, and other relativistic effects

We conclude this review of physical platforms with
quantum heat engines at the frontiers of physics. In par-
ticular, we discuss a few examples of relativistic404 and
cosmological scenarios405.

1. Otto engine at relativistic energies

Relativistic quantum systems exhibit unique features
not present at lower energies, such as the existence of
both particles and antiparticles, and restrictions placed
on the system dynamics due to the light cone. Ref. 106

examines the impact of these phenomena on the perfor-
mance of an Otto engine with a working medium of a
single particle in a relativistic oscillator potential.

In (1 + 1)-dimensions, the Hamiltonian for the rela-
tivistic oscillator system is406,

HD = cσx · (p− imωx · σz) +mc2σz (154)

where m is the particle mass, ω is the oscillator frequency,
σx and σz are the corresponding Pauli spin matrices. The
time-independent Dirac and Klein-Gordon equations for
the relativistic oscillator can be exactly solved and yield
the energy spectrum,

En = ±
√

2

(
n+

1

2

)
~ωmc2 +m2c4, (155)

where n = {0, 1, 2, ...}. The positive branch corresponds
to the particle energies and the negative branch to the
anti-particle energies. Note that in the non-relativistic
limit of ~ω/mc2 � 1 the energy spectrum in Eq. (155)
reduces to that of the typical quantum harmonic oscil-
lator with an additional term corresponding to the rest
energy.

In general, the negative energy solutions present in rel-
ativistic quantum systems present difficulties in deriving
the appropriate canonical ensemble, as the partition func-
tion sum will diverge. However, the relativistic oscillator
belongs to a class of relativistic quantum systems that
display a supersymmetric partnering of the positive and
negative energy solutions referred to as the “stability of
the Dirac Sea”, meaning that the positive and negative
energy solutions do not mix407,408.

Taking advantage of the stability of the Dirac sea, the
partition function, and thus equilibrium internal energy,
entropy, free energy, and heat capacity can be deter-
mined. Using the internal energy and applying the frame-
work of endoreversible thermodynamics the efficiency in
the high-temperature, relativistic regime is determined
to be,

ηrel = 1−√κ, (156)

where κ = ω1/ω2 is the compression ratio. As κ < 1,
this efficiency is notably smaller than the single particle
harmonic Otto efficiency, 1 − κ. This reduced efficiency
can be understood as a consequence of the fact that the
dynamics of the system are constrained by the light cone.

In contrast to the efficiency, the power output of the
relativistic engine is found to be larger than that of a
non-relativistic single particle working medium. This in-
creased power output arises from two contributions. The
first is the presence of the negative energy solutions and
the second arises from the fact that, due to the linear
rather than quadratic dependence on momentum, each
degree of freedom for an ultra-relativistic gas contributes
twice the amount to the internal energy as in the clas-
sical, non-relativistic limit. This “relativistic equiparti-
tion” can be derived from the fact that the thermal mo-
mentum distribution of particles obeying Dirac dynamics
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follows the Maxwell-Jüttner distribution rather than the
typical Maxwell-Boltzmann distribution found for parti-
cles obeying Schrödinger dynamics.

Maximizing the power output with respect to the
compression ratio, the efficiency at maximum power is
determined in both the non-relativistic and relativistic
regimes. Both cases are found to be identical to the
Curzon-Ahlborn efficiency.

While relativistic quantum systems are generally diffi-
cult to access experimentally at laboratory-scale energies,
Ref. 106 provides examples of several experimental sys-
tems which display effective relativistic dynamics, includ-
ing Dirac materials409, trapped ions410, and microwave
resonators411, that could serve as potential platforms for
a relativistic heat engine.

2. Otto engine in graphene

Perhaps the most prominently studied Dirac material
is graphene. Graphene is a two-dimensional material con-
sisting of a single layer of carbon atoms in a honeycomb
lattice. As is characteristic of Dirac materials, the charge
carriers in graphene display a linear dispersion relation,
behaving like relativistic massless fermions with dynam-
ics described by the Dirac-Weyl equation409. This makes
graphene an ideal medium for probing relativistic behav-
ior at laboratory scale energies.

Reference412 analyzes a proposed implementation of
a quantum Otto cycle using a working medium of a
graphene quantum dot under a perpendicular exter-
nal magnetic field. Quantum dots in particular have
a range of well-established experimental techniques for
controlling the dot properties, including its size and
shape, making them a promising candidate for practi-
cal application412. The relativistic Hamiltonian for the
working medium is,

H = vF (p + eA) · σ + V (r)σz , (157)

where vF is the Fermi velocity, A is the vector potential
and σi (i = x, y, z) are the Pauli spin matrices. The
charge carriers are further assumed to be confined to a
circular region of radius R, such that V (r) = 0 when
r < R and V (r) =∞ when r ≥ R.

This potential admits two different possible bound-
ary conditions, known as zig-zag boundary condi-
tions (ZZBC) and infinite mass boundary conditions
(IMBC)412. Under IMBC charge carriers are confined
within the quantum dot while for ZZBC one compo-
nent of the bispinor is required to vanish at the bound-
ary. Reference412 applies ZZBC as the continuum model
under ZZBC converges well for larger radius quantum
dots and low-energy states. Furthermore, unlike IMBC,
ZZBC yield a non-vanishing zero-energy eigenstate.

In order to examine the thermodynamic properties of
the working medium Ref. 412 numerically calculates the
partition function for a range of magnetic field strengths,

summing over a range of m = −50 to m = 50 for the az-
imuthal quantum number. Using the partition function,
the equilibrium free energy, entropy, internal energy, heat
capacity, and magnetization are determined.

With the equilibrium thermodynamic behavior estab-
lished, Ref.412 moves on to examining the performance
of two different Otto cycle implementations. For the first
implementation the cycle is assumed to be completely
quasistatic, such that the working medium remains in
a state of thermal equilibrium at all points during the
isentropic strokes. The quasistatic work can be found
directly from the change in internal energy between the
beginning and ending of each isentropic stroke,

W qs = UD(Th, Bl)− UA(TA, Bl)

+ UB(Tl, Bh)− UC(TC , Bh),
(158)

where A,B,C and D indicate the four corners of the
cycle, Tl (Th) is the cold (hot) bath temperature, and Bl
(Bh) is the smaller (larger) magnetic field strength. The
temperature of the working medium at A and C can be
found using the isentropic condition,

S(Tl, Bh) = S(TA, Bl) and S(Th, Bl) = S(TC , Bh).
(159)

For the second implementation Ref.412 considers a
quantum adiabatic cycle, where the evolution during the
isentropic strokes is in full accordance with the quan-
tum adiabatic theorem. Notably, while the populations
of each energy level remain fixed during the isentropic
strokes, the final state is a non-thermal diagonal state.
The net work extracted from the quantum adiabatic cy-
cle is then,

W q = UD(Th, Bl) + UB(Tl, Bh)

−
∑
m,τ

[
Elm,τ℘m,τ (Tl, Bh) + Ehm,τ℘m,τ (Th, Bl)

]
(160)

where Elm,τ (Ehm,τ ) are the eigenenergies corresponding
to the smaller (larger) value of the magnetic field strength
and ℘m,τ are the occupation probabilities corresponding
to the azimuthal and Dirac cone quantum numbers m
and τ .

Comparing the work extracted from the qua-
sistatic and quantum adiabatic cycles, and noting that∑
m,τ

[
Elm,τ℘m,τ (Tl, Bh)

]
and

∑
m,τ

[
Ehm,τ℘m,τ (Th, Bl)

]
will always be greater than or equal to the corresponding
internal energies UA and UC , it can be immediately seen
that,

W qs −W q ≥ 0. (161)

Thus the quantum adiabatic cycle will always extract the
same or less work than the corresponding quasistatic cy-
cle. This reduced work extraction arises from the fact
that the quantum adiabatic cycle has additional dissipa-
tion due to ending the isentropic strokes in a non-thermal
state. Furthermore, Ref. 412 finds that the quasistatic
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engine also has higher efficiency, and a better trade-off
between efficiency and power (quantified by the simple
product of efficiency and power). The behavior of the
quasistatic and quantum adiabatic engines are also sig-
nificantly different at large values of the magnetic field
strength ratio. For the quasistatic engine the work and
efficiency approach a constant value, while for the quan-
tum adiabatic cycle both fall off sharply, with the work
output quickly becoming negative, indicating that the
cycle stops functioning as an engine.

3. Twisted bilayer graphene

Reference413 extends the study of graphene-based
quantum heat engines by analyzing the performance of a
magnetically driven Otto cycle with a working medium
of twisted bilayer graphene (TBG). TBG, consisting of
two sheets of layered graphene with one sheet rotated in
relation to the other by an angle θ, has seen much interest
due to the fact that the system properties, including its
electronic and optical behavior, can be tuned by adjust-
ing the rotation angle413. At certain values of θ, known
as “magic angles,” the layers become strongly coupled
and can display strongly correlated phenomena includ-
ing superconductivity and zero magnetic field electronic
phase transitions413.

For a single rotated graphene sheet the Hamiltonian
near a Dirac point is,

hθ(k) = D(ẑ, θ) [−~vFσ · k]D−1(ẑ, θ), (162)

where k is the crystal momentum, vF is the Fermi ve-
locity, σ = (σx, σy) are the Pauli matrices, and D(ẑ, θ)
is the rotation matrix. The full low-energy continuum
model Hamiltonian is given by the sum of two single
layer Hamiltonians, along with an interlayer tunneling
term. Under an external magnetic field monolayer, bi-
layer, and TBG display Landau quantization. For mono-
layer graphene the Landau levels are,

En = ±~vF
lB

√
2n, n = 0, 1, 2, ... (163)

where the ± labels the band index (conduction and va-

lence) and lB =
√
~/eB is the Landau radius. The Lan-

dau levels of stacked bilayer graphene can also be deter-
mined analytically,

En = ±~ωB
√
n(n− 1), n = 0, 1, 2, ... (164)

where ωB = eB/meff is the cyclotron frequency and meff

is the effective mass. Unlike mono- and stacked bilayer
graphene, the Landau levels for TBG cannot be deter-
mined analytically, and must be found by numerically
diagonalizing the Hamiltonian. For the purpose of the
numerical calculations Ref.413 retains the first 500 Lan-
dau levels.

The quantum Otto cycle for TBG is depicted graphi-
cally in Fig. 30. The isentropic strokes are implemented

FIG. 30. Magnetic field - temperature diagram of a possi-
ble quantum Otto cycle implemented on magic angle twisted
bilayer graphene plotted over isentropic lines. Figure adopted
from Ref.413.

by increasing or reducing the Landau radius through
modulation of the external magnetic field. The isochoric
strokes are implemented by bringing the working medium
into contact with a classical thermal reservoir and allow-
ing it to absorb or release heat to the reservoir while hold-
ing the Landau radius constant. Reference413 notes that
the isentropic strokes can be implemented solely under
the condition that the entropy remains constant, or with
the stronger constraint that the occupation probabilities
of each energy state remain unchanged (such that the
stroke is quantumly adiabatic). For the primary portion
of the analysis, Ref. 413 focuses on the “looser” condition
that S(Ti, Bi) = S(Tf , Bf ).

The heat absorbed during the hot isochore is,

Q2→3 =
∑
n

En(B2) [℘n(TH , B2)− ℘n(T2, B2)] , (165)

where pn are the occupation probabilities corresponding
to Landau levels En. Similarly, the heat exchanged dur-
ing the cold isochore is,

Q4→1 =
∑
n

En(B1) [℘n(TC , B1)− ℘n(T4, B1)] . (166)

The temperatures at points 2 and 4 in the cycle can be
determined from the isentropic conditions,

S(TC , B1) = S(T2, B2) and S(TH , B2) = S(T4, B1).
(167)

Using the first law, the net work can then be found from
|W | = |Q2→3| − |Q4→1|.

For monolayer and bilayer graphene the efficiencies can
be found analytically,

ηm = 1− r−1 and ηbi = 1− r−2, (168)
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where r = lb1/lB2
is the compression ratio. For TBG

the efficiency must be determined numerically. However,
assuming that the Landau levels have the form En(B) =
l−αB f(n) then the efficiency can be expressed in general
as,

η = 1− r−α. (169)

The numerically determined efficiencies for various angles
of TBG can then be fit for the parameter α. Reference413

finds that the efficiency increases as a function of the
twist angle until it reaches a maximum at θ∗ = 0.96◦,
corresponding to the magic angle at which the renormal-
ized Fermi velocity vanishes. As the angle continues to
increase, the efficiency decreases again until it coincides
with the monolayer efficiency at θ = 3.0◦ at which point
the large twist angle results in decoupled layers.

4. Holographic heat engines

A maybe less practically motivated, yet still rather ac-
tive field of research is black hole heat engines414–424 and
so-called holographic engines425–438.

The relation to quantum heat engines was made ex-
plicit by Johnson439. In black hole thermodynamics,
a proper description of a black hole in anti-de Sitter
(AdS) space time has to take into account all quantum
effects440–443. Typically, the mass M plays the role of
internal energy U , the temperature T corresponds to the
surface gravity divided by 2π, and the entropy S is given
by 1/4 of the horizon area.

So-called “holographic heat engines” then operate with
a working medium comprised of a high temperature sec-
tor of a (non-gravitational) quantum system, i.e., the
(generalized) gauge theory to which the gravitational
physics in AdS is “holographically” dual439. The connec-
tion can be made even more stringent, if the cosmological
constant Λ is treated as a dynamical variable444–446 and
one defines the pressure P = −Λ/8πG, where G is the
gravitational constant. Note that P ≥ 0 for asymptoti-
cally AdS spacetimes. In this case, S and T are identified
as in “usual” black hole thermodynamics, but the mass
M now plays the role of enthalpy, H = U + PV 13.

Johnson439 then considered two examples of black
holes, namely Kerr-AdS black holes and STU black
holes, and analyzed the corresponding Otto, Brayton,
and Diesel cycles. In particular, for Kerr-AdS black holes
the analysis becomes pretty straight forward. In this
case, the enthalpy reads447,448

H(S, P, J) =
1

2

√
(S + 8PS2/3)

2
+ 4π2J2 (1 + 8PS/3)

π S
,

(170)
where J is angular momentum. The thermal equation of
state becomes,

T (S, P, J) =
1

8πH

[(
1 +

8

3
PS

)
(1 + 8PS)− 4π2

(
J

S

)]
.

(171)

Hence, it becomes a simple exercise to compute the effi-
ciency of an Otto cycle. Noting that the volume can be
expressed as

V (S, P, J) =
2

3πH

[
S

(
S +

8

3
PS2

)
+ 2π2J2

]
(172)

Johnson439 then showed that the efficiency becomes

η = 1−
(
V1

V2

)γ−1 (
1 +O(J2)

)
, (173)

where as always γ = CP /CV
13.

Thus, while black holes may not become the fuel of
choice for technological applications, heat engine cycles
still provide the thermodynamic tool to understand the
properties of complex systems. In particular, Johnson’s
work439 has found attention in the study of further foun-
dational questions in black hole physics449–452.

V. FINAL REMARKS

Despite its rather slow start more about seven decades
ago, quantum thermodynamics has recently seen a real
explosion in activity. Similarly to classical thermody-
namics, an essential pillar of the theory is the understand-
ing of thermodynamic devices, such as engines and re-
frigerators. The present review seeks to give an overview
over the proposed and realized devices sorted according
to their physical platforms. While in real-life applica-
tions of classical thermodynamics this is pretty much the
“common” way to think about things, research in quan-
tum devices has been predominately driven by theory.
However, at its core thermodynamics is a theory about
devices, how to describe them, and how to optimize their
operation.

Given the wide applicability of thermodynamic con-
cepts, there are many other topics we could have
considered, such as, e.g., quantum phase transi-
tions, quantum thermodynamics notions453,454, opti-
mal quantum control455, or thermodynamic uncertainty
relations456–460. In addition, there has been signifi-
cant amount of work on quantum versions of Maxwell’s
demon461–471. However, no single review paper can cover
everything, and here we focus specifically on thermo-
dynamic devices. As such, we hope that this review
may be useful for theorists, experimentalists, as well as
nanonengineers pursuing the development of quantum
technologies.

We close with a quote from the seminal paper by Scully
et al.55

The deep physics behind the second law of
thermodynamics is not violated; nevertheless,
the quantum Carnot engine has certain fea-
tures that are not possible in a classical en-
gine.
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The same holds true for any other quantum engine. We
will not be able to beat the second law, but there is a host
of quantum resources that can be exploited to outperform
classical technologies.
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and A. Auffèves, “Two-qubit engine fueled by entanglement and
local measurements,” Phys. Rev. Lett. 126, 120605 (2021).

225S. Filipp, P. Maurer, P. J. Leek, M. Baur, R. Bianchetti, J. M.
Fink, M. Göppl, L. Steffen, J. M. Gambetta, A. Blais, and
A. Wallraff, “Two-qubit state tomography using a joint disper-
sive readout,” Phys. Rev. Lett. 102, 200402 (2009).

226S. Bhattacharjee, U. Bhattacharya, W. Niedenzu, V. Mukher-
jee, and A. Dutta, “Quantum magnetometry using two-stroke
thermal machines,” New J. Phys. 22, 013024 (2020).

227L. Buffoni and M. Campisi, “Thermodynamics of a quantum
annealer,” Quantum Sci. Technol. 5, 035013 (2020).

228M. O. Scully and M. S. Zubairy, Quantum optics (American
Association of Physics Teachers, 1999).

229W. P. Schleich, Quantum optics in phase space (John Wiley &
Sons, 2011).

230F. Altintas, A. U. C. Hardal, and O. E. Müstecaplıoğlu, “Rabi
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thermoélectriques mésoscopiques.
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392T. D. Navarrete-González, J. A. Rocha-Mart́ınez, and
F. Angulo-Brown, “A Müser - Curzon - Ahlborn engine model
for photothermal conversion,” 30, 2490–2496 (1997).

393Y. Zhang, S. Oh, F. H. Alharbi, G. S. Engel, and S. Kais, “De-
localized quantum states enhance photocell efficiency,” Phys.
Chem. Chem. Phys. 17, 5743 (2015).

394K. E. Dorfman, D. V. Voronine, S. Mukamel, and M. O. Scully,
“Photosynthetic reaction center as a quantum heat engine,”
PNAS 110, 2746–2751 (2013).

395E. Bittner and C. Silva, “Noise-induced quantum coherence
drives photo-carrier generation dynamics at polymeric semicon-
ductor heterojunctions,” Nat. Commun. 5, 3119 (2014).

396P. Nalbach and M. Thorwart, “Enhanced quantum efficiency
of light-harvesting in a biomolecular quantum “steam engine”,”
PNAS 110, 2693 (2013).

397C. Creatore, M. A. Parker, S. Emmott, and A. W. Chin, “Ef-
ficient biologically inspired photocell enhanced by delocalized
quantum states,” Phys. Rev. Lett. 111, 253601 (2013).

398J. Cao, R. J. Cogdell, D. F. Coker, H.-G. Duan, J. Hauer,
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