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Abstract

We present an exact two-component (X2C) ansatz for the EPR g-tensor using gauge-

including atomic orbitals (GIAOs) and a magnetically balanced basis set expansion. In

contrast to previous X2C and �fully� relativistic ansätze for the g-tensor, this imple-

mentation results in a gauge-origin invariant formalism. Furthermore, the derivatives

of the relativistic decoupling matrix are considered to form the complete analytical

derivative of the X2C Hamiltonian. To reduce the associated computational costs,

we apply the diagonal local approximation to the unitary decoupling transformation

(DLU) and the (multipole-accelerated) resolution of the identity approximation. The

X2C ansatz is compared to Douglas�Kroll�Hess theory and the zeroth-order regular

approximation for 11 diatomic molecules. The impact of the relativistic Hamiltonian,

the basis set, and the density functional approximation is subsequently assessed for
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a set of 17 transition-metal complexes to complement our previous work on the hy-

per�ne coupling constant [DOI: 10.33774/chemrxiv-2021-wnz1v-v2]. In total, 24 basis

sets and 22 density functional approximations are considered. The quasi-relativistic

X2C and DLU-X2C Hamiltonians accurately reproduce the results of the parent �fully�

relativistic four-component theory when accounting for two-electron picture-change ef-

fects with the modi�ed screened nuclear spin�orbit approximation in the respective

one-electron integrals and integral derivatives. Generally, the uncontracted Dyall and

segmented-contracted Karlsruhe x2c-type basis sets perform well when compared to

large even-tempered basis sets. Moreover, (range-separated) hybrid density functional

approximations are needed to match the experimental �ndings. Here, hybrids based on

the meta-generalized gradient approximation are not an a priori improvement. Com-

pared to the other computational parameters, the impact of the GIAOs and the mag-

netic balance on the actual results in standard calculations is less pronounced. Routine

calculations of large molecules are possible with widely available and comparably low-

cost hardware as demonstrated for [Pt(C6Cl5)4]
− with 3360 basis functions and three

spin-(1/2) La(II) and Lu(II) compounds. Both approaches based on a common gauge

origin and GIAOs using triple-ζ basis sets lead to a good agreement with the experi-

mental �ndings. The best agreement is found with hybrid functionals such as PBE0

and ωB97X-D.

1 Introduction

Electron paramagnetic resonance (EPR) spectroscopy is an essential experimental tool for

the study of open-shell systems, especially for transition-metal and lanthanide compounds.

The EPR spectrum consists of two important parameters�namely, the g-tensor used to

indicate the shift relative to the free electron g-factor and the hyper�ne coupling (HFC)

constant. An understanding of the spectrum often requires quantum chemical studies to

interpret the experimental �ndings.1�7 For example, predictions of EPR parameters from

2



theory have helped to investigate the electronic origin of hyper�ne clock transitions,8 as well

as validate trends in magnetic anisotropy orientations,9 for distinct classes of lanthanide

single molecule magnets (SMMs), to name only a few recent applications. These parameters

can be compared directly to those extracted from experimental spectra, which is carried out

through �tting the data to an e�ective spin Hamiltonian.1

From a theoretical point of view, the g-tensor is an intrinsic relativistic property, and spin�

orbit coupling is of the utmost importance for accurate calculations. Keystone methods used

in relativistic quantum chemistry10�19 include the application of the zeroth-order regular ap-

proximation20�22 (ZORA) to the g-tensor,23�26 the two-component (2c) Douglas�Kroll�Hess

(DKH) ansatz by Malkin et al.,27 and the �fully� relativistic four-component (4c) Dirac�

Kohn�Sham theory by Komorovsky and co-workers.28�31 The latter is undoubtedly the most

accurate relativistic treatment. However, it also leads to considerable computational costs

compared to the quasi-relativistic two-component ansätze. Today, both ZORA and DKH, as

well as other approximate quasi-relativistic Hamiltonians, are replaced by (one-electron) ex-

act two-component (X2C) theory32�38 in many quantum chemistry program suites.39�48 The

application of analytical derivative theory49,50 to X2C is rather straightforward compared

to the more involved formulation in DKH.51,52 Complete analytical derivatives of the X2C

Hamiltonian are available for geometry derivatives,53�59 electric properties,60�63 and various

magnetic properties.64�74

The application of X2C to EPR parameters was pioneered in the groups of Autschbach75,76

and Kaupp.77 These works neglect the derivatives of the relativistic decoupling transforma-

tion, which may be motivated by reduced computational costs and the minor impact on the

HFC constant.72,73 Yet, their importance is still to be determined explicitly for the g-tensor.

Moreover, the restricted kinetic balance (RKB) condition78 and a common gauge origin

(CGO) are employed for the g-tensor in Ref. 77. From a formal point of view, the RKB

condition needs to be generalized to the restricted magnetic balance (RMB) condition,79 i.e.

the vector potential needs to be included in the basis set expansion of the small compo-
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nent. This ensures the exact non-relativistic limit of the Dirac equation in the presence of

an external magnetic �eld and the errors in the orbital energies are on the order of O(c−4)

with �nite basis sets.79 The use of RMB leads to problematic integrals for the HFC constant

and the related nuclear magnetic resonance (NMR) coupling constants in X2C.69 Moreover,

the impact was found to be of minor importance for derivatives with respect to the nuclear

magnetic moments.69,71 However, the integrals can be evaluated straightforwardly for mag-

netic �eld derivatives.66�68,70 Thus, the RMB can be used for EPR g-tensors similar to NMR

shielding constants66�68,70 and magnetic circular dichroism.80

As mentioned previously, a common gauge origin is used in both X2C77 and 4c28�31

calculations of the g-tensor so far. Formally, the g-tensor depends on the chosen gauge

origin in �nite basis set calculations.81 Consequently, the so-called gauge-including atomic

orbitals82,83 (GIAOs) are employed to remove the gauge-origin dependence. This issue is

of great importance for NMR shieldings and GIAOs are thus routinely included in their

relativistic calculation.66�68,70,84�91 In contrast to NMR shieldings, the g-tensor is a global

property of the full molecule and the gauge dependence is less pronounced.92,93 However,

GIAOs are still commonly employed in non-relativistic calculations93�98 and their use in rel-

ativistic calculations is also desirable. For instance, a two-component gauge-origin invariant

ZORA ansatz was implemented by Verma and Autschbach.26

Therefore, we extend the available X2C framework for EPR g-tensors in four aspects.

First, the derivatives of the unitary decoupling transformation are included to arrive at the

complete derivative of the X2C Hamiltonian. Second, the magnetic balance condition79 is

employed. Third, gauge-including atomic orbitals82,83 are used for the basis set expansion.

Fourth, the diagonal local approximation to the unitary decoupling transformation99 (DLU)

is introduced for g-tensors, as solving the one-electron X2C response equations for the de-

coupling derivatives becomes demanding for large molecules, and local approximations are

therefore desirable100�103 to perform routine calculations of large molecules and metal clus-

ters.104�107
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2 Theory

2.1 Notation

We use the same notation as in our work on the HFC constant.73 L and S refer to the

large and small component, respectively. The subscripts + and − indicate the states of the

negative- and positive-energy subspace, which are commonly called positronic and electronic

states. M denotes a matrix in the 4c space, while matrices in the space of spin-free one-

component (1c) basis functions {λµ} are indicated as M and matrices in the 2c space ({φµ}

= {λµ} ⊗ {α, β}) are indicated asM. Cartesian coordinates are denoted with the subscripts

u, v while the superscript B indicates derivatives that are formed according to

hBu =

(
dh
dBu

)
Bu=0

(1)

We use Gaussian-based atomic units throughout this work.

2.2 De�nition of the EPR g-Tensor

We use the approach of Malkin et al. for the relativistic g-tensor27,28

guv =
d2E

dBudSv

∣∣∣∣
~B=0

=
2c

〈S̃v〉
dE(Jv, ~B)

dBu

∣∣∣∣
~B=0

(2)

with the external magnetic �eld ~B and the e�ective spin ~̃S. The energy is calculated with

the non-collinear approach,108 where the magnetization vector ~J and the spin ~S are aligned

along three orthogonal axes v. The e�ective spin is determined by the con�guration of the

electronic ground state, and converged orbitals of a 1c calculation are needed to ensure a good

starting point. We note in passing that Verma and Autschbach used a generalized collinear

ansatz with a chosen spin quantization for the EPR g-tensor26 and the HFC tensor109 in a

ZORA framework.
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2.3 X2C Hamiltonian in the Presence of a Magnetic Field

Magnetic perturbations are introduced into the Dirac equation with the principle of minimal

coupling or minimal substitution.110 The linear momentum operator ~̂p is generalized to ~̂π

according to

~̂p −→ ~̂π = ~̂p+
1

c
~̂A (3)

where ~̂A denotes the vector potential. For g-tensors, the vector potential of a static and

homogeneous external magnetic �eld reads

~AO(~r) =
1

2
~B × ~rO (4)

~rO = ~r − ~RO (5)

~RO refers to the gauge origin, which bears no physical meaning and the obtained molecu-

lar properties should be gauge-origin independent. Therefore, explicit �eld-dependent ba-

sis functions, the so-called gauge-including atomic orbitals or London orbitals, are intro-

duced82,83

λµ

(
~B,~r
)

= exp (−iΛµO)λµ (~r) (6)

ΛµO

(
~B,~r
)

=
1

2c
(~RµO × ~r) · ~B (7)

Here, a (real) �eld-independent basis function λµ is augmented by a complex phase prefactor.

We use the notation ~RµO = ~Rµ − ~RO, where ~Rµ denotes the atom center of the respective

basis function. Note that we use the Coulomb gauge in this work.

The one-electron Dirac�Hamilton operator in the presence of an external magnetic �eld

reads

ĥD = c~α · ~̂π + (β − I4) c2 + V̂ (8)
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Here, α and β are trace-less quantities de�ned as

αi =

02 σi

σi 02

 , β =

σ0 02

02 −σ0

 , (9)

~σ = (σx, σy, σz), is a vector consisting of the Pauli spin matrices

σx =

0 1

1 0

 , σy =

0 −i

i 0

 , σz =

1 0

0 −1

 (10)

while σ0 denotes the (2×2) identity matrix. V̂ is the electron-nucleus potential and I4 is the

(4 × 4) unit matrix. The basis set expansion using the restricted magnetic balance condition

reads79

∣∣ψLi 〉 =
∑
µ

CL
µi e

−iΛµO |φµ〉 (11)

∣∣ψSi 〉 =
∑
µ

CS
µi e

−iΛµO 1

2c
~σ ·
(
~̂p+

1

c
~̂Aµ
)
|φµ〉 (12)

where we used the identities of Ref. 79 to move the GIAO prefactor to the left of the

generalized momentum in Eq. 12. This basis set expansion results in the Dirac equation in

a matrix representation according to66�68,70

DC = MCE (13)

In the super-matrix form, this reads

V Π †

Π ( 1
4c2
W − T )


CL

− CL
+

CS
− CS

+

 =

S 02

02
1

2c2
T


CL

− CL
+

CS
− CS

+


ε− 02

02 ε+

 (14)

The overlap matrix S and the potential matrix V are well known from non-relativistic
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quantum chemistry. These matrices are block-diagonal in the (2 × 2) superspace and are

given by

S =

S 0

0 S

 ,Sµν = 〈λµ|eiΛµν |λν〉 (15)

V =

V 0

0 V

 ,Vµν = 〈λµ|eiΛµν V̂ |λν〉 (16)

All other matrices are not block-diagonal anymore and read

Π †
µν =

1

2
〈φµ|eiΛµν

[
~σ · (~̂p+

1

c
~̂Aν)
] [
~σ · (~̂p+

1

c
~̂Aν)
]
|φν〉 (17)

Π µν =
1

2
〈φµ|eiΛµν

[
~σ · (~̂p+

1

c
~̂Aν)
] [
~σ · (~̂p+

1

c
~̂Aν)
]
|φν〉 (18)

Wµν = 〈φµ|eiΛµν
[
~σ · (~̂p+

1

c
~̂Aν)
]
V̂
[
~σ · (~̂p+

1

c
~̂Aν)
]
|φν〉 (19)

Tµν =
1

2
〈φµ|eiΛµν

[
~σ · (~̂p+

1

c
~̂Aν)
] [
~σ · (~̂p+

1

c
~̂Aν)
]
|φν〉 (20)

Here, the generalized momentum matrix Π and the small-small block of the metric T are

identical due to the magnetically balanced basis set expansion. In a restricted kinetic bal-

anced basis,78 these matrices di�er as T becomes independent of the vector potential. Note

that the structure of these matrices is similar to those of NMR shielding constants.66�68,70

The four-component Dirac Hamiltonian can be reduced to a two-component form with a

unitary transformation as suggested by Foldy and Wouthuysen111

U†DU =

h+ 02

02 h−

 with U†U = UU† = I4. (21)

Heully et al. later derived the explicit expression of the unitary matrix.112 In X2C, this

unitary transformation is carried out for the matrix representation of the Dirac Hamiltonian

in one step. Therefore, the X2C Hamiltonian32�38 in the presence of an external magnetic
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�eld is then given by

h+ = R†LR (22)

with the matrix representation of the normalized elimination of the small component (NESC)

operator113�116

L = V +X†Π + Π †X +X†
(

1

4c2
W − T

)
X (23)

Note that all one-electron integrals explicitly depend on the external magnetic �eld due to

the use of GIAOs. Moreover, Π , T , andW include a dependence on the magnetic �eld due

to the restricted magnetic balance condition. The generalized momentum matrix Π is the

only matrix, where the dependence also arises due to the generalized momentum operator

~̂π and its vector potential ~̂A. In X2C, the decoupling matrix X is computed based on a

diagonalization of the Dirac matrix D. The decoupling matrix reads

X = CS
+(CL

+)−1 (24)

Additionally, the relativistic metric M needs to be transformed to the non-relativistic met-

ric S. This introduces the renormalization matrix R, which allows one to integrate the

resulting X2C Hamiltonian into the existing non-relativistic 1c or 2c infrastructure. The

renormalization matrix is calculated as37

R = S−1/2
(
S−1/2S̃S−1/2

)−1/2

S1/2 (25)

S̃ = S +
1

2c2
X†TX (26)

using the metric of the large component S̃, for which the relation

C†L+ S̃ CL+ = I (27)

holds. This one-electron Hamiltonian is then commonly combined with the non-relativistic
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two-electron interaction. Herein, we account for the missing two-electron picture-change

correction with the modi�ed screened nuclear spin�orbit (mSNSO) ansatz,57,61,117,118 as this

signi�cantly improves the results for EPR parameters.73,77

2.4 Gauge-Invariant Formalism for EPR g-Tensors

The energy derivatives are now formed in the same manner as done in non-relativistic quan-

tum chemistry. Thus, no derivatives of the density matrix are required.119,120 Carrying out

the energy derivative for the g-tensor in Eq. 2 consqeuently leads to working equations similar

to two-component geometry gradients57,58,121

dE
dBu

= tr
[
P
(
~Jv

)
hBu

]
+

1

2
tr
[
G
(
~Jv

)
ΓB
u

(
~Jv

)]
+ EB

XC,u

(
~Jv

)
− tr

[
Z
(
~Jv

)
SBu

]
(28)

Here, P and G are the one and two-electron density matrix, while Z is the energy-weighted

density matrix.119,120 h and Γ are the one-electron Hamiltonian and the two-electron in-

tegrals, respectively. EXC is the exchange-correlation energy in density functional theory

(DFT). The one-electron density matrix P reads

P =

Pαα
P
αβ

P
βα

P
ββ

 (29)

with the one-component matrices

Re(P σ1σ2
µν ) =

∑
i

ni
[
Re(cσ1µi ) Re(cσ2νi ) + Im(cσ1µi ) Im(cσ2νi )

]
(30)

Im(P σ1σ2
µν ) =

∑
i

ni
[
−Re(cσ1µi ) Im(cσ2νi ) + Im(cσ1µi ) Re(cσ2νi )

]
(31)

ni is the occupation number of the corresponding two-component spinor and the superscript

σ denotes the Kramers index (σ = α, β). cµi are the spinor coe�cients from a self-consistent

�eld (SCF) procedure. The two-electron density matrix is formed similarly.121 Note that
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these matrices are constructed from the spinors with ~J aligned along the v axis. As SBu is

an antisymmetric and purely imaginary matrix, which is diagonal in the (2 × 2) superspace,

we only need the respective αα and ββ blocks of the energy-weighted density matrix, given

by the spinor coe�cients and energies, according to

Im
[
Z
σσ
µν

]
=
∑
i

ni
[
−Re(cσµi)εi Im(cσνi) + Im(cσµi)εi Re(cσνi)

]
(32)

ni is the occupation number. Therefore, the last term in Eq. 28 is simpli�ed to

tr
(
ZSBu

)
= − tr

(
i
{

Im [Zαα] + Im
[
Z
ββ
]}
S
B
u

)
(33)

Note that the imaginary part of the energy-weighted density matrix is not needed for rela-

tivistic geometry gradients. However, it also arises for geometry gradients in �nite magnetic

�elds.122 An important point is that all terms in Eq. 28 except for the one with hBu arise solely

due to the basis set expansion with GIAOs. Note that the computation of the two-electron in-

tegral derivatives is described in Refs. 123�125 and their generalization to a two-component

framework is carried out as described in, e.g., Refs. 121 and 126. Further note that the

derivatives of the two-electron integrals in Eq. 28 are known from the right-hand side of

the coupled-perturbed Hartree�Fock (CPHF) or Kohn�Sham (CPKS) equations for two-

component NMR shielding tensors.68,88,90,91,127 The crucial part for a relativistic treatment

is the derivative of the one-electron Hamiltonian, which is also very similar to the perturbed

density contribution or paramagnetic contribution to the NMR shielding tensor.66�68,70,128

Generally, the X2C Hamiltonian derivatives are given by

h+,B
u = R†,Bu LR+R†LBuR+R†LRB

u (34)
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where the derivative of the NESC matrix reads

LBu = V B
u + Π †,B

u X + Π †XB
u +X†,Bu Π +X†Π B

u

+X†,Bu

(
1

4c2
W − T

)
X+X†

(
1

4c2
WB

u − TB
u

)
X +X†

(
1

4c2
W − T

)
XB

u

(35)

Thus, the one-electron integral derivatives of all matrices involved in the NESC matrix are

needed. Additionally, the derivative of the overlap matrix is required for RB
u (vide infra)

The derivatives of the potential and the overlap are

(
∂Vµν

Bu

)
0

=
i

2c
〈λµ|(~Rµν × ~̂r)u V̂ |λν〉 (36)(

∂Sµν
Bu

)
0

=
i

2c
〈λµ|(~Rµν × ~̂r)u|λν〉 (37)

These derivatives are purely imaginary and antisymmetric. Moreover, they are identical

to the one-component non-relativistic integral derivatives. The other derivatives are not

block-diagonal in the 2c space and read66�68,70

(
∂Tµν
∂Bu

)
0

=
i

4c
σ0 〈λµ|(~Rµν × ~̂r)u ~̂p

2|λν〉+
1

2c
σ0 〈λµ|(~̂rν × ~̂p)u|λν〉+

1

2c
σu 〈λµ|λν〉 (38)(

∂Π †
µν

∂Bu

)
0

=
i

4c
σ0 〈λµ|(~Rµν × ~̂r)u ~̂p

2|λν〉+
1

2c
σ0 〈λµ|(~̂rν × ~̂p)u|λν〉+

1

2c
σu 〈λµ|λν〉 (39)(

∂Wµν

∂Bu

)
0

=
i

2c
σ0 〈λµ|(~Rµν × ~̂r)u ~̂p · V̂ ~̂p|λν〉+

1

2c
σ0 〈λµ|(~̂rν × ~̂p)u V̂ + V̂ (~̂rν × ~̂p)u|λν〉

+
1

2c
〈λµ|(~Rµν × ~̂r)u i~σ ·

(
~̂p× V̂ ~̂p

)
|λν〉+

1

c
σu 〈λµ|V̂ |λν〉

+ 〈λµ|
i

2c
σu

(
~̂p V̂

)
· ~̂rν −

i
2c

(
~̂p V̂

)
u

(
~σ · ~̂rν

)
|λν〉 (40)

The expressions for the derivatives of T andΠ are obtained by making use of the commutator

for ~̂r and ~̂p. Note that the �rst-order Dirac matrix is still Hermitian. The spin-free part

of all matrices is antisymmetric and purely imaginary. The spin-dependent contributions of

the relativistically modi�ed potential W and its derivatives are rescaled in the (modi�ed)
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screened nuclear spin-orbit approach (SNSO, mSNSO).57,61,117,118 Note that we apply the

SNSO and mSNSO to the integrals directly.129

The derivatives of the decoupling matrix XB
u are obtained using one-electron response

theory as reviewed in the appendix of Ref. 70. We refer to this reference for a detailed

derivation and overview of related approaches. The working equations are

XB
u =

(
CS
− −XCL

−
) (

UB
u

)
−+

CL,†
+ S̃ (41)

with the orbital rotation matrix

(UB
u,−+)kl =

(D̃B
u,−+)kl − (M̃B

u,−+)kl (E++)ll

(E++)ll − (E−−)kk
(42)

The derivatives of the Dirac matrix and the metric of Eq. 14 are transformed to the basis of

the unperturbed solutions according to

D̃B
u,−+ = CL,†

− V
B
u C

L
+ +CL,†

− Π †,B
u CS

+ +CS,†
− Π B

uC
L
+

+
1

4c2
CS,†
− W

B
u C

S
+ −C

S,†
− T

B
u C

S
+ (43)

M̃B
u,−+ = CL,†

− S
B
u C

L
+ +

1

2c2
CS,†
− T

B
u C

S
+ (44)

The derivatives of the renormalization matrix are calculated by solving the Sylvester

matrix equation

RRB
u +RB

uR = S̃−1
(
S
B
u − S̃BuRR

)
(45)

using a generalized eigenvalue decomposition method.56 The derivative of S̃ is given by

S̃Bu = SBu +
1

2c2
X†,Bu TX +

1

2c2
X†TB

u X +
1

2c2
X†TXB

u (46)

These Sylvester matrix equations are obtained by di�erentiating the quadratic expression
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for the renormalization matrix116

RR = S̃−1S (47)

with respect to the magnetic �eld. The simpli�cation of this formalism with a common gauge

origin and the RKB condition is discussed in the appendix A. There, we also outline how

our EPR implementation can be used for paramagnetic NMR (pNMR) shielding tensors.

2.5 Local Approximation to the X2C Hamiltonian

All X2C steps are carried out in the uncontracted or primitive basis set. Thus, the O(N3)

scaling of the diagonalization may limit the applicability of X2C for very large molecular

systems.101 Here, N denotes the number of basis functions. Therefore, local approximations

are commonly introduced.100 Herein, we chose the diagonal local approximation to the uni-

tary decoupling transformation.99 In DLU, the unitary decoupling transformation matrix U

is approximated as a direct sum of atomic contributions according to58

ULL =
⊕
A

ULL
AA =

⊕
A

RAA (48)

USL =
⊕
A

USL
AA =

⊕
A

XAARAA (49)

Note that the (relativistically modi�ed) potential still includes the sum over all nuclei. We

denote an atomic diagonal block AA and a general block AB, where the atomic blocks are

formed according to the atom centers of the basis functions of the respective matrix elements.

Therefore, the Hamiltonian is simpli�ed to

h+
AB = R†AA

(
VAB + Π †

ABXBB +X†AAΠ AB

)
RBB

+R†AA

(
X†AA

[
1

4c2
WAB − TAB

]
XBB

)
RBB

(50)

Analytical derivatives are formed with the product rule. Thus, only the atomic diagonal

block of X and R as well as their derivatives are required. However, both the atomic
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diagonal and atomic o�-diagonal blocks of the integral derivatives are needed according to

h+,B
AB = R†,BAA,uLABR

†
BB +R†AALABR

B
BB,u

+R†AA

(
V B
AB,u + Π †,B

AB,uXBB +X†AAΠ
B
AB,u

)
RBB

+R†AA

(
Π †

ABX
B
BB,u +X†,BAA,uΠ AB

)
RBB

+R†AA

(
X†,BAA,u

[
1

4c2
WAB − TAB

]
XBB

)
RBB

+R†AA

(
X†AA

[
1

4c2
WAB − TAB

]
XB

BB,u

)
RBB

+R†AA

(
X†AA

[
1

4c2
WB

AB,u − TB
AB,u

]
XBB

)
RBB

(51)

3 Implementation

The calculation of EPR g-tensors with a common gauge origin is implemented into the ridft

module58,101,121,126,130�132 of TURBOMOLE.48,133�135 Here, the g-tensor is evaluated after the

SCF iterations. The gauge-invariant ansatz employing GIAOs is implemented into the mp-

shift module.124,125,136�138 The spin-independent integral derivatives using GIAOs are taken

from Ref. 70. All new integrals are implemented using a combination of Gauss�Hermite and

Gauss�Rys integration139�142 as done previously for other magnetic71,73,74 and electric prop-

erties.143 The �nite nucleus model is available throughout using the �nite nucleus exponents

of Ref. 144. The (modi�ed) screened-nuclear spin�orbit (SNSO, mSNSO) approximation is

available for the spin-dependent integral (derivatives) of the relativistically modi�ed potential

W .57,61,117,118 The response and Sylvester matrix equations are solved by a generalization of

the existing one-component routines70 as done previously for the HFC constant73 and NMR

coupling constants.71 As our previous works, the implementation is fully integral direct. We

use c = 137.0359990840 a.u.145 for the speed of light in atomic units. Additional contribu-

tions from point charges or the conductor-like screening model146,147 (COSMO) arise due to

the use of GIAOs and are treated without relativistic picture-change correction. Thus, we

use the available non-relativistic implementation125 for these terms.
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The ridft module supports the (multipole-accelerated) resolution of the identity approx-

imation (MARI-J , RI-J , and RI-K) throughout.126,148 Additionally, the seminumerical ex-

change approximation is available.130,131 The mpshift module only supports MARI-J and

RI-J for integral derivatives.125 Note that these do not require changes for a two-component

ansatz as the Coulomb term depends on the total density.126 The analytical exchange in-

tegral derivatives with respect to the magnetic �elds124 are extended to a two-component

framework as done previously for energies126 and energy gradients.121 Therefore, the integral

routines are able to process the eight density matrices. For the contraction with the density

matrix, we construct the symmetric and antisymmetric linear combinations.121

Density functional approximations are available up to the fourth rung of Jacob's lad-

der.149�151 The kinetic energy density τ is generalized using the external magnetic �eld as

suggested by Maximo� and Scuseria.152 Interfaces to Libxc153�155 and XCFun156 are pro-

vided. For this work, the existing one-component implementations125,136,157 are extended

like done previously for the SCF energy.126 Thus, the non-collinear exchange-correlation en-

ergy depends on the total density matrix M0 and the three spin vector density matrices

Mi(i = x, y, z). These are de�ned as108,158

M0 = Re(Pαα) + Re(Pββ) (52)

Mx = Re(Pαβ) + Re(Pβα) (53)

My = Im(Pαβ)− Im(Pβα) (54)

Mz = Re(Pαα)− Re(Pββ) (55)

The XC potential follows as

VXC[M0(~r),Mi(~r)] =
δEXC[M0(~r), ρi(~r)]

δM0(~r)
+ ~σi

δEXC[M0(~r),Mi(~r)]

δMi(~r)
(56)

and the existing one-component implementation125,136,157 can be extended straightforwardly
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based on the existing energy routines.126

All algebraic operations, transformations, and integral evaluations are parallelized using

the OpenMP scheme159,160 and we use the Intel R© Math Kernel Library (Intel MKL) through-

out this work. Preparation and post-processing scripts are available based on our previous

endeavors for the hyper�ne coupling matrix.73 Three independent calculations based on con-

verged unrestricted Kohn�Sham (UKS) or Hartree�Fock (UHF) orbitals are needed to obtain

the complete EPR g-matrix. This matrix is then transformed into its principal axis system,

where the g-matrix is diagonal, either through constructing the rank-2 tensor
(
ggT

)
and

subsequently diagonalizing, or by diagonalization of the symmetric part, which is given by

1/2
(
g + gT

)
. We implemented both ansätze using Python scripts.

4 Computational Details

To begin, we compare our newly developed X2C implementation to established two-component

DKH and ZORA approaches. A small set of 11 molecules, i.e. RhC, PdH, ZnH, CdH, HgH,

ZnF, CdF, HgF, ZnAg, CdAg, and HgAg, is selected. This set was previously studied with

DKH and a common gauge origin in Ref. 27 as well as with ZORA and GIAOs in Ref. 161.

For consistency, we use the bond lengths collected in the latter reference. Both the DKH

and ZORA calculations are performed with tailored basis sets and the BP86 functional.162,163

Note that the ZORA study is carried out with Slater-type orbitals. Consequently, we also

apply basis sets optimized for X2C�namely the x2c-QZVPall-2c basis set164 herein. Addi-

tionally, we employ the uncontracted Dyall-VTZ basis set for Rh, Pd, Ag, Cd, and Hg,165�168

while the decontracted pcS-2 basis is used for H and F.169 For Zn, the decontracted pcSseg-2

bases170 are chosen. Results with this basis set combination are listed in the Supporting

Information. Additionally, results with the PBE0171,172 and ωB97X-D173 functionals as well

as results with the RKB and RMB condition using a common gauge origin are provided in

the Supporting Information. The impact of the structure on the g-tensor is also studied in
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the Supporting Information. Tight SCF thresholds of 10−8 Eh and �ne grids174�176 (grid 4a)

are applied. The shift of the principal components of the g-tensor is given relative to the

free electron in parts per thousand (ppt), ∆g = (g − ge) · 1000.

Furthermore, we perform benchmark calculations to assess the three parameters of a

quantum chemical DFT calculation of the g-tensor�namely the Hamiltonian, the basis

set, and the density functional approximation (DFA). This complements our previous work

on the HFC constant.73 First, we consider the 17 transition-metal complexes of Ref. 29,

namely [MoNCl4]2−, [MoOF4]−, [MoOCl4]−, [MoOF5]2−, [MoOBr5]2−, [WOCl4]−, [WOF5]2−,

[WOBr5]2−, [TcNF4]−, [TcNCl4]−, [TcNBr4]−, [ReNF4]−, [ReNCl4]−, [ReNBr4]−, [ReOBr4],

[ReOF5]−, and [OsOF5], and compare our X2C and DLU-X2C results to available 4c refer-

ence data. In line with that reference, we use the RKB condition for the basis set expansion

and a common gauge origin placed at the heavy atom center. Decontracted IGLO-III bases

are employed for the light elements, namely N, F, and Cl,177 while the Dyall-VTZ basis set is

used for Br165,168 and the Dyall-TZ bases for Mo, Tc, W, Re, and Os.166�168 The PBE0171,172

functional is chosen with very large grids (grid 5a).174�176 Furthermore, the mSNSO ap-

proximation is applied and an SCF convergence threshold of 10−9 Eh is selected. Results

without the mSNSO approximation are presented in the Supporting Information. There, we

also discuss the impact of di�use basis functions using the Sapporo-DKH3-QZP-2012-di�use

bases.178,179 All two-component calculations are performed with converged UKS orbitals. In

this work, �PCC� indicates that the derivatives of the decoupling and the renormalization

matrices are neglected. Thus, the computational algorithm becomes similar to ordinary

picture-change corrections of expectation values.143 Like Ref. 29, we use the shift ∆g in

ppt relative to the g-factor of the free electron. The impact of the balance condition and

the gauge-invariant formalism is assessed for the same set of molecules using the described

computational settings.

Second, the importance of the basis set is studied. To do so, the basis sets in Tab. 1

are considered. The x2c-SVPall-2c-s and x2c-TZVPall-2c-s bases are obtained by combining
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the extensions for NMR shieldings of Ref. 176 with the 2c extensions of Ref. 132. Note

that the comparably �at p and d functions of the NMR extensions were removed to avoid

linear dependencies, as these functions were optimized to serve as a minimal version of the 2c

extensions.176 For convenience, the basis sets are given as part of the Supporting Information.

We measure the errors with respect to the large even-tempered basis set of Ref. 164. Note

that [TcNCl4]− (4 ppt) and [WOF5]2− are excluded form the statistical evaluation. Only the

DLU-X2C Hamiltonian using the RMB-GIAO approach is discussed in the main text and

we refer to the Supporting Information for the results with the CGO ansatz.

Table 1: Considered basis sets and basis set combinations for the light (N, O, F, Cl) and
heavy elements (Br, Mo, Tc, W, Re, Os). The su�x �-unc� denotes that the bases are used
in the decontracted form. NBF is the total number of spherical AO basis functions. The
even-tempered reference basis set176 uses 26085 basis functions for the molecular test set
(average: 1534). �Avg.� denotes the average number of basis functions for a molecule.

Basis Set Light Elements Ref. Heavy Elements Ref. NBF Avg.

1 IGLO-II-unc 177 Dyall-VDZ-unc 165�168 6421 378
2 IGLO-III-unc 177 Dyall-VTZ-unc 165�168 9176 540
3 pcS-1-unc 169 Dyall-VDZ-unc 165�168 6742 397
4 pcS-2-unc 169 Dyall-VTZ-unc 165�168 10 140 596
5 pcS-3-unc 169 Dyall-VQZ-unc 165�168 15 217 895
6 cc-pVDZ-unc 180,181 Dyall-VDZ-unc 165�168 6440 379
7 cc-pVTZ-unc 180,181 Dyall-VTZ-unc 165�168 9425 554
8 cc-pVQZ-unc 180,181 Dyall-VQZ-unc 165�168 11 634 684
9 Sapporo-DZP-2012 178 Sapporo-DKH3-DZP-2012 178,179 3369 198

10 Sapporo-TZP-2012 178 Sapporo-DKH3-TZP-2012 178,179 6213 367
11 Sapporo-QZP-2012 178 Sapporo-DKH3-QZP-2012 178,179 9804 577
12 Jorge-DZP-DKH 182 Jorge-DZP-DKH 182�184 3085 181
13 Jorge-TZP-DKH 182 Jorge-TZP-DKH 182�184 5038 296
14 x2c-SVPall-2c 132 x2c-SVPall-2c 132 3315 195
15 x2c-TZVPall-2c 132 x2c-TZVPall-2c 132 5095 300
16 x2c-QZVPall-2c 164 x2c-QZVPall-2c 164 8799 518
17 x2c-SVPall-2c-s 132,176 x2c-SVPall-2c-s 132,176 3671 216
18 x2c-TZVPall-2c-s 132,176 x2c-TZVPall-2c-s 132,176 5427 319
16 x2c-QZVPall-2c-s 164 x2c-QZVPall-2c-s 164 8946 526
20 x2c-SVPall-2c-unc 132 x2c-SVPall-2c-unc 132 7614 448
21 x2c-TZVPall-2c-unc 132 x2c-TZVPall-2c-unc 132 9104 536
22 x2c-QZVPall-2c-unc 164 x2c-QZVPall-2c-unc 164 14 366 845
23 ANO-R-unc 185 ANO-R-unc 185 15 764 927
24 ANO-RCC-unc 186 ANO-RCC-unc 186,187 15 757 927
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Third, we study common density functional approximations. As representatives for pure

functionals, we choose S-VWN,188�190 KT3,191 BP86,162,163 PBE,171 TPSS,192 revTPSS,193,194

and r2SCAN.195,196 BH&HLYP,163,197,198 B3LYP,197,199 PBE0,171,172 a modi�ed version of

PBE0 including 40% of Hartree�Fock (HF) exchange (PBE0-40HF),29,171,172 B97,200 B97-

2,201 TPSSh,202 revTPSSh,193,194 and TPSS0202,203 are selected to cover frequently used

global hybrid functionals. For common range-separated hybrids, we employ the CAM-

B3LYP,204 CAM-QPT-00,205 CAM-QTP-02,206 HSE06,207�209 LC-ωPBE,210 and ωB97X-

D173 functionals. Libxc153�155 is used for the range-separated hybrid functionals, KT3,

revTPSS(h), TPSS0, r2SCAN, and B97 throughout this work. We use XCFun156 for PBE0-

40HF. Additionally, Hartree�Fock calculations are performed. COSMO is employed with the

default parameters to compensate the negative charge146,147 and the x2c-QZVPall-2c basis

set is chosen for consistency with our previous studies on the HFC constant.73 Note that

COSMO introduces additional integral derivatives due to the GIAOs. Errors are measured

with respect to the experimental �ndings211�222 collected in Ref. 29.

Fourth, we apply the mSNSO-DLU-X2C Hamiltonian and the three ansätze to the

larger complex [Pt(C6Cl5)4]−. We chose the position of Pt as the common gauge origin

for the RKB-CGO and RMB-CGO approaches. The structure is taken from Ref. 29 and

we employ COSMO with the default parameters.146,147,223 BH&HLYP,163,197,198 B3LYP,197,199

PBE0,171,172 PBE0-40HF,29,171,172 TPSSh,202 TPSS0,202,203 CAM-B3LYP,204 CAM-QPT-00,205

CAM-QTP-02,206 HSE06,207�209 LC-ωPBE,210 and ωB97X-D173 are considered. Fine grids

(grid 4a) are used for the numerical integration of the XC parts.174�176 The uncontracted

Dyall-VTZ basis224 is combined with the decontracted pcS-2 basis.169 We use the universal

(uncontracted) x2c-type �tting bases132,164 for the RI-J approximation in the 2c calcula-

tions.126 Furthermore, the x2c-QZVPall-2c basis164 is applied together with the tailored

auxiliary basis.132,164 An SCF threshold of 10−8 Eh is selected. In total, the number of

basis functions in the spherical atomic orbital representation amounts to 3360 (Dyall-VTZ-

unc/pcS-2-unc) and 3003 (x2c-QZVPall-2c, 4720 primitive functions).
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In Sec. 7, we study the three lanthanide molecules [La(OAr*)3]−, [Lu(NR2)3]−, and

[Lu(OAr*)3]− (OAr* = 2,6-Ad2-4-t-Bu-C6H2O, Ad = adamantyl, t-Bu= tert-butyl, R =

SiMe3 with Me = methyl) of Ref. 8 using the structures provided therein. The g-tensors are

calculated with the x2c-SVPall-2c basis set for the light elements132 and the x2c-TZVPPall-

2c132 or x2c-QZVPall-2c basis164 for La and Lu. The mSNSO-DLU-X2C Hamiltonian is

applied and we employ the TPSS,192 r2SCAN,195,196 PBE0,171,172 PBE0-40HF,29,171,172 CAM-

QTP-02,206 HSE06,207�209 and ωB97X-D173 functionals with �ne grids (grid 4a).174�176 Here,

we apply COSMO to treat the molecular environment in solution.146,147 Thus, we use the

respective parameters for tetrahydrofuran (THF), which are εr = 7.520, a solvation radius of

1.30Å, and a refractive index of 1.4050. The SCF procedure is considered converged with an

energy threshold of 10−7 Eh and criterion of 10−7 a.u. for the root mean square of the density

matrix. The common gauge origin is placed at the La or Lu atom.

5 Comparison to other Two-Component Approaches for

Diatomic Molecules

The ∆g shifts of diatomic molecules at various two-component levels are shown in Tab. 2. Our

gauge-invariant X2C framework is compared to the non-collinear DKH approach of Malkin

et al.27 and the ZORA Hamiltonian.161 All 11 molecules feature a Kramers doublet ground

state. Overall, the X2C and DKH Hamiltonian lead to qualitatively similar results. For HgH,

the largest absolute deviations are observed with 14.6 ppt (∆g⊥). The ZORA results show a

larger deviation towards X2C or DKH. Here, the deviation amounts to more than 60 ppt for

PdH. This behavior can be rationalized by the closer formal relationship of X2C and DKH as

well as the use of Gaussian-type orbitals. Note that the ZORA implementation23,161 utilizes

Slater-type orbitals, and thus the basis sets cannot be compared directly. Moreover, both the

X2C and DKH ansatz make use of three non-collinear calculations to assemble the complete

g-tensor. Notably, this framework includes spin polarization. In contrast to DKH, magnetic
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Table 2: Principal components of the ∆g shift in ppt for a set of diatomic molecules compiled
in Ref. 161. Our gauge-invariant mSNSO-X2C approach is compared to the DKH ansatz
with a common gauge origin of Ref. 27 and the ZORA formalism using GIAOs of Ref. 161.
These corresponding results are taken from these references. Note that all calculations use
tailored basis sets for the respective Hamiltonian and the BP86 functional. X2C results with
the uncontracted Dyall-VTZ/pcS-2 basis and more sophisticated functionals are given in
the Supporting Information. ‖ and ⊥ refer to the components of the g-tensor parallel and
perpendicular to the bond axis. Experimental (Expt.) results are taken from Ref. 226.

X2C-GIAO DKH-CGO ZORA-GIAO Expt.

Molecule ∆g‖ ∆g⊥ ∆g‖ ∆g⊥ ∆g‖ ∆g⊥ ∆g‖ ∆g⊥

RhC −3.0 53.6 −0.6 56.9 −2.0 50.3 1.6 51.8
PdH −22.6 230.2 −16.5 224.2 −27.7 294.8 −37.3 290.9
ZnH −2.5 −23.6 −0.3 −19.1 −0.4 −24.9 −2.0 −17.1
CdH −4.1 −62.1 −1.9 −59.8 −2.4 −71.7 −5.3 −49.9
HgH −25.0 −221.9 −25.9 −236.5 −30.0 −251.8 −26.3 −174.3
ZnF −2.3 −9.2 −0.3 −6.7 −0.3 −6.8 −0.3 −6.3
CdF −2.7 −22.4 −0.8 −21.2 −0.9 −21.4 −1.3 −17.3
HgF −13.3 −50.0 −11.6 −54.1 −14.0 −66.1 −9.3 −41.3
ZnAg −2.2 −20.6 −0.2 −19.0 −0.3 −21.8 0.2 −11.8
CdAg −3.1 −46.9 −1.1 −45.9 −1.3 −51.3 −0.9 −31.2
HgAg −10.7 −131.8 −10.0 −140.9 −10.4 −143.8 −6.5 −88.7

properties can be formulated straightforwardly in X2C. For instance, a back transformation

of the DKH wave function to the 4c picture is applied to (approximately) arrive at the DKH-

transformed expression of the �rst-order Zeeman operator in Ref. 27. A detailed discussion

of magnetic �elds in DKH and the associated di�culties is provided in Ref. 225.

All calculations utilize the generalized gradient approximation (GGA) functional BP86

and therefore a comparison with the experimental �ndings reveals notable deviations for

some molecules. For instance, all methods fail to predict the correct sign of the ∆g‖ shift for

RhC. Also for PdH, HgH, and HgAg, the experimental results are not accurately reproduced.

As shown by further studies in the Supporting Information, this can be reduced by choosing

more sophisticated functionals such as PBE0 and ωB97X-D, while the uncontracted Dyall-

VTZ/pcS-2 bases lead to very similar results. Further improvements are obtained when

optimizing the structure at the same level of theory as for the calculation of the g-tensor.
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Especially for PdH, this protocol results in a major improvement. The components of the g-

tensor change to −33.2 ppt and 315.4 ppt, which is much closer to the experimental �ndings

of −37.3 ppt and 290.9 ppt.

6 Assessment for Transition-Metal Complexes

In this section, we �rst assess the accuracy of the relativistic Hamiltonian in Sec. 6.1. Then,

the importance of the basis set is discussed in Sec. 6.2. Lastly, various density functional

approximations are considered in Sec. 6.3. We only discuss the RMB-GIAO approach for

the basis set and the density functional approximation in the main text. We refer to the

Supporting Information for the other approaches.

6.1 Comparison to Four-Component Data and Hamiltonian Studies

The X2C and DLU-X2C Hamiltonian are further assessed by comparison to the 4c Hamil-

tonian for the 17 transition-metal complexes in Tab. 3. First, the quasi-relativistic Hamil-

tonians accurately reproduce the 4c results. Even for the W, Re, and Os compounds, the

deviation of the isotropic ∆g shift towards the 4c results amounts to at most 4 ppt. For

the Mo and Tc complexes, the deviation is below 2 ppt and often even below 1 ppt. Simi-

lar trends are observed for the three principal components. We discuss the impact of the

mSNSO approach on the results in detail in the Supporting Information. Here, we just state

that it results in a substantial improvement. Generally, the calculated g-tensors are in good

agreement with the experimental �ndings for the Mo, W, and Os complexes. Here, the devi-

ation amounts to at most 10 ppt for [MoOF4]− and 15 ppt for both [WOBr5]2− and [OsOF5].

Given the absolute value of the isotropic ∆g shift for these complexes the Dyall-TZ/IGLO-

III basis set and the PBE0 functional may already be considered su�cient. However, larger

deviations are observed for the Re complexes with 60 ppt for [ReOBr4] and about 80 ppt for

[ReOF5]−. These are errors of about 60% for [ReOBr4] and 30% for [ReOF5]−.
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Table 3: Principal components of the g-tensor relative to that of the free electron in ppt. Non-
collinear 4c results are taken from the Supporting Information of Ref. 29. �PCC� denotes that
the derivatives ofX and R are neglected. Experimental (Expt.) results211�222 were collected
in Ref. 29. All calculations utilize a common gauge origin and the RKB condition. Results
with the Sapporo-DKH3-QZP-2012-di�use bases are listed in the Supporting Information.

Molecule Hamiltonian ∆giso ∆g‖ ∆g⊥ Molecule Hamiltonian ∆giso ∆g‖ ∆g⊥

[MoNCl4]2− X2C RKB PCC −43.4 −88.9 −20.7 [TcNF4]− X2C RKB PCC −41.5 −77.6 −23.4
X2C RKB −43.9 −89.5 −21.1 X2C RKB −42.0 −78.3 −23.8
DLU RKB PCC −43.4 −88.9 −20.8 DLU RKB PCC −41.5 −77.7 −23.4
DLU RKB −44.0 −89.5 −21.3 DLU RKB −42.1 −78.4 −23.9
4c RKB −43 −90 −20 4c RKB −41 −78 −23
Expt. −44 −96 −18 Expt. −44 −107 −12

[MoOF4]− X2C RKB PCC −75.9 −94.2 −66.8 [TcNCl4]− X2C RKB PCC 5.7 26.2 −4.6
X2C RKB −76.4 −94.8 −67.2 X2C RKB 5.2 25.5 −4.9
DLU RKB PCC −75.9 −94.1 −66.9 DLU RKB PCC 5.7 26.2 −4.5
DLU RKB −76.6 −94.9 −67.4 DLU RKB 5.2 25.6 −5.0
4c RKB −77 −96 −67 4c RKB 7 27 −3
Expt. −87 −108 −77 Expt. 0 6 −2

[MoOCl4]− X2C RKB PCC −42.3 −16.9 −55.0 [TcNBr4]− X2C RKB PCC 79.6 178.4 30.1
X2C RKB −42.7 −17.5 −55.4 X2C RKB 79.0 177.7 29.7
DLU RKB PCC −42.4 −16.9 −55.1 DLU RKB PCC 79.6 178.5 30.2
DLU RKB −42.9 −17.6 −55.6 DLU RKB 78.9 177.6 29.5
4c RKB −42 −17 −55 4c RKB 81 180 31
Expt. −49 −37 −56 Expt. 69 145 32

[MoOF5]2− X2C RKB PCC −104.5 −101.6 −105.9 [ReNF4]− X2C RKB PCC −188.5 −329.0 −118.2
X2C RKB −104.9 −102.2 −106.3 X2C RKB −189.2 −330.1 −118.8
DLU RKB PCC −104.5 −101.5 −105.9 DLU RKB PCC −188.4 −328.8 −118.1
DLU RKB −105.1 −102.3 −106.5 DLU RKB −189.4 −330.1 −119.0
4c RKB −106 −104 −108 4c RKB −186 −326 −116
Expt. −104 −128 −91 Expt. −206 −353 −132

[MoOBr5]2− X2C RKB PCC −7.2 103.8 −62.7 [ReNCl4]− X2C RKB PCC −75.2 −72.7 −76.4
X2C RKB −7.7 103.1 −63.1 X2C RKB −76.0 −73.8 −77.0
DLU RKB PCC −7.4 103.7 −62.9 DLU RKB PCC −75.1 −72.7 −76.3
DLU RKB −8.2 102.7 −63.7 DLU RKB −75.9 −73.7 −77.0
4c RKB −7 104 −63 4c RKB −74 −72 −74
Expt. −9 87 −57 Expt. −78 −87 −73

[WOCl4]− X2C RKB PCC −201.2 −180.8 −211.4 [ReNBr4]− X2C RKB PCC 10.1 109.3 −39.5
X2C RKB −201.9 −181.8 −212.0 X2C RKB 9.2 108.1 −40.2
DLU RKB PCC −201.1 −180.7 −211.3 DLU RKB PCC 10.2 109.3 −39.4
DLU RKB −201.9 −181.7 −211.9 DLU RKB 9.1 108.0 −40.4
4c RKB −198 −179 −208 4c RKB 11 109 −38
Expt. −229 −209 −239 Expt. 3 67 −29

[WOF5]2− X2C RKB PCC −391.5 −455.8 −359.4 [ReOBr4] X2C RKB PCC −39.4 230.8 −174.5
X2C RKB −392.2 −456.9 −359.9 X2C RKB −40.2 229.7 −175.2
DLU RKB PCC −391.4 −455.7 −359.3 DLU RKB PCC −39.3 230.9 −174.4
DLU RKB −392.4 −457.0 −360.1 DLU RKB −40.3 229.5 −175.3
4c RKB −388 −451 −356 4c RKB −37 231 −172
Expt. −368 −443 −330 Expt. −98 171 −232

[WOBr5]2− X2C RKB PCC −190.3 −82.1 −244.5 [ReOF5]− X2C RKB PCC −351.5 −317.8 −368.4
X2C RKB −191.1 −83.2 −245.1 X2C RKB −352.3 −318.9 −369.0
DLU RKB PCC −190.3 −82.1 −244.4 DLU RKB PCC −351.4 −317.6 −368.4
DLU RKB −191.5 −83.5 −245.4 DLU RKB −352.4 −318.9 −369.2
4c RKB −187 −81 −240 4c RKB −348 −314 −365
Expt. −172 −99 −206 Expt. −269 −282 −262

[OsOF5] X2C RKB PCC −312.2 −182.7 −376.9
X2C RKB −313.0 −183.8 −377.5
DLU RKB PCC −312.1 −182.6 −376.9
DLU RKB −313.1 −183.8 −377.7
4c RKB −309 −180 −374
Expt. −324 −197 −387
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Second, the error introduced by the DLU scheme is negligible. For the Mo and Tc

complexes, the error is typically about 0.1 ppt. The maximum error is 0.4 ppt for the isotropic

∆g shift of [WOBr5]2−, compared to an absolute value of 190 ppt. The errors of the principal

components are very similar. Thus, no error cancellation is observed and the DLU scheme

is a robust approximation. This con�rms our previous �ndings for the HFC constant.73

Third, the impact of the decoupling derivatives typically amounts to about 1 ppt for

the heavier compounds. This may validate the previous X2C implementation for the EPR

g-tensor in Ref. 77. Notably, the error introduced by neglecting the decoupling derivatives

is clearly larger than the error introduced by the local approximation and the derivatives

can therefore routinely be included in DLU-X2C calculations with almost no computational

overhead compared to a DLU-X2C energy calculation. For these complexes, the calculation

of the g-tensor with the DLU-X2C Hamiltonian including derivatives takes a few seconds

only. The computational costs are considered in detail in Sec. 6.4.

The three di�erent approaches to the EPR g-tensor, i.e. RKB-CGO, RMB-CGO, and

RMB-GIAO, are compared in Tab. 4. The DLU error is negligible in all cases, which further

demonstrates the broad applicability of this approximation. Overall, the impact of the RMB

and the GIAOs on the actual results is comparably small. As expected, the largest absolute

deviations are found for the heavy W, Re, and Os compounds. There, deviations of about

2�3 ppt are observed. For [ReNBr4]−, this amounts to a relative change of about 17%, while

it amounts to only 1% for [ReOF5]−. The small impact of the GIAOs can be rationalized

by analyzing the individual terms for the EPR g-tensor in Eq. 28. The contribution of the

one-electron potential and the two-electron integrals compensate each other to a large extent.

The main advantage of GIAOs is that the working equations become gauge-origin invariant.

The price to pay for this physical constraint is the evaluation of the two-electron integrals�

especially the HF exchange integrals. For instance, the calculation of the g-tensor of [OsOF5]

with 499 basis functions (spherical atomic orbital representation) takes about 8.8 minutes

with the RMB-GIAO ansatz. Here, the computation of the one-electron terms requires 6
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Table 4: Comparison of two-component Hamiltonians for the principal components of the
∆g-tensor in ppt. Experimental (Expt.) results211�222 were collected in Ref. 29.

Molecule Hamiltonian ∆giso ∆g‖ ∆g⊥ Molecule Hamiltonian ∆giso ∆g‖ ∆g⊥

[MoNCl4]2− X2C RKB −43.9 −89.5 −21.1 [TcNF4]− X2C RKB −42.0 −78.3 −23.8
X2C RMB −43.2 −88.8 −20.4 X2C RMB −41.2 −77.5 −23.1
X2C GIAO −42.4 −88.0 −19.7 X2C GIAO −40.8 −76.6 −22.9
DLU RKB −44.0 −89.5 −21.3 DLU RKB −42.1 −78.4 −23.9
DLU RMB −43.2 −88.8 −20.5 DLU RMB −41.3 −77.6 −23.1
DLU GIAO −42.5 −88.0 −19.8 DLU GIAO −40.9 −76.8 −22.9
Expt. −44 −96 −18 Expt. −44 −107 −12

[MoOF4]− X2C RKB −76.4 −94.8 −67.2 [TcNCl4]− X2C RKB 5.2 25.5 −4.9
X2C RMB −75.7 −94.0 −66.5 X2C RMB 5.9 26.3 −4.2
X2C GIAO −75.2 −93.3 −66.1 X2C GIAO 6.5 27.4 −3.9
DLU RKB −76.6 −94.9 −67.4 DLU RKB 5.2 25.6 −5.0
DLU RMB −75.7 −94.0 −66.6 DLU RMB 5.9 26.2 −4.2
DLU GIAO −75.2 −93.4 −66.2 DLU GIAO 6.5 27.4 −3.9
Expt. −87 −108 −77 Expt. 0 6 −2

[MoOCl4]− X2C RKB −42.7 −17.5 −55.4 [TcNBr4]− X2C RKB 79.0 177.7 29.7
X2C RMB −42.0 −16.8 −54.7 X2C RMB 79.9 178.6 30.6
X2C GIAO −41.4 −15.9 −54.2 X2C GIAO 80.6 179.3 31.3
DLU RKB −42.9 −17.6 −55.6 DLU RKB 78.9 177.6 29.5
DLU RMB −42.1 −16.8 −54.8 DLU RMB 79.9 178.6 30.6
DLU GIAO −41.5 −15.9 −54.3 DLU GIAO 80.6 179.3 31.2
Expt. −49 −37 −56 Expt. 69 145 32

[MoOF5]2− X2C RKB −104.9 −102.2 −106.3 [ReNF4]− X2C RKB −189.2 −330.1 −118.8
X2C RMB −104.2 −101.4 −105.5 X2C RM −188.7 −329.5 −118.3
X2C GIAO −103.4 −100.5 −104.9 X2C GIAO −187.2 −326.5 −117.5
DLU RKB −105.1 −102.3 −106.5 DLU RKB −189.4 −330.1 −119.0
DLU RMB −104.2 −101.4 −105.6 DLU RMB −188.7 −329.5 −118.3
DLU GIAO −103.5 −100.6 −104.9 DLU GIAO −187.2 −326.5 −117.5
Expt. −104 −128 −91 Expt. −206 −353 −132

[MoOBr5]2− X2C RKB −7.7 103.1 −63.1 [ReNCl4]− X2C RKB −76.0 −73.8 −77.0
X2C RMB −6.7 104.1 −62.1 X2C RMB −75.5 −73.3 −76.6
X2C GIAO −6.5 104.7 −62.1 X2C GIAO −74.5 −72.2 −75.6
DLU RKB −8.2 102.7 −63.7 DLU RKB −75.9 −73.7 −77.0
DLU RMB −7.0 104.0 −62.4 DLU RMB −75.5 −73.4 −76.6
DLU GIAO −6.7 104.6 −62.4 DLU GIAO −74.4 −72.2 −75.6
Expt. −9 87 −57 Expt. −78 −87 −73

[WOCl4]− X2C RKB −201.9 −181.8 −212.0 [ReNBr4]− X2C RKB 9.2 108.1 −40.2
X2C RMB −201.4 −181.3 −211.5 X2C RMB 9.8 108.7 −39.7
X2C GIAO −200.6 −180.4 −210.6 X2C GIAO 10.8 110.7 −39.1
DLU RKB −201.9 −181.7 −211.9 DLU RKB 9.1 108.0 −40.4
DLU RMB −201.4 −181.3 −211.5 DLU RMB 9.8 108.6 −39.6
DLU GIAO −200.5 −180.4 −210.6 DLU GIAO 10.8 110.7 −39.1
Expt. −229 −209 −239 Expt. 3 67 −29

[WOF5]2− X2C RKB −392.2 −456.9 −359.9 [ReOBr4] X2C RKB −40.2 229.7 −175.2
X2C RMB −391.7 −456.3 −359.4 X2C RMB −39.7 230.3 −174.6
X2C GIAO −389.2 −451.8 −358.0 X2C GIAO −39.3 230.7 −174.2
DLU RKB −392.4 −457.0 −360.2 DLU RKB −40.3 229.5 −175.3
DLU RMB −391.8 −456.4 −359.4 DLU RMB −39.7 230.2 −174.6
DLU GIAO −389.3 −451.8 −358.0 DLU GIAO −39.2 230.7 −174.2
Expt. −368 −443 −330 Expt. −98 171 −232

[WOBr5]2− X2C RKB −191.1 −83.2 −245.1 [ReOF5]− X2C RKB −352.3 −318.9 −369.0
X2C RMB −190.5 −82.6 −244.5 X2C RMB −351.7 −318.3 −368.5
X2C GIAO −190.1 −79.3 −245.5 X2C GIAO −350.3 −315.1 −367.8
DLU RKB −191.5 −83.5 −245.4 DLU RKB −352.4 −318.9 −369.2
DLU RMB −190.6 −82.7 −244.5 DLU RMB −351.8 −318.3 −368.5
DLU GIAO −190.1 −79.3 −245.5 DLU GIAO −350.3 −315.1 −367.8
Expt. −172 −99 −206 Expt. −269 −282 −262

[OsOF5] X2C RKB −313.0 −183.8 −377.5
X2C RMB −312.4 −183.3 −376.9
X2C GIAO −311.8 −181.7 −376.8
DLU RKB −313.1 −183.8 −377.7
DLU RMB −312.4 −183.2 −376.9
DLU GIAO −311.8 −181.7 −376.8
Expt. −324 −197 −387
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seconds. In contrast, only 4 and 5 seconds are required for the RKB-CGO and RMB-CGO

approach, respectively. Timings are measured with the DLU-X2C Hamiltonian and a single

thread of an Intel R© Xeon R© Gold 6212U CPU @ 2.40GHz. For this purpose, the code was

compiled with Intel R© Fortran Compiler 19.0.1.144. Compared to the SCF procedure, this

computational e�ort is negligible with all approaches for the g-tensor.

6.2 Basis Set Study

The results of the relativistic all-electron basis set study on the 15 aforementioned transition-

metal complexes are summarized in Figure 1. For each basis set, the mean absolute percent-

wise deviation (MAPD) and the corresponding standard deviation (STD) were computed

over the sum of the 15 compounds. The MAPD is calculated as follows:

MAPD =
N=15∑
i=1

|∆gtesti,iso −∆grefi,iso|
|∆grefi,iso|

(57)

where ∆gtesti,iso and ∆grefi,iso denote the isotropic g-shift for the test basis set and the reference

basis set, respectively.

From the �gure, it is clear that the Sapporo-type basis sets perform consistently worse

than the others included in this study, which starkly contrasts with its good performance for

the HFC constant observed in our previous work for the same set of compounds.73 Even the

quadruple-ζ analog of the Sapporo basis sets results in an MAPD and STD of over 9.32%,

which is far larger than that of the pcS-3/Dyall-VQZ (1.10%), cc-pVQZ/Dyall-VQZ (1.80%),

and x2c-QZVPall-2c (1.98%) con�gurations. Thus, the results are more similar to the NMR

shielding studies, in which the x2c-type and Dyall bases also outperformed the Sapporo basis

sets.164,176

Conversely, the triple-ζ quality basis sets aside from the Sapporo-DKH3-TZP-2012 con-

�gurations achieve accurate results when compared to the reference values, with MAPDs of

less than 3%. In particular, going to the quadrupole-ζ quality analog did not signi�cantly
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Figure 1: Assessment of various basis sets compared to an even-tempered reference for 15
of the 17 transition-metal complexes. [TcNCl4]− is omitted due to a small absolute ∆g shift
(4 ppt) and [WOF5]2− is neglected in the statistical evaluation due to convergence issues for
the alignment of spin x and y with the ET basis. MAPD and STD denote the mean absolute
percent-wise error and its standard deviation. For brevity, the su�x �unc� is omitted for the
combinations of the Dyall basis and the ANO basis sets. See Tab. 1 for further details on
the basis sets and their size. Note that we excluded the Jorge basis sets due to large errors
of more than 90%.

Decontracted Basis Sets Segmented-Contracted Basis Sets Decontracted Basis Sets

change the MAPD and STD for all basis sets. This also holds true when comparing the de-

contracted and contracted x2c-XZVPall-2c (X=T,Q) basis sets. The ANO-R and ANO-RCC

basis sets achieve the lowest MAPD and STD of all con�gurations studied, at 0.52/0.94 and

0.53/0.87, respectively.

In summary, these results indicate that triple-ζ quality basis sets are su�cient for accurate

calculations of the g-tensor when using the cc-pVTZ/Dyall-VTZ, x2c-TZVPall-2c, and x2c-

TZVPall-2c-s basis sets for these species. In particular, quadrupole-ζ or even decontracted

basis sets are unnecessary if the x2c-TZVPall-2c basis set is used, which signi�cantly reduces

the total basis set dimension (see also Tab. 1). The quadruple-ζ basis sets may be used for

benchmark calculations.
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6.3 Study of Density Functional Approximations

The impact of frequently used density functionals of various rungs is shown in Fig. 2 for the

set of 17 transition�metal complexes. Similar to other magnetic properties,125,227�234 hybrid

functionals usually lead to an improvement over pure density functionals. Yet, the errors

of the hybrid functionals are systematically larger than those found previously for the EPR

HFC constant. Speci�cally, the errors for the g-tensor range from roughly 10% to less than

30%, whereas errors for the HFC constant span from 5% to less than 25%.73

Considering the Laplacian or the (generalized) kinetic energy in the functional approxi-

mation does not reduce the errors. Here, we observe just the opposite, and the performance

of all meta-GGAs is notably inferior to that of GGAs. Particularly, the performance of

r2SCAN deteriorates substantially, in contrast to the considerable improvement over GGAs

that r2SCAN gave for HFC constants.73

The errors of GGA hybrid functionals cover a range from 15% to 20%. The B97 family

and PBE0 perform best within this class. Note that B97 and B3LYP performed poorly

Figure 2: Assessment of density functional approximations compared to the experimental
�ndings for 15 of the 17 transition-metal complexes. [ReNBr4]− and [TcNCl4]− are neglected
in the statistical evaluation. MAPD and STD denote the mean absolute percent-wise error
and its standard deviation.

Pure Density Functionals Hybrid Density Functionals Range-Separated Hybrids
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for the HFC constants. TPSSh and revTPSSh do not include a su�cient amount of HF

exchange as shown by the reduced errors of TPSS0 with 25% of exchange instead of 10%.

The performance of the latter is on par with B3LYP and BH&HLYP. Range-separation or

the Coulomb attenuating method do not achieve consistent improvements; whereas CAM-

B3LYP reduced the errors compared to its parent B3LYP, CAM-QTP-00 shows the largest

errors among all hybrid functionals. PBE0, LC-ωPBE, and ωB97X-D show very similar

errors as for the HFC constant. The MAPDs amount to about 15% and we recommend

these functionals for an error-balanced calculation of EPR spectra.

6.4 Application to [Pt(C6Cl5)4]
−

To illustrate the computational costs, we apply the X2C and the DLU-X2C Hamiltonian

to [Pt(C6Cl5)4]−, described by more than 3000 basis functions. The ∆g shifts are listed in

Tab. 5. In line with the previous study of the density functional approximations, we only

consider hybrid density functionals.

Generally, the uncontracted Dyall-VTZ/pcS-2 and the segmented-contracted x2c-QZVPall-

2c basis sets lead to very similar results with the RKB and RMB condition using a common

gauge origin as well as the RMB-GIAO ansatz. Notably, the magnetic-�eld derivatives of

COSMO do not lead to substantial changes. We note that an improved relativistic de-

scription with COSMO formally requires further generalizations in two aspects. First, the

parameters such as the solvation radii and the grids for the COSMO surface are not opti-

mized for relativistic all-electron calculations.146,147 Second, we do not apply the relativistic

picture-change correction to COSMO. Such a correction is less straightforward to imple-

ment than the corresponding correction to expectation values since the COSMO surface is

optimized in the SCF iterations.146,147

Overall, the CAM-QTP functionals perform remarkably well for the isotropic shift and

the three principal components. Note that this performance of CAM-QTP-00 is in stark

contrast to the �ndings in Sec. 6.3 and the accuracy of CAM-QTP-00 signi�cantly depends

30



Table 5: Principal components of the ∆g shift for [Pt(C6Cl5)4]− in ppt. RKB and RMB refer
to restricted kinetic and magnetic balance, while CGO and GIAO denote a common gauge
origin and gauge-including atomic orbitals, respectively. We use the mSNSO-DLU-X2C
Hamiltonian. Experimental (Expt.) results are taken from Ref. 235.

Dyall-VTZ-unc/pcS-2-unc x2c-QZVPall-2c

Functional Hamiltonian ∆giso ∆g11 ∆g22 ∆g33 ∆giso ∆g11 ∆g22 ∆g33

BH&HLYP RKB CGO 553 −372 953 1078 549 −374 949 1072
RMB CGO 554 −371 954 1079 550 −372 950 1072
RMB GIAO 553 −371 953 1079 550 −372 950 1072

B3LYP RKB CGO 425 −409 648 1002 420 −412 676 997
RMB CGO 427 −408 685 1003 422 −410 678 998
RMB GIAO 426 −408 683 1004 422 −410 678 998

PBE0 RKB CGO 462 −350 787 948 454 −354 779 938
RMB CGO 463 −349 788 949 456 −352 780 939
RMB GIAO 462 −349 787 949 456 −352 780 939

PBE0-40HF RKB CGO 513 −337 888 988 510 −341 885 986
RMB CGO 514 −337 890 989 511 −339 886 987
RMB GIAO 513 −337 888 989 511 −339 886 987

TPSSh RKB CGO 326 −355 581 751 317 −359 576 734
RMB CGO 327 −354 582 752 319 −357 578 736
RMB GIAO 333 −351 588 762 325 −354 585 745

TPSS0 RKB CGO 435 −310 752 864 430 −313 747 856
RMB CGO 436 −309 753 865 430 −313 747 856
RMB GIAO 441 −307 759 873 437 −310 755 865

CAM-B3LYP RKB CGO 535 −397 919 1083 534 −399 917 1084
RMB CGO 536 −396 921 1084 535 −398 918 1085
RMB GIAO 536 −396 919 1084 535 −398 918 1085

CAM-QTP-00 RKB CGO 601 −382 1034 1150 603 −384 1035 1158
RMB CGO 602 −381 1036 1151 604 −382 1036 1158
RMB GIAO 601 −381 1034 1150 604 −382 1036 1158

CAM-QTP-02 RKB CGO 614 −413 1057 1198 609 −416 1056 1186
RMB CGO 615 −413 1058 1199 610 −415 1057 1187
RMB GIAO 614 −413 1056 1198 610 −415 1057 1187

HSE06 RKB CGO 446 −364 759 943 443 −367 754 941
RMB CGO 447 −363 760 945 444 −365 755 942
RMB GIAO 447 −363 758 945 444 −365 755 943

LC-ωPBE RKB CGO 534 −349 940 1011 531 −353 938 1008
RMB CGO 535 −348 942 1012 532 −351 939 1008
RMB GIAO 534 −348 940 1011 532 −351 939 1009

ωB97X-D RKB CGO 529 −398 893 1093 528 −401 891 1094
RMB CGO 530 −397 894 1094 529 −399 892 1095
RMB GIAO 530 −397 893 1094 529 −399 892 1095

Expt. 594 −400 1005 1177 594 −400 1005 1177
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on the molecule. ωB97X-D reproduces one of the three components very well but loses some

ground for the other components. Generally, range-separated functionals and Becke's half

and half functional (BH&HLYP) yield the most accurate results for this complex. This

is in line with previous studies on the HFC constant29,73 and also similar to results for

other magnetic properties.125,227�234 TPSSh and HSE06 are not su�cient as they fail to

deliver accurate results for ∆g22 and ∆g33. Again, this may be explained by the fact that

TPSSh only includes 10% of HF exchange. Consequently, TPSS0 signi�cantly improves upon

TPSSh. Moreover, we previously observed that the results with HSE06 deteriorate for the

HFC tensor of larger molecules.73

We discuss the computational costs for the PBE0 functional. First, a two-component

SCF calculation with the uncontracted Dyall-VTZ/pcS-2 basis set (3360 basis functions in

the spherical representation) takes between 5.5 and 8 hours on 12 threads of an Intel R©

Xeon R© Gold 6212U CPU @ 2.40GHz. This requires 69�109 iterations. The calculation of

the g-tensor with a common gauge origin only takes 17 seconds with the DLU scheme and

the RKB condition. This is increased to 22 seconds with the RMB condition. The RMB-

GIAO approach requires 1.0 hours. Here, the one-electron terms need 47 seconds, while the

computation of the Coulomb and the HF exchange integrals amounts to 57.5 minutes. The

derivatives of the exchange-correlation energy are evaluated in 2 minutes. Thus, e�cient

and robust approximations to the HF exchange integrals such as an extension of the two-

component seminumerical exchange approximation for SCF energies130,131 to magnetic-�eld

derivatives are desirable. Matters are similar for the x2c-QZVPall-2c basis set, which leads

to 3003 basis functions in total (4720 primitive basis functions). Here, the SCF procedure

requires 26.5 to 41.9 hours for 64�106 SCF iterations, see also Ref. 73. The RKB-CGO

and RMB-CGO calculations of the g-tensor take 1.0 and 1.5 minutes, respectively. This is

increased to 4.2 hours with the RMB-GIAO ansatz, for which the one-electron parts need

2.7 minutes and the two-electron integrals require the remaining 98% of the computational

time (4.1 hours). The RI-J and the XC terms only take 2.5 and 7.1 minutes, respectively.
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Again, the HF exchange integrals dominate the computational costs for this approach. The

acceleration of the DLU scheme is signi�cant as the formal scaling of the one-electron Hamil-

tonian (derivatives) is reduced form O(N3) to O(N2), where N measures the system-size.

For the RKB-CGO and the RMB-CGO approach, the full X2C Hamiltonian needs 64.8 and

69.7 minutes, whereas the wall time for RMB-GIAO is 75 minutes. Therefore, the DLU

scheme leads to a speed-up by a factor of 29�61 for the one-electron part and the maximum

error for the principle components amounts to about 5 ppt for both x2c-QZVPall-2c and

the Dyall bases. The errors of isotropic the ∆g shift are 1.5 ppt and 2.2 ppt. The speed-up

decreases from RKB-CGO to RMB-GIAO as more integral derivatives need to be evaluated

and all blocks of the integrals are required for the DLU scheme to consider the interatomic

o�-diagonal corrections. For pure density functionals, the computation time of the full X2C

Hamiltonian is much larger than that of the RI-J integrals and the XC terms. Therefore, the

X2C step will dominate the corresponding computational costs for pure density functionals.

In conclusion, calculations of large molecules are possible with limited computational

resources and the convergence of the SCF procedure is the time-determining part of the

computational protocol. Therefore, the GIAO-RMB ansatz can be routinely used for large-

scale calculations.

7 Application to Lanthanide Molecules

We recently demonstrated that our implementation of the hyper�ne coupling constant within

the one-electron exact two-component theory framework accurately reproduces the experi-

mental HFC constants of the three lanthanide complexes [La(OAr*)3]−, [Lu(NR2)3]−, and

[Lu(OAr*)3]− of Ref. 8, which represent potential molecular qubit materials.73

To supplement this study and demonstrate that the spin Hamiltonian parameters for

this class of important compounds can be accurately predicted by the present method, we

calculate the g-tensors for the experimental HFC constants of the three lanthanide complexes
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Table 6: Principal components of the g-tensor for the three spin-1
2
La(II) and Lu(II)

molecules [La(OAr*)3]−, Lu(NR2)3]−, and [Lu(OAr*)3]− (OAr* = 2,6-Ad2-4-t-Bu-C6H2O,
Ad = adamantyl, t-Bu= tert-butyl, R = SiMe3 with Me = methyl).8 RKB and RMB refer
to restricted kinetic and magnetic balance, while CGO and GIAO denote a common gauge
origin and gauge-including atomic orbitals, respectively. We use the mSNSO-DLU-X2C
Hamiltonian. The x2c-TZVPPall-2c/x2c-SVPall-2c basis sets are employed. We refer to the
Supporting Information with the results obtained using the x2c-QZVPall-2c/x2c-SVPall-2c
basis sets. Experimental (Expt.) results are taken from Ref. 8. Th experimental uncertain-
ties are 0.002.

[La(OAr∗)3]
− [Lu(NR2)3]

− [Lu(OAr∗)3]
−

Functional Hamiltonian g11 g22 g33 g11 g22 g33 g11 g22 g33

TPSS RKB CGO 1.897 1.897 1.998 1.885 1.885 1.995 1.907 1.907 1.995
RMB CGO 1.897 1.897 1.998 1.886 1.886 1.996 1.909 1.909 1.998
RMB GIAO 1.895 1.895 1.998 1.884 1.884 1.997 1.909 1.909 1.998

r2SCAN RKB CGO 1.905 1.905 1.996 1.890 1.890 1.996 1.908 1.908 1.996
RMB CGO 1.907 1.908 1.998 1.891 1.891 1.998 1.911 1.911 1.998
RMB GIAO 1.902 1.903 1.998 1.887 1.887 1.998 1.908 1.908 1.999

PBE0 RKB CGO 1.886 1.886 1.995 1.886 1.886 1.996 1.906 1.906 1.996
RMB CGO 1.888 1.888 1.997 1.887 1.887 1.997 1.909 1.909 1.998
RMB GIAO 1.888 1.888 1.997 1.887 1.887 1.997 1.909 1.909 1.998

PBE0-40HF RKB CGO 1.893 1.894 1.997 1.891 1.891 1.996 1.912 1.917 1.997
RMB CGO 1.895 1.896 1.998 1.892 1.892 1.998 1.915 1.920 1.999
RMB GIAO 1.894 1.895 1.998 1.892 1.892 1.998 1.914 1.919 1.999

CAM-QTP-02 RKB CGO 1.890 1.892 1.997 1.878 1.878 1.996 1.900 1.901 1.996
RMB CGO 1.892 1.894 1.999 1.879 1.879 1.998 1.903 1.904 1.999
RMB GIAO 1.891 1.893 1.999 1.879 1.879 1.998 1.902 1.903 1.999

HSE06 RKB CGO 1.914 1.916 1.998 1.889 1.889 1.996 1.917 1.918 1.997
RMB CGO 1.916 1.918 1.999 1.890 1.890 1.998 1.919 1.921 1.999
RMB GIAO 1.913 1.915 1.999 1.890 1.890 1.998 1.917 1.919 1.999

ωB97X-D RKB CGO 1.879 1.880 1.996 1.875 1.877 1.996 1.900 1.901 1.996
RMB CGO 1.881 1.882 1.997 1.876 1.879 1.998 1.903 1.904 1.998
RMB GIAO 1.879 1.881 1.997 1.876 1.878 1.998 1.902 1.903 1.998

Expt. 1.876 1.886 2.000 1.882 1.898 2.000 1.915 1.915 2.000

[La(OAr*)3]−, [Lu(NR2)3]−, and [Lu(OAr*)3]− using the RKB-CGO, RMB-CGO, and RMB-

GIAO approaches for a selection of density functionals evaluated in Section 6.3. Results

obtained using the x2c-TZVPPall-2c/x2c-SVPall-2c basis set combination are provided in

Table 6, whereas the results using the x2c-QZVPall-2c/x2c-SVPall-2c basis sets are given as

Supporting Information.

While in some cases the RMBGIAO ansatz yielded modest improvements to the predicted

g-tensor components in [La(OAr*)3]−, [Lu(NR2)3]−, and [Lu(OAr*)3]−, the overall di�erences
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between the three ansätze remained small, as observed in previous results reported above. In

the following discussion, we therefore compare RMB GIAO results with experimental results,

and errors in g-tensor components are computed as shifts in ppt by: ∆g = (g − gexpt) · 1000.

[La(OAr*)3]− appeared to be a particularly di�cult case for the majority of the density

functionals tested, with errors in g11 exceeding 15 ppt for all functionals but ωB97X-D and

PBE0. In particular, HSE06 performed the worst for [La(OAr*)3]− with errors in g11 and g22

of approximately 37 ppt and 19 ppt, respectively, exceeding those of both r2SCAN and TPSS.

The performance of all functionals were more consistent between themselves for complex

[Lu(NR2)3]−, with errors less than 20 ppt for all principal components of the g-tensor. The

g22 component gave rise to the largest errors, which were universally underestimated by

all functionals but worst captured by ωB97X-D and CAM-QTP-02, giving 19 ppt error in

each case. For compound [Lu(OAr*)3]−, the ωB97X-D and CAM-QTP-02 functionals again

performed the worst for g11 and g22 with errors of over 12 ppt. In contrast, the hybrids

and pure functionals performed well with errors of less than 8 ppt for both components.

Surprisingly, HSE06 yielded the most accurate g-tensor for this compound, despite the fact

that it performed the worst for [La(OAr*)3]−. These observations also hold for predictions of

the g-tensor obtained using the x2c-QZVPall-2c/x2c-SVPall-2c basis sets, which is included

in the Supporting Information. This con�rms the �ndings of Sec. 6.2 and shows that triple-ζ

basis sets are su�cient for the calculation of the g-tensor.

The results indicate that accurate g-tensors for the three Ln compounds can be obtained

using local exact two-component theory. Errors in the principal components of the g-tensor

do not exceed 40 ppt for all functionals tested. However, due to the inconsistent accuracy of

the range-separated hybrids between [La(OAr*)3]−, [Lu(NR2)3]−, and [Lu(OAr*)3]−, hybrid

functionals may be better suited for general application to these types of complexes.
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8 Conclusions

A gauge-origin invariant formulation of exact two-component (X2C) theory for EPR g-tensors

has been presented. This includes the complete derivative of the X2C Hamiltonian in the

presence of an external magnetic �eld. Gauge-including atomic orbitals (GIAOs) and the

restricted magnetic balance (RMB) condition are applied for the basis set expansion of the

Dirac�Hamilton operator. Our implementation supports the �nite nucleus model through-

out, is fully integral direct, and parallelized using OpenMP. Furthermore, we apply the

diagonal local approximation to the unitary decoupling transformation (DLU) to further re-

duce the computational costs. Together with our previously presented implementation of the

EPR hyper�ne coupling (HFC) constant,73 routine calculations are now possible for large

molecules with several thousand basis functions.

Explicit comparisons between the four-component Dirac�Kohn�Sham (DKS) approach

and X2C/DLU-X2C show that the two-component ansatz accurately reproduces the results

of the �fully� relativistic theory when accounting for the two-electron picture-change error

with the modi�ed screened nuclear spin�orbit (mSNSO) approximation. The error intro-

duced by DLU is negligible and considerably smaller than the error introduced by neglecting

the decoupling derivatives as done in previous implementations.77 We assess the importance

of GIAOs and the RMB condition for transition-metal complexes and lanthanide compounds.

Here, the impact is found to be rather small for complexes consisting of one metal center,

where the position of the common gauge origin is straightforward. The computational e�ort

is dominated by the self-consistent �eld (SCF) procedure. Therefore, the gauge-invariant

ansatz does not notably increase the computational costs as demonstrated for [Pt(C6Cl5)4]−

with more than 3000 basis functions.

In addition, we carry out extensive benchmark studies with 24 basis sets and 22 density

functional approximations. This complements our previous study for the HFC constant73 and

reveals some notable di�erences for a computational treatment of the EPR g-tensor and HFC

constant. For the g-tensor, triple-ζ basis sets such as the Sapporo, Dyall, or the Karlsruhe
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x2c-type bases are generally su�cient, whereas the HFC constant requires larger basis sets

or even fully decontracted bases. Therefore, we recommend the uncontracted Dyall-VTZ

or segmented-contracted x2c-QZVPall-2c basis set for an error-balanced description of the

two EPR parameters. This is especially important for relativistic calculations of the pseudo-

contact shift for paramagnetic NMR spectra as this term consists of both the g-tensor and

the HFC tensor.

Hybrid density functional approximations are required for accurate results. Compared

to the HFC constant, a smaller amount of HF exchange is advantageous as evident from the

performance of PBE0 and its modi�cation with 40% of Harteee�Fock (HF) exchange. TPSSh

and revTPSSh (10% HF exchange) are not su�cient, whereas TPSS0 (25% HF exchange)

delivers good results. Thus, functionals with around 25% of HF exchange are a reasonable

choice for the g-tensor. Range-separated hybrids are not a consistent improvement over

conventional global hybrid functionals. CAM-B3LYP and ωB97-X perform best for the set

of 17 transition-metal complexes, whereas CAM-QTP-00 leads to comparably large errors.

The performance of the latter signi�cantly depends on the molecular system, e.g., CAM-

QTP-00 is among the top performers for the larger complex [Pt(C6Cl5)4]−. Overall, PBE0,

LC-ωPBE, and ωB97-X yield similar errors for the g-tensor and the HFC tensor.

Finally, the applicability of our implementation is demonstrated for the three spin-(1/2)

lanthanide compounds [La(OAr∗)3]−, [Lu(NR2)3]−, and [Lu(OAr∗)3]−, whose magnetic prop-

erties suggest design principles for engineering qubits using molecular spins. The principal

components of the g-tensor reproduce experimental results well using x2c-TZVPPall-2c ba-

sis sets for the Ln atom and x2c-SVPall-2c basis sets for the ligand atoms. Unlike for the

hyper�ne coupling constant, the accuracy of range-separated hybrid functionals was incon-

sistent between the three Ln complexes, and thus hybrid functionals appear to provide more

balanced accuracy for Ln species.
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A Appendix

A.1 Simpli�cation with Common Gauge Origin

Without GIAOs, no derivatives of the two-electron integrals will arise and the g-tensor

reduces to
dE
dBu

= tr
[
P
(
~Jv

)
hBu

]
(58)

Note that we use the generalized kinetic energy density152 for meta-generalized gradient

approximations only with the GIAO-based approach. Thus, only the derivative of the one-

electron Hamiltonian is required and this derivative is directly contracted with the SCF

density matrix as done for the hyper�ne coupling tensor.73,75�77 Neglecting GIAOs in the

relativistic 4c basis set expansion leads to79

∣∣ψLi 〉 =
∑
µ

cLµi |φµ〉 (59)

∣∣ψSi 〉 =
∑
µ

cSµi
1

2c
~σ ·
(
~̂p+

1

c
~̂AO
)
|φµ〉 (60)

where O refers to the common gauge origin (CGO), which is usually placed at the center

of the heaviest atom or the center of mass. Then, the overlap matrix S and the potential

matrix V are given by

S =

S 0

0 S

 ,Sµν = 〈λµ|λν〉 (61)

V =

V 0

0 V

 ,Vµν = 〈λµ|V̂ |λν〉 (62)

All other matrices are still not block-diagonal and read

Π †
µν =

1

2
〈φµ|

[
~σ · (~̂p+

1

c
~̂AO)
] [
~σ · (~̂p+

1

c
~̂AO)
]
|φν〉 (63)
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Π µν =
1

2
〈φµ|

[
~σ · (~̂p+

1

c
~̂AO)
] [
~σ · (~̂p+

1

c
~̂AO)
]
|φν〉 (64)

Wµν = 〈φµ|
[
~σ · (~̂p+

1

c
~̂AO)
]
V̂
[
~σ · (~̂p+

1

c
~̂AO)
]
|φν〉 , (65)

Tµν =
1

2
〈φµ|

[
~σ · (~̂p+

1

c
~̂AO)
] [
~σ · (~̂p+

1

c
~̂AO)
]
|φν〉 (66)

All matrices are Hermitian. Note that the derivatives of the overlap and the potential matrix

with respect to the magnetic �eld will be zero. So, the response equations of Sec. 2.4 are

simpli�ed. The derivatives of T , Π , and W are still non-zero and given by

(
∂Tµν
∂Bu

)
0

=
1

2c
σ0 〈λµ|(~̂rO × ~̂p)u|λν〉+

1

2c
σu 〈λµ|λν〉 (67)(

∂Π †
µν

∂Bu

)
0

=
1

2c
σ0 〈λµ|(~̂rO × ~̂p)u|λν〉+

1

2c
σu 〈λµ|λν〉 (68)(

∂Wµν

∂Bu

)
0

= +
1

2c
σ0 〈λµ|(~̂rO × ~̂p)u V̂ + V̂ (~̂rO × ~̂p)u|λν〉

+ 〈λµ|
i

2c
σu

(
~̂p V̂

)
· ~̂rO −

i
2c

(
~̂p V̂

)
u

(
~σ · ~̂rO

)
|λν〉

+
1

c
σu 〈λµ|V̂ |λν〉 (69)

Note that for the position vector ~r the subscript µ is replaced by the common gauge origin

O compared to Sec. 2.4. The derivative of the X2C Hamiltonian becomes

h+,B
u = R†,Bu LR+R†LBuR+R†LRB

u (70)

where the derivative of the NESC matrix reads

LBu = Π †,B
u X + Π †XB

u +X†,Bu Π +X†Π B
u

+X†,Bu

(
1

4c2
W − T

)
X+X†

(
1

4c2
WB

u − TB
u

)
X +X†

(
1

4c2
W − T

)
XB

u

(71)

Compared to the GIAO-based equation, only the derivative of the potential matrix V is

omitted.

39



As the derivative of T is still non-zero, the derivative of the 4c metric M is also non-zero

in RMB. Thus, the working equations for the derivative of X are

XB
u =

(
CS
− −XCL

−
) (

UB
u

)
−+

CL,†
+ S̃ (72)

with the orbital rotation matrix

(UB
u,−+)kl =

(D̃B
u,−+)kl − (M̃B

u,−+)kl (E++)ll

(E++)ll − (E−−)kk
(73)

The derivatives of the Dirac matrix and the metric of the Dirac equation are transformed to

the basis of the unperturbed solutions according to

D̃B
u,−+ = CL,†

− Π †,B
u CS

+ +CS,†
− Π B

uC
L
+

+
1

4c2
CS,†
− W

B
u C

S
+ −C

S,†
− T

B
u C

S
+ (74)

M̃B
u,−+ =

1

2c2
CS,†
− T

B
u C

S
+ (75)

Furthermore, the derivatives of the renormalization matrix are calculated by solving a sim-

pli�ed version of the Sylvester matrix equation according to

RRB
u +RB

uR = −S̃−1S̃BuRR (76)

using a generalized eigenvalue decomposition method.56 The derivative of S̃ is given by

S̃Bu =
1

2c2
X†,Bu TX +

1

2c2
X†TB

u X +
1

2c2
X†TXB

u (77)
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A.2 Simpli�cation with Kinetic Balance

Further approximations are possible, i.e. the generalized momentum operator can be ne-

glected like in 4c approaches.28,29 Thus, the basis set expansion reads78

∣∣ψLi 〉 =
∑
µ

cLµi |φµ〉 (78)

∣∣ψSi 〉 =
∑
µ

cSµi
1

2c
~σ · ~̂p |φµ〉 (79)

The Dirac equation in the supermatrix form consists of the block-diagonal matrices

S =

S 0

0 S

 ,Sµν = 〈λµ|λν〉 (80)

V =

V 0

0 V

 ,Vµν = 〈λµ|V̂ |λν〉 (81)

T =

T 0

0 T

 ,Tµν =
1

2
〈φµ|p̂2|φν〉 (82)

and the general matrices

Π †
µν =

1

2
〈φµ|

[
~σ · (~̂p+

1

c
~̂AO)
] (
~σ · ~̂p

)
|φν〉 (83)

Wµν = 〈φµ|
(
~σ · ~̂p

)
V̂
(
~σ · ~̂p

)
|φν〉 (84)

Only the generalized momentum matrix Π depends on the vector potential. Therefore, the

derivative of the X2C Hamiltonian is considerably simpli�ed to

h+,B
u = R†,Bu LR+R†LBuR+R†LRB

u (85)
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where the derivative of the NESC matrix reads

LBu = Π †,B
u X + Π †XB

u +X†,Bu Π +X†Π B
u

+X†,Bu

(
1

4c2
W − T

)
X+X†

(
1

4c2
W − T

)
XB

u

(86)

Here, the one-electron integral derivative of the generalized momentum matrix is given by

(
∂Π †

µν

∂Bu

)
0

=
1

4c
〈φµ|

(
~̂rO × ~σ

)
u
~σ · ~̂p|φν〉

=
1

4c
σ0 〈λµ|(~̂rO × ~̂p)u|λν〉+

i
4c
〈λµ|

[
~σ · ~̂rO

]
p̂u − σu

[
~̂rO · ~̂p

]
|λν〉

(87)

Thus, only the prefactor of the scalar part is changed compared to the RMB integral of this

derivative. The explicit working equations for the decoupling derivatives read

XB
u =

(
CS
− −XCL

−
) (

UB
u

)
−+

CL,†
+ S̃ (88)

with the orbital rotation matrix

(UB
u,−+)kl =

(D̃B
u,−+)kl

(E++)ll − (E−−)kk
(89)

as the derivatives of the metric vanish. The derivatives of the Dirac matrix are transformed

to the basis of the unperturbed solutions according to

D̃B
u,−+ = CL,†

− Π †,B
u CS

+ +CS,†
− Π B

uC
L
+ (90)

Furthermore, the derivatives of the renormalization matrix are calculated by solving a sim-

pli�ed version of the Sylvester matrix equation according to

RRB
u +RB

uR = −S̃−1S̃BuRR (91)
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using a generalized eigenvalue decomposition method.56 The derivative of S̃ is given by

S̃Bu =
1

2c2
X†,Bu TX +

1

2c2
X†TXB

u (92)

Thus, the response and Sylvester matrix equations feature the same structural form as for

the hyper�ne coupling tensor.73

A.3 Pseudo-Contact Shift for paramagnetic NMR

The evaluation of the EPR hyper�ne coupling matrix and the g-matrix further extends to

the hyper�ne contribution to the paramagnetic NMR (pNMR) shielding tensor σI of nucleus

I according to236

σtot
I = σorb

I −
µeS̃(S̃ + 1)

3γIkBT
AIg

T (93)

where µe denotes the Bohr magneton, γI the gyromagnetic ratio, kB the Boltzmann constant,

and T the temperature. S̃ is the expectation value of the e�ective spin. Note that we

use the canonical form of the shielding tensor.237,238 Here, we neglected zero-�eld splitting.

Composing the HFC and the g-tensor into its isotropic and anisotropic contribution is done

via

M = M iso +M aniso (94)

M iso =
1

3
tr (M ) (95)

M aniso = M −M iso1 (96)

Note that this partitioning is necessary due to spin�orbit coupling as discussed in Ref. 236.

Therefore, the two-component form of the Fermi-contact (FC) and the pseudo-contact (PC)

contribution to the pNMR shielding constant reads

σFCI =
µeS̃(S̃ + 1)

3γIkBT
Aisogiso (97)
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σPCI =
µeS̃(S̃ + 1)

3γIkBT
tr
(
Aanisoganiso, T

)
(98)

The FC and the PC term for pNMR can be readily evaluated with the presented X2C

implementation as demonstrated in the Supporting Information.
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