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#### Abstract

We study the well-posedness of discontinuous entropy solutions to quasilinear anisotropic degenerate parabolic equations with explicit $(t, x)$-dependence: $$
\partial_{t} u+\sum_{i=1}^{d} \partial_{x_{i}} f_{i}(u, t, x)=\sum_{i, j=1}^{d} \partial_{x_{j}}\left(a_{i j}(u, t, x) \partial_{x_{i}} u\right)
$$ where $a(u, t, x)=\left(a_{i j}(u, t, x)\right)=\sigma^{a}(u, t, x) \sigma^{a}(u, t, x)^{\top}$ is nonnegative definite and each $x \mapsto$ $f_{i}(u, t, x)$ is Lipschitz continuous. We establish a well-posedness theory for the Cauchy problem for such degenerate parabolic equations via Kružkov's device of doubling variables, provided $\sigma^{a}(u, t, \cdot) \in W^{2, \infty}$ for the general case and the weaker condition $\sigma^{a}(u, t, \cdot) \in W^{1, \infty}$ for the case that $a$ is a diagonal matrix. We also establish a continuous dependence estimate for perturbations of the diffusion and convection functions.


## 1. Introduction

We are concerned with quasilinear anisotropic degenerate parabolic equations with explicit ( $t, x$ )-dependence:

$$
\begin{equation*}
\partial_{t} u+\operatorname{div} f(u, t, x)=\operatorname{div}(a(u, t, x) \nabla u)+s(u, t, x) \tag{1.1}
\end{equation*}
$$

where $(t, x) \in Q_{T}:=(0, T) \times \mathbf{R}^{d}$ and $T>0$ is a fixed final time. Equation (1.1) is subject to initial data

$$
\begin{equation*}
u(0, x)=u_{0}(x) \tag{1.2}
\end{equation*}
$$

where, for example, $u_{0}$ belongs to $L^{1} \cap L^{\infty}\left(\mathbf{R}^{d}\right)$. In (1.1), $f=\left(f_{1}, \ldots, f_{d}\right)$ is a given vectorvalued flux function, $s$ is a given scalar source/sink term, and $a=\left(a_{i j}\right)$ is a given symmetric matrix-valued diffusion function of the form

$$
\left\{\begin{array}{l}
a(u, t, x)=\sigma^{a}(u, t, x) \sigma^{a}(u, t, x)^{\top} \geq 0  \tag{1.3}\\
\sigma^{a}(u, t, x) \in \mathbf{R}^{d \times K}, \quad 1 \leq K \leq d
\end{array}\right.
$$

More explicitly, the components of $a$ read

$$
a_{i j}(u, t, x)=\sum_{k=1}^{K} \sigma_{i k}^{a}(u, t, x) \sigma_{j k}^{a}(u, t, x), \quad i, j=1, \ldots, d
$$

Nonnegativity of the matrix $a(u, t, x)$ is interpreted in the usual sense:

$$
\sum_{i, j=1}^{d} a_{i j}(u, t, x) \lambda_{i} \lambda_{j} \geq 0, \quad \forall \lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right) \in \mathbf{R}^{d}
$$

for each $u \in \mathbf{R}$ and each $(t, x) \in Q_{T}$. Precise regularity conditions on the functions $f, s, \sigma^{a}$ are given in Section 3.

Since (1.1) is allowed to be strongly degenerate, solutions are not necessarily smooth and weak solutions must be sought. As $a(\cdot, t, x)$ is allowed to be zero on an interval of solution values, weak solutions can be discontinuous and are not uniquely determined by their initial data. Thus one

[^0]needs to work within a suitable framework of entropy solutions. Although the existence problem for entropy solutions in the $B V$ class was largely settled by the work of Vol'pert and Hudjaev [36], the uniqueness problem for such solutions of (1.1) remained open.

In this respect, the isotropic diffusion case has received much attention in recent years. The term isotropic means that $\sigma^{a}$ takes the form

$$
\sigma^{a}(u, t, x)=\sigma(u, t, x) I
$$

for some scalar function $\sigma(u, t, x)$, where $I$ denotes the identity matrix in $\mathbf{R}^{d \times d}$. In the isotropic diffusion case, some general uniqueness results for entropy solutions were proved in the onedimensional context by Wu and Yin [37] (cf. [38]) and Bénilan and Touré [4]. In the multidimensional (isotropic) context, a general uniqueness result for the homogeneous Dirichlet problem is due to Carrillo [12, 11], who used Kružkov's device of doubling variables [27]. By now, it is clear that one needs to take into account some form of parabolic dissipation when attempting to apply Kružkov's method to second order equations. In the isotropic case, this can be achieved in two ways: One way is to recover a proper form of parabolic dissipation from the Kružkov entropy inequality (or simply the weak form of the equation), which was developed by Carrillo [12, 11]. The second way is to explicitly include a proper form of parabolic dissipation on the right-hand side of the entropy inequality, which was introduced in Chen and DiBenedetto [14]. In [24, 26], Carrillo's approach was adapted to the Cauchy problem and several results on the uniqueness, $L^{1}$ contraction, and continuous dependence were proved for more general equations. To mention just a few examples, other extensions can be found in $[8,23,29,30,31,35]$. The question of convergence of numerical schemes in the isotropic diffusion case has also been addressed in a series of papers by different authors; see $[1,5,19,20,23,25,31,32]$ and the references cited therein.

The general anisotropic diffusion case was first treated by Chen and Perthame [16], who developed a notion of (entropy/kinetic) solutions containing a proper form of parabolic dissipation and a certain chain rule property (which is not needed when the diffusion matrix $a$ is a diagonal matrix). In the anisotropic case, in fact even when $a$ is a diagonal matrix with different components on the diagonal (see (1.4) below), it seems necessary to explicitly include this form in the notion of solutions. The uniqueness of entropy solutions in $L^{1}$ was proved in [16] by developing a kinetic formulation and using the regularization by convolution. One advantage of the kinetic formulation is that an $L^{1}$ theory for possibly unbounded solutions can be constructed. A macroscopic understanding of the Chen-Perthame "pure" $L^{1}$ theory has been developed by Bendahmane and Karlsen [2] based on the Kružkov device of doubling variables and a notion of renormalized entropy solutions. In this paper we will follow the Kružkov approach developed in [2].

There are also some other recent papers dealing with the anisotropic diffusion case. In [33], the relation between dissipative solutions and entropy solutions is studied, and the convergence of certain relaxation approximations is established. In [15], we introduced a kinetic framework for deriving explicit continuous dependence estimates and convergence rates for approximate entropy solutions (see Section 3 for a further discussion of such estimates).

Quasilinear parabolic problems containing the combined effects of nonlinear convection, degenerate diffusion, and nonlinear reaction occur in a broad spectrum of applications, including flow in porous media (see the discussion and references in [19]) and sedimentation-consolidation processes [9]. In these applications, however, the convective and diffusive terms typically depend explicitly on the spatial position $x$. They often take the form

$$
\begin{equation*}
\partial_{t} u+\operatorname{div} f(u, t, x)=\sum_{i=1}^{d} \partial_{x_{i}}\left(a_{i i}(u, t, x) \partial_{x_{i}} u\right)+s(u, t, x), \tag{1.4}
\end{equation*}
$$

where

$$
\sigma^{a}=\operatorname{diag}\left(\sigma_{11}^{a}, \ldots, \sigma_{d d}^{a}\right) \geq 0, \quad a_{i i}(u, t, x)=\left(\sigma_{i i}^{a}(u, t, x)\right)^{2} .
$$

We refer to (1.4) as the quasi-isotropic case. Actually, as we will see later, (1.4) constitutes an important special case of (1.1) for which the uniqueness results can be obtained under regularity conditions on $\sigma^{a}$ that are weaker than those needed for the anisotropic case (1.1).

Most of the results mentioned above require that the diffusion coefficients do not explicitly depend on the spatial variable $x$, which greatly restricts the range of applications. An exception is the work of Karlsen and Ohlberger [24], which treats (1.4) with

$$
a_{i i}(u, t, x)=K_{i}(t, x) \beta(u), \quad 0 \leq \beta \in L_{\mathrm{loc}}^{\infty}(\mathbf{R}), \quad i=1, \ldots, d,
$$

where $K(x)=\operatorname{diag}\left(K_{1}(x), \ldots, K_{d}(x)\right)$ is bounded away from zero and satisfies some strong integrability and regularity conditions ensuring in particular that $K(x) \beta(u) \nabla u$ belongs to $L^{1}\left(Q_{T} ; \mathbf{R}^{d}\right)$. The method of proof in [24] follows the approach of Carrillo [12]. As this approach attempts to recover the parabolic dissipation term from Kružkov's entropy inequality, it seems difficult to remove the restrictive assumptions made on $a_{i i}(u, t, x)$. See also [13] for a discussion of the difficulties of implementing this approach of doubling variables in the context of elliptic-parabolic problems with $x$-dependent second order terms. In summary, the applicability of Kružkov's method in the case of $x$-dependent second order operators has not been entirely clear. This fact has motivated the present paper.

In this paper, by a careful use of the device of doubling variables, along the lines of [2], we prove the uniqueness of entropy solutions for degenerate parabolic equations with fairly general $x$-dependent diffusion coefficients. To prove the uniqueness, we employ an approximation of the symmetric Kružkov entropies $|\cdot-c|, c \in \mathbf{R}$, and the following entropy inequality (see Sections 3 and 4 for precise statements):

$$
\begin{aligned}
& \partial_{t}|u-c|+\sum_{i=1}^{d} \partial_{x_{i}}\left(\operatorname{sign}(u-c)\left(f_{i}(u, t, x)-f_{i}(c, t, x)\right)\right) \\
& -\sum_{i, j=1}^{d} \partial_{x_{i} x_{j}}^{2}\left(\operatorname{sign}(u-c)\left(A_{i j}(u, t, x)-A_{i j}(c, t, x)\right)\right) \\
& -\operatorname{sign}(u-c) s(u, t, x)+\sum_{i=1}^{d} \operatorname{sign}(u-c) f_{i, x_{i}}(u, t, x) \\
& +\sum_{i, j=1}^{d} \partial_{x_{j}}\left(\operatorname{sign}(u-v)\left(A_{i j, x_{i}}(u, t, x)-A_{i j, x_{i}}(c, t, x)\right)\right) \\
& \leq-\operatorname{sign}^{\prime}(u-c) \sum_{i, j=1}^{d} a_{i j}(u, t, x) \partial_{x_{i}} u \partial_{x_{j}} u \quad \text { in } \mathcal{D}\left(Q_{T}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
A_{i j, u}(u, t, x)=a_{i j}(u, t, x) \tag{1.6}
\end{equation*}
$$

Notice that there is a parabolic dissipation term explicitly included in (1.5). Even in the isotropic case, in contrast to $[12,24,26]$, we insist on using (1.5). As a consequence, our results are significantly more general than those in [24]. In the anisotropic case, we include a chain rule property in the notion of entropy solutions, as was done first in [16].

Although some of the underlying ideas, such as using the parabolic dissipation term, are already present in the proofs of similar results when the coefficients are independent of $(t, x)$, which have been developed in recent years, the proofs of our main theorems are technically cumbersome and require some new techniques to carry through. Also, it is important to have a quotable theorem with precise conditions and proofs for the $(t, x)$-dependent case. Furthermore, as we explain below, the conditions for uniqueness are different in the quasi-isotropic case (1.4) and the anisotropic case (1.1). In addition to the uniqueness and existence result, we also provide an explicit estimate for continuous dependence on the nonlinearities in (1.4) with solutions having $B V$ regularity in the spatial variable. This result is relevant to the theory of flow through porous media.

We conclude this introduction by providing more precise conditions under which our main uniqueness result holds. Roughly speaking, the basic condition is that the functions $f, s$, and $\sigma^{a}$ are globally Lipschitz continuous in $x$. At least for the quasi-isotropic case (1.4), we are able to
prove the uniqueness of entropy solutions under this condition. However, in the full anisotropic case (1.1), we need more regularity on $x \mapsto \sigma^{a}(u, t, x)$ than just $W^{1, \infty}$. Namely, we need

$$
x \mapsto \sigma^{a}(u, t, x) \in W^{2, \infty} .
$$

To explain briefly the reason why different requirements are needed for uniqueness in the quasiisotropic case (1.4) and the anisotropic case (1.1), we introduce the following smoothness index, which occurs naturally in the proofs:

$$
\begin{align*}
& \epsilon_{i j}(\xi, t, x, s, y) \\
& :=\sum_{k=1}^{K}\left\{\sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, t, x)-2 \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y)+\sigma_{i k}^{a}(\xi, s, y) \sigma_{j k}^{a}(\xi, s, y)\right\}  \tag{1.7}\\
& =a_{i j}(\xi, t, x)-2 \sum_{k=1}^{K} \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y)+a_{i j}(\xi, s, y)
\end{align*}
$$

for $\xi \in \mathbf{R},(t, x) \in Q_{T},(s, y) \in Q_{T}$, and $1 \leq i, j \leq d$. With our method of proof, the uniqueness follows from the mere assumption that $\sigma^{a}(u, t, \cdot) \in W^{1, \infty}$ if the components of the matrix

$$
\epsilon(\xi, t, x, t, y)=\left(\epsilon_{i, j}(\xi, t, x, t, y)\right)
$$

behave like $|x-y|^{2}$ and their first order partial derivatives with respect to the spatial variables behave like $|x-y|$. However, in general, this is only true for the diagonal elements of $\epsilon$, since

$$
\epsilon_{i i}(\xi, t, x, s, y)=\sum_{k=1}^{K}\left(\sigma_{i k}^{a}(\xi, t, x)-\sigma_{i k}^{a}(\xi, s, y)\right)^{2}
$$

This explains in a nutshell why the uniqueness follows in the quasi-isotropic case (1.4) if $\sigma^{a}$ is globally Lipschitz continuous in $x$.

In the anisotropic case (1.1), we have at our disposal only the weaker fact

$$
\begin{aligned}
& \sum_{i, j=1}^{d} \partial_{x_{i} y_{j}}^{2} \Psi(x-y) \epsilon_{i j}(\xi, t, x, s, y) \\
& =\sum_{k=1}^{K} \sum_{i, j=1}^{d} \partial_{x_{i} y_{j}}^{2} \Psi(x-y)\left(\sigma_{i k}^{a}(\xi, t, x)-\sigma_{i k}^{a}(\xi, s, y)\right)\left(\sigma_{j k}^{a}(\xi, t, x)-\sigma_{j k}^{a}(\xi, s, y)\right)
\end{aligned}
$$

for any $C^{2}$ function $\Psi: \mathbf{R}^{d} \rightarrow \mathbf{R}$, which is still sufficient to produce the required $|x-y|^{2}$ behavior. Notice that the above fact follows from the symmetry property (in $i$ and $j$ ):

$$
\partial_{x_{i} y_{j}}^{2} \Psi(x-y)=\partial_{x_{j} y_{i}}^{2} \Psi(x-y) .
$$

However, an analogous fact does not hold for the first order partial derivatives of $\epsilon$ with respect to the spatial variables, which would have produced the required $|x-y|$ behavior. To compensate for this, we need to assume more regularity of $x \mapsto \sigma^{a}(u, t, x)$. More precisely, we need that

$$
\partial_{x_{j}} \epsilon_{j i}(\xi, t, x, t, y)-\partial_{y_{j}} \epsilon_{i j}(\xi, t, x, t, y), \quad i \neq j
$$

behaves like $|x-y|$, and this follows if $x \mapsto \sigma^{a}(u, t, x)$ is $W^{2, \infty}$ regular.
The remaining part of this paper is organized as follows: We first introduce the notion of entropy solutions in Section 2. We state the main theorems (Theorems 3.1 and 3.2) of this paper in Section 3. We prove Theorem 3.1 in Section 4 and Theorem 3.2 in Section 5. In Section 6, we state a theorem about the existence of entropy solutions. Finally, we discuss a weak formulation of the initial condition in Section 7.

## 2. Entropy Solutions

For $i=1, \ldots, d$ and $k=1, \ldots, K$, we let

$$
\zeta_{i k}^{a}(u, t, x)=\int_{0}^{u} \sigma_{i k}^{a}(w, t, x) d w
$$

and

$$
\zeta_{i k}^{a, \psi}(u, t, x)=\int_{0}^{u} \psi(w) \sigma_{i k}^{a}(w, t, x) d w \quad \text { for } \psi \in C(\mathbf{R})
$$

Given any convex $C^{2}$ entropy function $\eta: \mathbf{R} \rightarrow \mathbf{R}$, we define the entropy fluxes

$$
q=\left(q_{i}\right): \mathbf{R} \rightarrow \mathbf{R}^{d}, \quad r=\left(r_{i j}\right): \mathbf{R} \rightarrow \mathbf{R}^{d \times d}
$$

by

$$
q_{u}(u, t, x)=\eta^{\prime}(u) f_{u}(u, t, x), \quad r_{u}(u, t, x)=\eta^{\prime}(u) a(u, t, x) .
$$

We refer to $(\eta, q, r)$ as an entropy-entropy flux triple.
We use the following definition of entropy solutions.
Definition 2.1 (Entropy Solutions). An entropy solution of (1.1) is a measurable function $u$ : $Q_{T} \rightarrow \mathbf{R}$ satisfying the following conditions:
(D.1) Weak Regularity: $u \in L^{\infty}\left(Q_{T}\right), u-u_{0} \in L^{\infty}\left(0, T ; L^{1}\left(\mathbf{R}^{d}\right)\right)$, and

$$
\sum_{i=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right) \in L^{2}\left(Q_{T}\right), \quad k=1, \ldots, K
$$

(D.2) Chain Rule: For $k=1, \ldots, K$,

$$
\begin{aligned}
& \sum_{i=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a, \psi}(u, t, x)-\zeta_{i k, x_{i}}^{a, \psi}(u, t, x)\right) \\
& =\psi(u) \sum_{i=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right)
\end{aligned}
$$

a.e. in $Q_{T}$ and in $L^{2}\left(Q_{T}\right)$, for any $\psi \in C(\mathbf{R})$.
(D.3) Entropy Inequality: For any entropy-entropy flux triple $(\eta, q, r)$,

$$
\begin{align*}
& \partial_{t} \eta(u)+\sum_{i=1}^{d} \partial_{x_{i}} q_{i}(u, t, x)-\sum_{i, j=1}^{d} \partial_{x_{i} x_{j}}^{2} r_{i j}(u, t, x)-\eta^{\prime}(u) s(u, t, x) \\
& \quad+\sum_{i=1}^{d}\left(\eta^{\prime}(u) f_{i, x_{i}}(u, t, x)-q_{i, x_{i}}(u, t, x)\right)+\sum_{i, j=1}^{d} \partial_{x_{j}} r_{i j, x_{i}}(u, t, x)  \tag{2.1}\\
& \leq-\eta^{\prime \prime}(u) \sum_{k=1}^{K}\left(\sum_{i=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right)\right)^{2} \text { in } \mathcal{D}^{\prime}\left(Q_{T}\right) .
\end{align*}
$$

(D.4) Initial Condition: The initial condition is assumed in the following strong $L^{1}$ sense: ess $\lim _{t \downarrow 0}\left\|u(t, \cdot)-u_{0}\right\|_{L^{1}\left(\mathbf{R}^{d}\right)}=0$.

Remark 2.1. In [16], it was pointed out that the chain rule (D.2) should be included in the definition of entropy solutions in the anisotropic diffusion case. It is, however, automatically fulfilled when $a$ is a diagonal matrix, as argued in [16]. This applies to (1.4), in which case (D.2) can be deleted from Definition 2.1.

Remark 2.2. Regarding (D.4), we refer to Section 7 for a discussion of a weaker formulation of the initial condition.

Remark 2.3. A usual assumption on the initial function $u_{0}$ is that it belongs to $L^{1} \cap L^{\infty}\left(\mathbf{R}^{d}\right)$. However, for our well-posedness theory, the $L^{1}$ requirement on $u_{0}$ can be replaced by more general conditions so that the corresponding solution $u(t, x)$ satisfies $u-u_{0} \in L^{\infty}\left(0, T ; L^{1}\left(\mathbf{R}^{d}\right)\right)$. Thus, we include this condition in (D.1), which traditionally would read $u \in L^{\infty}\left(0, T ; L^{1}\left(\mathbf{R}^{d}\right)\right) \cap L^{\infty}\left(Q_{T}\right)$.

## 3. Main Theorems

Throughout this paper, we suppose that the entropy solutions in question take values in a fixed closed bounded interval $I \subset \mathbf{R}$. The existence of such an interval is ensured by the existence theory in Section 6.

Let us detail the conditions that are imposed on $f, s, \sigma^{a}$ in (1.1) and (1.3) to ensure the uniqueness. The vector-valued flux function $f=\left(f_{i}\right): \mathbf{R} \times Q_{T} \rightarrow \mathbf{R}^{d}$ satisfies

$$
\begin{array}{ll}
f(u, \cdot, \cdot) \in L^{\infty}\left(Q_{T} ; \mathbf{R}^{d}\right) & \text { (uniformly in } u \in I), \\
f(\cdot, t, x) \in W^{1, \infty}\left(I ; \mathbf{R}^{d}\right) & \text { (uniformly in } \left.(t, x) \in Q_{T}\right)  \tag{3.1}\\
f(u, t, \cdot) \in W^{1, \infty}\left(\mathbf{R} ; \mathbf{R}^{d}\right) & \quad \text { (uniformly in } u \in I, t \in[0, T]) .
\end{array}
$$

The source/sink term $s: \mathbf{R} \times Q_{T} \rightarrow \mathbf{R}$ satisfies

$$
\begin{array}{ll}
s(u, \cdot, \cdot) \in L^{\infty}\left(Q_{T}\right) & \text { (uniformly in } u \in I) \\
s(\cdot, t, x) \in W^{1, \infty}(I) & \left(\text { uniformly in }(t, x) \in Q_{T}\right) \tag{3.2}
\end{array}
$$

The diffusion matrix $a=\left(a_{i j}\right): \mathbf{R} \times Q_{T} \rightarrow \mathbf{R}^{d \times d}$ is defined via the matrix-valued function $\sigma^{a}=\left(\sigma_{i k}^{a}\right): \mathbf{R} \times Q_{T} \rightarrow \mathbf{R}^{d \times K}$, which satisfies

$$
\begin{array}{lc}
\sigma^{a}(\cdot, t, x) \in L^{\infty}\left(I ; \mathbf{R}^{d \times K}\right) & \text { (uniformly in } \left.(t, x) \in Q_{T}\right) \\
\sigma^{a}(u, \cdot, \cdot) \in L^{\infty}\left(Q_{T} ; \mathbf{R}^{d \times K}\right) & \text { (uniformly in } u \in I),  \tag{3.3}\\
\sigma^{a}(u, t, \cdot) \in W^{2, \infty}\left(\mathbf{R} ; \mathbf{R}^{d \times K}\right) & \text { (uniformly in } u \in I, t \in[0, T]) .
\end{array}
$$

The Lipschitz regularity of $x \mapsto f(u, t, x)$ has become standard in the context of scalar conservation laws, and it was used in [24] for degenerate parabolic equations. In fact, a weaker one-sided Lipschitz condition on $x \mapsto f(u, t, x)$ is sufficient for the uniqueness: see [10] for scalar conservation laws, $[6,34]$ for linear transport equations, and [26] for degenerate parabolic equations. We do not pursue this here.

The main new point is the third condition in (3.3) regarding the space regularity of $\sigma^{a}(u, t, x)$. We mention that, in the quasi-isotropic case (1.4), we may replace this condition by the weaker condition

$$
\begin{equation*}
\left.\sigma^{a}(u, t, \cdot) \in W^{1, \infty}\left(\mathbf{R} ; \mathbf{R}^{d \times d}\right) \quad \text { (uniformly in } u \in I, t \in[0, T]\right) . \tag{3.4}
\end{equation*}
$$

In Section 4, we prove the following theorem:
Theorem 3.1 (Uniqueness in $L^{\infty}$ ). Suppose (1.3) and (3.1)-(3.3) hold. Let $u$, $v$ be entropy solutions of (1.1) with initial data $u_{0}, v_{0} \in L^{\infty}\left(\mathbf{R}^{d}\right)$, respectively, so that $u_{0}-v_{0} \in L^{1}\left(\mathbf{R}^{d}\right)$. Then there exists a constant $C$, depending on $T$, such that

$$
\begin{equation*}
\|u-v\|_{L^{\infty}\left(0, T ; L^{1}\left(\mathbf{R}^{d}\right)\right)} \leq C\left\|u_{0}-v_{0}\right\|_{L^{1}\left(\mathbf{R}^{d}\right)} \tag{3.5}
\end{equation*}
$$

In the quasi-isotropic case (1.4), this result holds when the third condition in (3.3) is replaced by (3.4).

We next restrict our attention to the equations of the form

$$
\begin{equation*}
\partial_{t} u+\operatorname{div}(k(x) f(u))=\sum_{i=1}^{d} \partial_{x_{i}}\left(a_{i i}(u, x) \partial_{x_{i}} u\right) \tag{3.6}
\end{equation*}
$$

where $k=\left(k_{i}\right): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}, f: \mathbf{R} \rightarrow \mathbf{R}$, and

$$
\begin{equation*}
\sigma^{a}=\operatorname{diag}\left(\sigma_{11}^{a}, \ldots, \sigma_{d d}^{a}\right) \geq 0, \quad a_{i i}(u, x)=\left(\sigma_{i i}^{a}(u, x)\right)^{2} \tag{3.7}
\end{equation*}
$$

Equations of this type occur frequently in the theory of flow through porous media. As an example, we consider immiscible two-phase flow of water and oil in a reservoir. Then $k=k(x)$ is a given
velocity field coming from the Darcy law, and the $x$-dependency of $a_{i i}(x, u)$ describes the spatial flow properties (permeability) of the reservoir (see [19] and the references given therein).

We will establish explicit estimates revealing the continuous dependence on the coefficients $k, f$, and $\sigma_{i i}^{a}$. Therefore, let us also introduce the equation

$$
\begin{equation*}
\partial_{t} v+\operatorname{div}(l(x) g(v))=\sum_{i=1}^{d} \partial_{x_{i}}\left(b_{i i}(v, x) \partial_{x_{i}} v\right) \tag{3.8}
\end{equation*}
$$

where $l=\left(l_{i}\right): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}, g: \mathbf{R} \rightarrow \mathbf{R}$, and

$$
\begin{equation*}
\sigma^{b}=\operatorname{diag}\left(\sigma_{11}^{b}, \ldots, \sigma_{d d}^{b}\right) \geq 0, \quad b_{i i}(v, x)=\left(\sigma_{i i}^{b}(v, x)\right)^{2} \tag{3.9}
\end{equation*}
$$

We want to estimate the $L^{1}$ difference between a $B V$ entropy solution $u(t, \cdot)$ of (3.6) and a $B V$ entropy solution $v(t, \cdot)$ of (3.8). To this end, we assume that

$$
\begin{equation*}
f, g \in W^{1, \infty}(I) ; \quad k, l \in\left(L^{\infty} \cap W^{1, \infty} \cap W^{1,1}\right)\left(\mathbf{R}^{d} ; \mathbf{R}^{d}\right) \tag{3.10}
\end{equation*}
$$

and

$$
\begin{array}{lr}
\sigma^{a}(\cdot, x), \sigma^{b}(\cdot, x) \in L^{\infty}\left(I ; \mathbf{R}^{d \times K}\right) \quad \text { (uniformly in } x \in \mathbf{R}^{d} \text { ), } \\
\sigma^{a}(u, \cdot), \sigma^{b}(u, \cdot) \in W^{1, \infty}\left(\mathbf{R} ; \mathbf{R}^{d \times d}\right) & \text { (uniformly in } u \in I) . \tag{3.11}
\end{array}
$$

In Section 5, we prove the following continuous dependence result.
Theorem 3.2 (Continuous Dependence in BV). Suppose (3.7), (3.9), (3.10), and (3.11) hold. Let $u, v \in L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)$ be entropy solutions of (3.6), (3.8), respectively, with initial data

$$
\left.u\right|_{t=0}=u_{0},\left.\quad v\right|_{t=0}=v_{0}, \quad u_{0}, v_{0} \in L^{\infty} \cap B V\left(\mathbf{R}^{d}\right), u_{0}-v_{0} \in L^{1}\left(\mathbf{R}^{d}\right)
$$

With $u, v$ taking values in the closed interval $I \subset \mathbf{R}$, we have, for any $t \in(0, T)$,

$$
\begin{align*}
& \|u(t, \cdot)-v(t, \cdot)\|_{L^{1}\left(\mathbf{R}^{d}\right)} \\
& \begin{array}{l}
\leq\left\|u_{0}-v_{0}\right\|_{L^{1}\left(\mathbf{R}^{d}\right)}+C_{1} t\left(\max _{i=1, \ldots, d}\left\|k_{i}-l_{i}\right\|_{L^{\infty}\left(\mathbf{R}^{d}\right)}+\max _{i=1, \ldots, d}\left|k_{i}-l_{i}\right|_{W^{1,1}\left(\mathbf{R}^{d}\right)}\right. \\
\\
\left.\quad+\|f-g\|_{L^{\infty}(I)}+|f-g|_{W^{1, \infty}(I)}\right) \\
\quad+C_{2} \sqrt{t}\left\|\sigma^{a}(\cdot, \cdot, \cdot)-\sigma^{b}(\cdot, \cdot, \cdot)\right\|_{L^{\infty}\left(I \times Q_{T} ; \mathbf{R}^{d \times d}\right)}
\end{array}
\end{align*}
$$

for some constants $C_{1}$ and $C_{2}$ that depend on, among other quantities, the minimum value of $\|u\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)}$ and $\|v\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)}$.

If the right-hand sides of (3.6) and (3.8) are replaced respectively by the anisotropic $(t, x)$ independent operators

$$
\sum_{i, j=1}^{d} \partial_{x_{j}}\left(a_{i j}(u) \partial_{x_{i}} u\right), \quad a(u)=\left(a_{i j}(u)\right)=\sigma^{a}(u) \sigma^{a}(u)^{\top} \geq 0
$$

with $\sigma^{a} \in L^{\infty}\left(I ; \mathbf{R}^{d \times K}\right), 1 \leq K \leq d$, and

$$
\sum_{i, j=1}^{d} \partial_{x_{j}}\left(b_{i j}(v) \partial_{x_{i}} v\right), \quad b(v)=\left(b_{i j}(v)\right)=\sigma^{b}(v) \sigma^{b}(v)^{\top} \geq 0
$$

with $\sigma^{b} \in L^{\infty}\left(I ; \mathbf{R}^{d \times K}\right), 1 \leq K \leq d$, then estimate (3.12) still holds, except that the last term is changed to

$$
C_{2} \sqrt{t} \sqrt{\left\|\left(\sigma^{a}-\sigma^{b}\right)\left(\sigma^{a}-\sigma^{b}\right)^{\top}\right\|_{L^{\infty}\left(I ; \mathbf{R}^{d \times d}\right)}}
$$

Remark 3.1. As $\sigma^{a}$ and $\sigma^{b}$ are diagonal matrices in the first part of Theorem 3.2,

$$
\left\|\sigma^{a}(\cdot, \cdot, \cdot)-\sigma^{b}(\cdot, \cdot, \cdot)\right\|_{L^{\infty}\left(I \times Q_{T} ; \mathbf{R}^{d \times d}\right)}=\max _{i=1, \ldots, d}\left\|\sigma_{i i}^{a}(\cdot, \cdot, \cdot)-\sigma_{i i}^{b}(\cdot, \cdot, \cdot)\right\|_{L^{\infty}\left(I \times Q_{T}\right)}
$$

Remark 3.2. Although we do not bother to do so here, the precise (optimal) form of the constants $C_{1}$ and $C_{2}$ can be traced from the proof in Section 5 .

Remark 3.3. Compared with the existing literature on explicit continuous dependence estimates, the main new point in the first part of Theorem 3.2 is that the diffusion coefficients $\sigma_{i i}^{a}$ and $\sigma_{i i}^{b}$ depend on the spatial variable $x$. We recall that results on continuous dependence on the flux function in scalar conservation laws $\left(k, l \equiv 1, a_{i i}, b_{i i} \equiv 0\right)$ have been obtained in [28, 7]. In the isotropic diffusion case ( $k, l \equiv 1$ and $a_{i i} \equiv a, b_{i i} \equiv b$ for some scalar functions $a, b \geq 0$ ), explicit continuous dependence estimates were first obtained in [17] in the framework of semigroup solutions (see [3] for an earlier but non-explicit result when there is no convection term). Still in the isotropic diffusion case, generalizations to the situation where $k, l$ vary with $x$ can be found in $[26,21]$. Finally, continuous dependence estimates for the anisotropic diffusion case with $(t, x)-$ independent coefficients were proved recently in [15]. The second part of Theorem 3.2 generalizes the result in that paper to the situation where the convective flux depends on the spatial variable $x$. Moreover, in [15], we used the kinetic formulation and regularization by convolution, whereas herein we use the method of doubling variables. A novelty of the proof in [15] (and also the one herein) is that it works directly with the entropy solutions, rather than some approximations (like semigroup or vanishing viscosity).

Remark 3.4. Theorem 3.2 with $l=k, g=f$, and $\sigma^{b}=\sigma^{a}$ implies that an $L^{1}$ contraction property holds for entropy solutions in the class $L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)$, which should be compared with Theorem 3.1.

## 4. Proof of Theorem 3.1

We need a $C^{1}$ approximation of $\operatorname{sign}(\cdot)$ and thus a $C^{2}$ approximation of the Kružkov entropy flux $|\cdot-c|, c \in \mathbf{R}$.

For $\varepsilon>0$, set

$$
\operatorname{sign}_{\varepsilon}(\xi)= \begin{cases}-1, & \xi<-\varepsilon  \tag{4.1}\\ \sin \left(\frac{\pi}{2 \varepsilon} \xi\right), & |\xi| \leq \varepsilon \\ 1, & \xi>\varepsilon\end{cases}
$$

For each $c \in \mathbf{R}$, the corresponding entropy function

$$
u \mapsto \eta_{\varepsilon}(u, c)=\int_{c}^{u} \operatorname{sign}_{\varepsilon}(\xi-c) d \xi
$$

is convex, belongs to $C^{2}(\mathbf{R})$, and $\eta_{\varepsilon}^{\prime \prime} \in C_{c}(\mathbf{R})$. Moreover, $\eta_{\varepsilon}$ is symmetric in the sense that $\eta_{\varepsilon}(u, c)=\eta_{\varepsilon}(c, u)$ and

$$
\eta_{\varepsilon}(u, c) \rightarrow \eta(u, c):=|u-c| \quad \text { as } \varepsilon \downarrow 0, \text { for all } u \in \mathbf{R} .
$$

For each $c \in \mathbf{R}$ and $1 \leq i, j \leq d$, we define the entropy flux functions

$$
\begin{aligned}
u & \mapsto q_{i}^{\varepsilon}(u, c, t, x) \\
u & \int_{c}^{u} \operatorname{sign}_{\varepsilon}(\xi-c) f_{i}^{\prime}(\xi, t, x) d \xi \\
u & r_{i j}^{\varepsilon}(u, c, t, x)=\int_{c}^{u} \operatorname{sign}_{\varepsilon}(\xi-c) a_{i j}(\xi, t, x) d \xi
\end{aligned}
$$

Then, as $\varepsilon \downarrow 0$,

$$
\begin{align*}
& q_{i}^{\varepsilon}(u, c, t, x) \rightarrow q_{i}(u, c):=\operatorname{sign}(u-c)\left(f_{i}(u, t, x)-f_{i}(c, t, x)\right) \\
& r_{i j}^{\varepsilon}(u, c, t, x) \rightarrow r_{i j}(u, c, t, x):=\operatorname{sign}(u-c)\left(A_{i j}(u, t, x)-A_{i j}(c, t, x)\right), \tag{4.2}
\end{align*}
$$

where $A_{i j}$ is defined in (1.6). Let $q^{\varepsilon}=\left(q_{i}^{\varepsilon}\right), r^{\varepsilon}=\left(r_{i j}^{\varepsilon}\right)$, and similarly for $q, r$.
Following [2], we use Kružkov's method of doubling variables. Since our main new point is the $x$-dependency in the diffusion coefficients, we set $s \equiv 0, f \equiv 0$ (and consequently $q^{\varepsilon} \equiv 0$ ). These terms can be included into the analysis by copying the arguments from [24, 26] (we leave the details to the reader).

From the entropy inequality for $u=u(t, x)$,

$$
\begin{align*}
& \int\left(\eta_{\varepsilon}(u, c) \partial_{t} \phi\right. \\
& \left.\quad-\sum_{i, j=1}^{d} \operatorname{sign}_{\varepsilon}(u-c)\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right) \partial_{x_{j}} \phi\right) d x d t  \tag{4.3}\\
& \geq \int \operatorname{sign}_{\varepsilon}^{\prime}(u-c) \sum_{k=1}^{K}\left(\sum_{i=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right)\right)^{2} \phi d x d t
\end{align*}
$$

for any $c \in \mathbf{R}$ and any $\phi=\phi(t, x) \in \mathcal{D}\left(Q_{T}\right)$ with $\phi \geq 0$. When we find it notationally convenient, we drop the domain of integration, as we did in (4.3).

From the entropy inequality for $u=u(s, y)$,

$$
\begin{aligned}
& \int\left(\eta_{\varepsilon}(v, c) \partial_{s} \phi\right. \\
& \left.\quad-\sum_{i, j=1}^{d} \operatorname{sign}_{\varepsilon}(v-c)\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right) \partial_{y_{j}} \phi\right) d x d t \\
& \geq \int \operatorname{sign}_{\varepsilon}^{\prime}(v-c) \sum_{k=1}^{K}\left(\sum_{j=1}^{d}\left(\partial_{y_{j}} \zeta_{j k}^{a}(v, s, y)-\zeta_{j k, y_{j}}^{a}(v, s, y)\right)\right)^{2} \phi d y d s
\end{aligned}
$$

for any $c \in \mathbf{R}$ and any $\phi=\phi(s, y) \in \mathcal{D}\left(Q_{T}\right)$ with $\phi \geq 0$.
Choose $c=v(s, y)$ in (4.3) and integrate over $(s, y)$. Choose $c=u(t, x)$ in (4.4) and integrate over $(t, x)$. Adding the two resulting inequalities and using the basic inequality $a^{2}+b^{2} \geq 2 a b$ for any two real numbers $a, b$ yields

$$
\begin{align*}
& \int\left(\eta_{\varepsilon}(u, v)\left(\partial_{t}+\partial_{s}\right) \phi\right. \\
& \quad-\sum_{i, j=1}^{d}\left[\operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right) \partial_{x_{j}} \phi\right. \\
& \left.\left.\quad+\operatorname{sign}_{\varepsilon}(v-u)\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right) \partial_{y_{j}} \phi\right]\right) d x d t d y d s  \tag{4.5}\\
& \geq \int 2 \operatorname{sign}_{\varepsilon}^{\prime}(u-v) \sum_{k=1}^{K} \sum_{i, j=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right) \\
& \quad \times\left(\partial_{y_{j}} \zeta_{j k}^{a}(v, s, y)-\zeta_{j k, y_{j}}^{a}(v, s, y)\right) \phi d x d t d s d y,
\end{align*}
$$

where $\phi=\phi(t, x, s, y)$ is any nonnegative function in $\mathcal{D}\left(Q_{T} \times Q_{T}\right)$.
Observe that

$$
\begin{aligned}
- & \operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right) \partial_{x_{j}} \phi \\
& +\operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right) \partial_{y_{j}} \phi \\
= & -\operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right)\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \phi \\
& +\operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right)\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \phi \\
& +\operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right) \partial_{y_{j}} \phi \\
& -\operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right) \partial_{x_{j}} \phi
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
& \int\left(\eta_{\varepsilon}(u, v)\left(\partial_{t}+\partial_{s}\right) \phi\right. \\
& \quad-\sum_{i, j=1}^{d} \operatorname{sign}_{\varepsilon}(u-v)\left[\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right)\right. \\
& \left.\left.\quad \quad-\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right)\right]\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \phi\right) d x d t d y d s \\
& \geq E_{1}(\varepsilon)+E_{2}(\varepsilon)+E_{3}(\varepsilon),
\end{aligned}
$$

where $E_{\ell}(\varepsilon)=\int I_{\ell}(\varepsilon) d x d t d y d s, l=1,2,3$, with

$$
\begin{aligned}
& I_{1}(\varepsilon)=2 \operatorname{sign}_{\varepsilon}^{\prime}(u-v) \sum_{k=1}^{K} \sum_{i, j=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right) \\
& \quad \times\left(\partial_{y_{j}} \zeta_{j k}^{a}(v, s, y)-\zeta_{j k, y_{j}}^{a}(v, s, y)\right) \phi \\
& I_{2}(\varepsilon)=-\sum_{i, j=1}^{d} \operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right) \partial_{y_{j}} \phi \\
& I_{3}(\varepsilon)=\sum_{i, j=1}^{d} \operatorname{sign}_{\varepsilon}(u-v)\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right) \partial_{x_{j}} \phi
\end{aligned}
$$

Pick a function $\delta \in \mathcal{D}(\mathbf{R})$ that satisfies $\delta \geq 0, \delta(\sigma)=\delta(-\sigma), \delta(\sigma)=0$ for $|\sigma| \geq 1$, and $\int_{\mathbf{R}} \delta(\sigma) d \sigma=1$. For $\rho>0$ and $x \in \mathbf{R}^{d}$, let $\omega_{\rho}(x)=\frac{1}{\rho^{d}} \delta\left(\frac{x_{1}}{\rho}\right) \cdots \delta\left(\frac{x_{d}}{\rho}\right)$. With $\rho_{0}, \rho>0$, we take our test function $\phi=\phi(t, x, s, y)$ to be of the form

$$
\phi(t, x, s, y)=\varphi\left(\frac{t+s}{2}, \frac{x+y}{2}\right) \delta_{\rho_{0}}\left(\frac{t-s}{2}\right) \omega_{\rho}\left(\frac{x-y}{2}\right),
$$

where $0 \leq \varphi \in \mathcal{D}\left(Q_{T}\right)$. To simplify the notation, we will often drop the arguments from the displayed functions and for example write $\phi=\varphi \delta_{\rho_{0}} \omega_{\rho}$. The following cancellation properties will be used repeatedly: $\left(\partial_{t}+\partial_{s}\right) \phi=\left(\partial_{t}+\partial_{s}\right) \varphi \delta_{\rho_{0}} \omega_{\rho}$ and $\left(\nabla_{x}+\nabla_{y}\right) \phi=\left(\nabla_{x}+\nabla_{y}\right) \varphi \delta_{\rho_{0}} \omega_{\rho}$.

By the chain rule (D.2) in Definition 2.1, followed by a couple of integrations by parts, we have

$$
\begin{aligned}
&-\sum_{i, j=1}^{d} \int \operatorname{sign}_{\varepsilon}(u-v)\left[\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right)\right. \\
&\left.\quad-\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right)\right]\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \phi d x d t d y d s \\
&=-\sum_{i, j=1}^{d} \int {\left[\partial_{x_{x_{i}}} \int_{v}^{u} \operatorname{sign}_{\varepsilon}(\xi-v) a_{i j}(\xi, t, x) d \xi\right.} \\
&\left.\quad-\int_{v}^{u} \operatorname{sign}(\xi-v) a_{i j, x_{i}}(\xi, t, x) d \xi\right]\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s \\
&- \sum_{i, j=1}^{d} \int\left[\partial_{y_{i}} \int_{u}^{v} \operatorname{sign}_{\varepsilon}(u-\xi) a_{i j}(\xi, s, y) d \xi\right. \\
&\left.\quad-\int_{u}^{v} \operatorname{sign}(u-\xi) a_{i j, y_{i}}(\xi, s, y) d \xi\right]\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s \\
&=\sum_{i, j=1}^{d} \int r_{i j}^{\varepsilon}(u, v, t, x)
\end{aligned}
$$

$$
\begin{aligned}
& \quad \times\left[\left(\partial_{x_{j} x_{i}}^{2}+\partial_{y_{j} x_{i}}^{2}\right) \varphi \delta_{\rho_{0}} \omega_{\rho}+\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \partial_{x_{i}} \omega_{\rho}\right] d x d t d y d s \\
& + \\
& \sum_{i, j=1}^{d} \int r_{i j, x_{i}}^{\varepsilon}(u, v, t, x)\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s \\
& + \\
& \quad \sum_{i, j=1}^{d} \int r_{i j}^{\varepsilon}(v, u, s, y) \\
& \quad \times\left[\left(\partial_{x_{j} y_{i}}^{2}+\partial_{y_{j} y_{i}}^{2}\right) \varphi \delta_{\rho_{0}} \omega_{\rho}+\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \partial_{y_{i}} \omega_{\rho}\right] d x d t d y d s \\
& + \\
& \sum_{i, j=1}^{d} \int r_{i j, y_{i}}^{\varepsilon}(v, u, s, y)\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s
\end{aligned}
$$

Using $r_{i j}(v, u, s, y)=r_{i j}(u, v, s, y), r_{i j, y_{i}}(v, u, s, y)=r_{i j, y_{i}}(u, v, s, y)$, and also the property $\partial_{y_{i}} \omega_{\rho}=-\partial_{x_{i}} \omega_{\rho}$, we deduce

$$
\begin{aligned}
& -\lim _{\varepsilon \downarrow 0} \sum_{i, j=1}^{d} \int \operatorname{sign}_{\varepsilon}(u-v)\left[\left(\partial_{x_{i}} A_{i j}(u, t, x)-A_{i j, x_{i}}(u, t, x)\right)\right. \\
& \left.\quad-\left(\partial_{y_{i}} A_{i j}(v, s, y)-A_{i j, y_{i}}(v, s, y)\right)\right]\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \phi d x d t d y d s \\
& =\sum_{i, j=1}^{d} \int\left(r_{i j}(u, v, t, x)\left(\partial_{x_{j} x_{i}}^{2}+\partial_{y_{j} x_{i}}^{2}\right) \varphi\right. \\
& \\
& \left.\quad+r_{i j}(u, v, s, y)\left(\partial_{x_{j} y_{i}}^{2}+\partial_{y_{j} y_{i}}^{2}\right) \varphi\right) \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s \\
& +\sum_{i, j=1}^{d} \int\left(r_{i j, x_{i}}(u, v, t, x)+r_{i j, y_{i}}(u, v, s, y)\right) \\
& \quad \times\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s+R_{0}\left(\rho_{0}, \rho\right)
\end{aligned}
$$

where

$$
\begin{align*}
R_{0}\left(\rho_{0}, \rho\right)=\sum_{i, j=1}^{d} \int\left(r_{i j}\right. & \left.(u, v, t, x)-r_{i j}(u, v, s, y)\right)  \tag{4.8}\\
& \times\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi \delta_{\rho_{0}} \partial_{x_{i}} \omega_{\rho} d x d t d y d s
\end{align*}
$$

Sending $\varepsilon \downarrow 0$ in (4.6) and using (4.2) and (4.7) yields

$$
\begin{align*}
& \int\left(\eta(u, v)\left(\partial_{t}+\partial_{s}\right) \varphi\right. \\
& \quad+\sum_{i, j=1}^{d}\left(r_{i j}(u, v, t, x)\left(\partial_{x_{j} x_{i}}^{2}+\partial_{y_{j} x_{i}}^{2}\right) \varphi+r_{i j}(u, v, s, y)\left(\partial_{x_{j} y_{i}}^{2}+\partial_{y_{j} y_{i}}^{2}\right) \varphi\right)  \tag{4.9}\\
& \left.\quad+\sum_{i, j=1}^{d}\left(r_{i j, x_{i}}(u, v, t, x)+r_{i j, y_{i}}(u, v, s, y)\right)\left(\partial_{x_{j}}+\partial_{y_{j}}\right) \varphi\right) \delta_{\rho_{0}} \omega_{\rho} d x d t d y d s \\
& \quad \geq \lim _{\varepsilon \downarrow 0}\left(E_{1}(\varepsilon)+E_{2}(\varepsilon)+E_{3}(\varepsilon)\right)+R_{0}\left(\rho_{0}, \rho\right)
\end{align*}
$$

The first goal now is to study the right-hand side of (4.9). By the chain rule (D.2) in Definition 2.1 and an integration by parts, we get

$$
E_{1}(\varepsilon)=2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \int\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right)
$$

$$
\begin{gathered}
\times\left(\partial_{y_{j}} \int_{u}^{v} \operatorname{sign}_{\varepsilon}^{\prime}(u-\eta) \sigma_{j k}^{a}(\eta, s, y) d \eta\right. \\
\left.-\int_{u}^{v} \operatorname{sign}_{\varepsilon}^{\prime}(u-\eta) \sigma_{j k, y_{j}}^{a}(\eta, s, y) d \eta\right) \phi d x d t d s d y \\
=-2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \int\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right) \psi_{j k}^{\varepsilon}(u, s, y) \\
\quad \times \partial_{y_{j}} \phi d x d t d s d y \\
-2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \int\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right) \psi_{j k, y_{j}}^{\varepsilon}(u, s, y) \\
\quad \times \phi d x d t d s d y \\
=: \\
E_{1,1}(\varepsilon)+E_{1,2}(\varepsilon),
\end{gathered}
$$

where, for $1 \leq k \leq K, 1 \leq j \leq d$, we have introduced the functions

$$
\psi_{j k}^{\varepsilon}(\xi, s, y)=\int_{\xi}^{v} \operatorname{sign}_{\varepsilon}^{\prime}(\xi-\eta) \sigma_{j k}^{a}(\eta, s, y) d \eta
$$

and

$$
\psi_{j k, y_{j}}^{\varepsilon}(\xi, s, y)=\int_{\xi}^{v} \operatorname{sign}_{\varepsilon}^{\prime}(\xi-\eta) \sigma_{j k, y_{j}}^{a}(\eta, s, y) d \eta
$$

Since $\operatorname{sign}_{\varepsilon}^{\prime}(\cdot) \in C(\mathbf{R})$ and $\sigma_{j k}^{a}(\cdot, s, y), \sigma_{j k, y_{j}}^{a}(\cdot, s, y) \in L_{\text {loc }}^{\infty}(\mathbf{R})$, we find that, for each fixed $(s, y) \in$ $Q_{T}$,

$$
\psi_{j k}^{\varepsilon}(\cdot, s, y), \psi_{j k, y_{j}}^{\varepsilon}(\cdot, s, y) \in C(\mathbf{R}),
$$

so that the chain rule can be used. By the chain rule (D.2) and an integration by parts, we deduce

$$
\begin{aligned}
E_{1,1}(\varepsilon)= & 2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \psi_{j k}^{\varepsilon}(\xi, s, y) \sigma_{i k}^{a}(\xi, t, x) d \xi \partial_{x_{i} y_{j}}^{2} \phi d x d t d s d y \\
& +2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \psi_{j k}^{\varepsilon}(\xi, s, y) \sigma_{i k, x_{i}}^{a}(\xi, t, x) d \xi \partial_{y_{j}} \phi d x d t d s d y \\
= & E_{1,1,1}(\varepsilon)+E_{1,1,2}(\varepsilon)
\end{aligned}
$$

Let $h: \mathbf{R} \rightarrow \mathbf{R}$ be any locally integrable function. Then we will use repeatedly the following fact that holds for each fixed $b \in \mathbf{R}$ :

$$
\lim _{\varepsilon \downarrow 0} \int_{a}^{b} \operatorname{sign}_{\varepsilon}^{\prime}(\eta-a) h(\eta) d \eta=\operatorname{sign}(b-a) h(a) \quad \text { for a.e. } a \in \mathbf{R}
$$

which is a consequence of the general theory of mollifiers (here $\operatorname{sign}_{\varepsilon}^{\prime}(\cdot)$ acts as a $C^{1}$ mollifier). Hence, for a.e. $\xi \in \mathbf{R}$,

$$
\lim _{\varepsilon \downarrow 0} \psi_{j k}^{\varepsilon}(\xi)=-\operatorname{sign}(\xi-v) \sigma_{j k}^{a}(\xi, s, y)
$$

so that, by the dominated convergence theorem, as $\varepsilon \downarrow 0$,

$$
\int_{v}^{u} \psi_{j k}^{\varepsilon}(\eta, s, y) \sigma_{i k}^{a}(\eta, t, x) d \eta \rightarrow-\int_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y) d \xi
$$

for a.e. $(t, x),(s, y) \in Q_{T}$.
Consequently,

$$
\begin{aligned}
& \lim _{\varepsilon \downarrow 0} E_{1,1,1}(\varepsilon) \\
& \quad=-2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y) d \xi \partial_{x_{i} y_{j}}^{2} \phi d x d t d s d y
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \lim _{\varepsilon \downarrow 0} E_{1,1,2}(\varepsilon) \\
& \quad=-2 \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k, x_{i}}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y) d \xi \partial_{y_{j}} \phi d x d t d s d y
\end{aligned}
$$

Next, again by the chain rule and an integration by parts, we deduce

$$
\begin{aligned}
& E_{1,2}(\varepsilon) \\
& =2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \psi_{j k, y_{j}}^{\varepsilon}(\xi, s, y) \sigma_{i k}^{a}(\xi, t, x) d \xi \partial_{x_{i}} \phi d x d t d s d y \\
& +2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \psi_{j k, y_{j}}^{\varepsilon}(\xi, s, y) \sigma_{i k, x_{i}}^{a}(\xi, t, x) d \xi \phi d x d t d s d y \\
& =: E_{1,2,1}+E_{1,2,2} .
\end{aligned}
$$

It follows as above that

$$
\lim _{\varepsilon \downarrow 0} E_{1,2,1}=-2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y) d \xi \partial_{x_{i}} \phi d x d t d s d y
$$

and

$$
\lim _{\varepsilon \downarrow 0} E_{1,2,2}=-2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k, x_{i}}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y) d \xi \phi d x d t d s d y
$$

Again, by the chain rule and an integration by parts, it follows as before that

$$
\begin{aligned}
\lim _{\varepsilon \downarrow 0} E_{2}(\varepsilon)= & \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, t, x) d \xi \partial_{x_{i} y_{j}}^{2} \phi d x d t d y d s \\
& +\sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) a_{i j, x_{i}}(\xi, t, x) d \xi \partial_{y_{j}} \phi d x d t d y d s
\end{aligned}
$$

and

$$
\begin{aligned}
\lim _{\varepsilon \downarrow 0} E_{3}(\varepsilon)= & \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{u}^{v} \operatorname{sign}(\xi-u) \sigma_{i k}^{a}(\xi, s, y) \sigma_{j k}^{a}(\xi, s, y) d \xi \partial_{x_{i} y_{j}}^{2} \phi d x d t d y d s \\
& +\sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-u) a_{i j, y_{i}}(\xi, s, y) d \xi \partial_{x_{j}} \phi d x d t d y d s
\end{aligned}
$$

or, by symmetry of the Kružkov entropies,

$$
\begin{aligned}
\lim _{\varepsilon \downarrow 0} E_{2}(\varepsilon)= & \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k}^{a}(\xi, s, y) \sigma_{j k}^{a}(\xi, s, y) d \xi \partial_{x_{i} y_{j}}^{2} \phi d x d t d y d s \\
& +\sum_{i, j=1}^{d} \iint_{u}^{v} \operatorname{sign}(\xi-v) a_{i j, y_{i}}(\xi, s, y) d \xi \partial_{x_{j}} \phi d x d t d y d s
\end{aligned}
$$

In summary, we have

$$
\begin{aligned}
& \lim _{\varepsilon \downarrow 0}\left(E_{1}(\varepsilon)+E_{2}(\varepsilon)+E_{3}(\varepsilon)\right) \\
& =\sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v)\left\{\sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, t, x)\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.-2 \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y)+\sigma_{i k}^{a}(\xi, s, y) \sigma_{j k}^{a}(\xi, s, y)\right\} d \xi \\
\times \partial_{x_{i} y_{j}}^{2} \phi d x d t d y d s \\
+\sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v)\left\{a_{i j, y_{j}}(\xi, s, y)\right. \\
\left.-2 \sum_{k=1}^{K} \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y)\right\} d \xi \partial_{x_{i}} \phi d x d t d y d s \\
+\sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v)\left\{a_{i j, x_{i}}(\xi, s, y)\right. \\
\left.-2 \sum_{k=1}^{K} \sigma_{i k, x_{i}}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y)\right\} d \xi \partial_{y_{j}} \phi d x d t d y d s \\
-2 \sum_{k=1}^{K} \sum_{i, j=1}^{d} \iint_{v}^{u} \operatorname{sign}(\xi-v) \sigma_{i k, x_{i}}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y) d \xi \\
\times \phi d x d t d y d s .
\end{gathered}
$$

Recalling the definition of the functions $\epsilon_{i j}$ in (1.7), we observe that

$$
\begin{aligned}
& a_{i j, y_{j}}(\xi, s, y)-2 \sum_{k=1}^{K} \sigma_{i k}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y)=\partial_{y_{j}} \epsilon_{i j}(\xi, t, x, s, y), \\
& a_{i j, x_{i}}(\xi, s, y)-2 \sum_{k=1}^{K} \sigma_{i k, x_{i}}^{a}(\xi, t, x) \sigma_{j k}^{a}(\xi, s, y)=\partial_{x_{i}} \epsilon_{i j}(\xi, t, x, s, y)
\end{aligned}
$$

and

$$
-2 \sum_{k=1}^{K} \sigma_{i k, x_{i}}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y)=\partial_{x_{i} y_{j}}^{2} \epsilon_{i j}(\xi, t, x, s, y)
$$

so that

$$
\begin{align*}
& \lim _{\varepsilon \downarrow 0}\left(E_{1}(\varepsilon)+E_{2}(\varepsilon)+E_{3}(\varepsilon)\right) \\
& =\sum_{i, j=1}^{d} \int \partial_{x_{i} y_{j}}^{2} \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s \\
& \quad+\sum_{i, j=1}^{d} \int \partial_{x_{i}} \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{y_{j}} \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s  \tag{4.10}\\
& \quad+\sum_{i, j=1}^{d} \int \partial_{y_{j}} \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{x_{i}} \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s \\
& \quad+\sum_{i, j=1}^{d} \int \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{x_{i} y_{j}}^{2} \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s
\end{align*}
$$

$$
\begin{aligned}
& =\sum_{i, j=1}^{d} \int \partial_{x_{i} y_{j}}^{2} \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s \\
& +\sum_{i, j=1}^{d} \int\left(\partial_{x_{i}}+\partial_{y_{i}}\right) \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \\
& \quad \times \partial_{y_{j}} \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s \\
& +\sum_{i, j=1}^{d} \int \partial_{y_{i}} \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \\
& \quad \times\left(\partial_{x_{j}} \epsilon_{j i}-\partial_{y_{j}} \epsilon_{i j}\right)(\xi, t, x, s, y) d \xi d x d t d y d s \\
& \quad+\sum_{i, j=1}^{d} \int \phi \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{x_{i} y_{j}}^{2} \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s \\
& =: \sum_{\ell=1}^{4} R_{\ell}\left(\rho_{0}, \rho\right) .
\end{aligned}
$$

Let us introduce the change of variables

$$
\begin{array}{lll}
\tilde{x}=\frac{x+y}{2}, & \tilde{t}=\frac{t+s}{2}, & z=\frac{x-y}{2}, \quad \tau=\frac{t-s}{2}, \\
x=\tilde{x}+z, & y=\tilde{x}-z, & t=\tilde{t}+\tau, \quad s=\tilde{t}-\tau,
\end{array}
$$

which maps $Q_{T} \times Q_{T}$ into

$$
\Omega=\mathbf{R}^{d} \times \mathbf{R}^{d} \times\{(\tilde{t}, \tau) \quad: 0 \leq \tilde{t}+\tau \leq T, \quad 0 \leq \tilde{t}-\tau \leq T\}
$$

The Jacobian is 4 , that is,

$$
d x d t d y d s=4 d \tilde{x} d \tilde{t} d z d \tau
$$

Estimate of $\lim _{\rho, \rho_{0} \downarrow 0} R_{1}$. Let us start with $R_{1}\left(\rho_{0}, \rho\right)$. As

$$
\begin{aligned}
\partial_{x_{i} y_{j}}^{2} \phi= & \partial_{x_{i} y_{j}}^{2} \varphi \delta_{\rho_{0}} \omega_{\rho}+\partial_{x_{i}} \varphi \delta_{\rho_{0}} \partial_{y_{j}} \omega_{\rho}+\partial_{y_{j}} \varphi \delta_{\rho_{0}} \partial_{x_{i}} \omega_{\rho}+\varphi \delta_{\rho_{0}} \partial_{x_{i} y_{j}}^{2} \omega_{\rho} \\
= & \frac{1}{4} \partial_{\tilde{x}_{i} \tilde{x}_{j}}^{2} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \omega_{\rho}(z)-\frac{1}{4} \partial_{\tilde{x}_{i}} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{j}} \omega_{\rho}(z) \\
& +\frac{1}{4} \partial_{\tilde{x}_{j}} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i}} \omega_{\rho}(z)+\frac{1}{4} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i} z_{j}}^{2} \omega_{\rho}(z),
\end{aligned}
$$

we may naturally write

$$
R_{1}\left(\rho_{0}, \rho\right)=\sum_{\ell=1}^{4} R_{1, \ell}\left(\rho_{0}, \rho\right)
$$

where the most difficult term is $R_{1,4}\left(\rho_{0}, \rho\right)$ :

$$
\begin{aligned}
& R_{1,4}\left(\rho_{0}, \rho\right) \\
& =\int \sum_{i, j=1}^{d} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i} z_{j}}^{2} \omega_{\rho}(z) \\
& \quad \times \int_{v(\tilde{t}-\tau, \tilde{x}-z)}^{u(\tilde{t}+\tau, \tilde{x}+z)} \operatorname{sign}(\xi-v(\tilde{t}+\tau, \tilde{x}+z)) \\
& \quad \times \epsilon_{i j}(\xi, \tilde{t}+\tau, \tilde{x}+z, \tilde{t}-\tau, \tilde{x}-z) d \xi d \tilde{x} d \tilde{t} d z d \tau
\end{aligned}
$$

It is now crucial to exploit that " $\varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i} z_{j}}^{2} \omega_{\rho}(z)$ " is symmetric in $i$ and $j$ to obtain a favorable quadratic form:

$$
R_{1,4}\left(\rho_{0}, \rho\right)
$$

$$
\begin{aligned}
=\sum_{k=1}^{K} \sum_{i, j=1}^{d} & \int \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i} z_{j}}^{2} \omega_{\rho}(z) \\
& \quad \times \int_{v(\tilde{t}-\tau, \tilde{x}-z)}^{u(\tilde{t}+\tau, \tilde{x}+z)} \operatorname{sign}(\xi-v(\tilde{t}+\tau, \tilde{x}+z)) \\
& \quad \times\left(\sigma_{i k}^{a}(\xi, \tilde{t}+\tau, \tilde{x}+z)-\sigma_{i k}^{a}(\tilde{t}-\tau, \tilde{x}-z)\right) \\
& \quad \times\left(\sigma_{j k}^{a}(\xi, \tilde{t}+\tau, \tilde{x}+z)-\sigma_{j k}^{a}(\tilde{t}-\tau, \tilde{x}-z)\right) d \xi d \tilde{x} d \tilde{t} d z d \tau .
\end{aligned}
$$

By first sending $\rho_{0} \downarrow 0$ and then using the Lipschitz continuity of the mapping $\tilde{x} \mapsto \sigma^{a}(\xi, \tilde{t}, \tilde{x})$, we get

$$
\begin{aligned}
& \left|R_{1,4}(\rho)\right|:=\lim _{\rho_{0} \downarrow 0}\left|R_{1,4}\left(\rho_{0}, \rho\right)\right| \\
& \leq C \max _{\tilde{t}, \tilde{x}}|\varphi| \int_{\operatorname{supp}(\varphi)} \sum_{i, j=1}^{d}|z|^{2}\left|\partial_{z_{i} z_{j}}^{2} \omega_{\rho}(z)\right||u(\tilde{t}, \tilde{x}+z)-v(\tilde{t}, \tilde{x}-z)| d \tilde{x} d \tilde{t} d z
\end{aligned}
$$

Thus, since

$$
\int|z|^{2}\left|\partial_{z_{i} z_{j}}^{2} \omega_{\rho}(z)\right| d z \leq C_{\delta} \mathbf{1}_{|z|<\varepsilon}, \quad 1 \leq i, j \leq d
$$

we obtain

$$
\left|\lim _{\rho \downarrow 0} R_{1,4}(\rho)\right| \leq C_{\delta} \max _{\tilde{t}, \tilde{x}}|\varphi| \int_{\operatorname{supp}(\varphi)}|u(\tilde{t}, \tilde{x})-v(\tilde{t}, \tilde{x})| d \tilde{x} d \tilde{t}
$$

Similarly, using

$$
\left|\epsilon_{i j}(\xi, \tilde{t}, \tilde{x}+z, \tilde{t}, \tilde{x}-z)\right| \leq C|z|
$$

and

$$
\int|z|\left|\partial_{z_{i}} \omega_{\rho}(z)\right| d z \leq C_{\delta} \mathbf{1}_{|z|<\varepsilon}, \quad 1 \leq i \leq d
$$

we deduce

$$
\begin{aligned}
& \left|\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0}\left(R_{1,2}\left(\rho_{0}, \rho\right)+R_{1,3}\left(\rho_{0}, \rho\right)\right)\right| \\
& \quad \leq C_{\delta} \max _{\tilde{t}, \tilde{x}, i}\left|\partial_{\tilde{x}_{i}} \varphi\right| \int_{\operatorname{supp}(\varphi)}|u(\tilde{t}, \tilde{x})-v(\tilde{t}, \tilde{x})| d \tilde{x} d \tilde{t}
\end{aligned}
$$

Finally,

$$
\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0} R_{1,1}\left(\rho_{0}, \rho\right)=0 .
$$

Estimates of $\lim _{\rho, \rho_{0} \downarrow 0} R_{2}$ and $\lim _{\rho, \rho_{0} \downarrow 0} R_{4}$. Using that

$$
\left|\partial_{y_{j}} \epsilon_{i j}(\xi, t, x, s, y)\right| \leq C, \quad 1 \leq i, j \leq d
$$

we estimate $R_{2}\left(\rho_{0}, \rho\right)$ as follows:

$$
\begin{aligned}
&\left|R_{2}\left(\rho_{0}, \rho\right)\right|=\mid \sum_{i, j=1}^{d} \int\left(\partial_{x_{i}}+\partial_{y_{i}}\right) \varphi \delta_{\rho_{0}} \omega_{\rho} \\
& \times \int_{v}^{u} \operatorname{sign}(\xi-u) \partial_{y_{j}} \epsilon_{i j}(\xi, t, x, s, y) d \xi d x d t d y d s \mid \\
& \leq C \sum_{i, j=1}^{d} \int\left|\partial_{\tilde{x}_{i}} \varphi(\tilde{t}, \tilde{x})\right| \delta_{\rho_{0}}(\tau) \omega_{\rho}(z) \\
& \quad \times|u(\tilde{t}, \tilde{x}+z)-v(\tilde{t}, \tilde{x}-z)| d \tilde{x} d \tilde{t} d z d \tau
\end{aligned}
$$

so that

$$
\left|\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0} R_{2}\left(\rho_{0}, \rho\right)\right| \leq C \max _{\tilde{t}, \tilde{x}, i}\left|\partial_{\tilde{x}_{i}} \varphi\right| \int_{\operatorname{supp}(\varphi)}|u(\tilde{t}, \tilde{x})-v(\tilde{t}, \tilde{x})| d \tilde{x} d \tilde{t}
$$

Similarly, as

$$
\left|\partial_{x_{i} y_{j}}^{2} \epsilon_{i j}(\xi, t, x, s, y)\right| \leq C, \quad 1 \leq i, j \leq d,
$$

it follows that

$$
\left|\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0} R_{4}\left(\rho_{0}, \rho\right)\right| \leq C \max _{\tilde{\tilde{t}}, \tilde{x}, i}|\varphi| \int_{\operatorname{supp}(\varphi)}|u(\tilde{t}, \tilde{x})-v(\tilde{t}, \tilde{x})| d \tilde{x} d \tilde{t} .
$$

Estimate of $\lim _{\rho, \rho_{0} \downarrow 0} R_{3}$. Notice that

$$
\begin{aligned}
\left(\partial_{x_{j}} \epsilon_{j i}\right. & \left.-\partial_{y_{j}} \epsilon_{i j}\right)(\xi, t, x, s, y) \\
= & a_{i j, x_{j}}(\xi, t, x)-a_{i j, y_{j}}(\xi, s, y) \\
& -2 \sum_{k=1}^{K}\left(\sigma_{i k}^{a}(\xi, s, y) \sigma_{j k, x_{j}}^{a}(\xi, t, x)-\sigma_{i k}^{a}(\xi, t, x) \sigma_{j k, y_{j}}^{a}(\xi, s, y)\right) \\
= & a_{i j, x_{j}}(\xi, t, x)-a_{i j, y_{j}}(\xi, s, y) \\
\quad & -2 \sum_{k=1}^{K} \sigma_{i k}^{a}(\xi, s, y)\left(\sigma_{j k, x_{j}}^{a}(\xi, t, x)-\sigma_{j k, y_{j}}^{a}(\xi, s, y)\right) \\
\quad & +2 \sum_{k=1}^{K} \sigma_{j k, y_{j}}^{a}(\xi, s, y)\left(\sigma_{i k}^{a}(\xi, t, x)-\sigma_{i k}^{a}(\xi, s, y)\right),
\end{aligned}
$$

and hence

$$
\begin{aligned}
& R_{3}\left(\rho_{0}, \rho\right) \\
& =2 \sum_{i, j=1}^{d} \int\left(\partial_{\tilde{x}_{i}} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \omega_{\rho}(z)-\varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i}} \omega_{\rho}(z)\right) \\
& \quad \times \int_{v(\tilde{t}-\tau, \tilde{x}-z)}^{u(\tilde{t}+\tau, \tilde{x}+z)} \operatorname{sign}(\xi-v(\tilde{t}+\tau, \tilde{x}+z)) \\
& \quad \times\left\{a_{i j, \tilde{x}_{j}}(\xi, \tilde{t}+\tau, \tilde{x}+z)-a_{i j, \tilde{x}_{j}}(\xi, \tilde{t}-\tau, \tilde{x}-z)\right. \\
& \quad-2 \sum_{k=1}^{K} \sigma_{i k}^{a}(\xi, \tilde{t}-\tau, \tilde{x}-z) \\
& \quad \times\left(\sigma_{j k, \tilde{x}_{j}}^{a}(\xi, \tilde{t}+\tau, \tilde{x}+z)-\sigma_{j k, \tilde{x}_{j}}^{a}(\xi, \tilde{t}-\tau, \tilde{x}-z)\right) \\
& \quad+2 \sum_{k=1}^{K} \sigma_{j k, \tilde{x}_{j}}^{a}(\xi, \tilde{t}-\tau, \tilde{x}-z) \\
& \left.\quad \times\left(\sigma_{i k}^{a}(\xi, \tilde{t}+\tau, \tilde{x}+z)-\sigma_{i k}^{a}(\xi, \tilde{t}-\tau, \tilde{x}-z)\right)\right\} d \xi d \tilde{x} d \tilde{t} d z d \tau .
\end{aligned}
$$

Recalling

$$
\tilde{x} \mapsto \sigma^{a}(\xi, \tilde{t}, \tilde{x}) \in W^{2, \infty}\left(\mathbf{R}^{d} ; \mathbf{R}^{d \times K}\right)
$$

and taking into account

$$
\lim _{\rho \downarrow 0} \int|z|\left|\omega_{\rho}(z)\right| d z=0, \quad \int|z|\left|\partial_{z_{i}} \omega_{\rho}(z)\right| d z \leq C_{\delta}, \quad 1 \leq i \leq d
$$

we conclude

$$
\left|\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0} R_{3}\left(\rho_{0}, \rho\right)\right| \leq C \max _{\tilde{t}, \tilde{x}, i}|\varphi| \int_{\operatorname{supp}(\varphi)}|u(\tilde{t}, \tilde{x})-v(\tilde{t}, \tilde{x})| d \tilde{x} d \tilde{t}
$$

Estimate of $\lim _{\rho, \rho_{0} \downarrow 0} R_{0}$. According to (4.8), we have

$$
\begin{aligned}
& R_{0}\left(\rho_{0}, \rho\right) \\
& \begin{array}{l}
=4 \sum_{i, j=1}^{d} \int\left(r_{i j}(u(\tilde{t}+\tau, \tilde{x}+z), v(\tilde{t}-\tau, \tilde{x}-z), \tilde{t}+\tau, \tilde{x}+z)\right. \\
\left.-r_{i j}(u(\tilde{t}+\tau, \tilde{x}+z), v(\tilde{t}-\tau, \tilde{x}-z), \tilde{t}-\tau, \tilde{x}-z)\right) \\
\\
\times \partial_{\tilde{x}_{j}} \varphi(\tilde{t}, \tilde{x}) \delta_{\rho_{0}}(\tau) \partial_{z_{i}} \omega_{\rho}(z) d \tilde{x} d \tilde{t} d z d \tau .
\end{array}
\end{aligned}
$$

Using the $W^{1, \infty}$-regularity of $\tilde{x} \mapsto \sigma^{a}(\xi, \tilde{t}, \tilde{x})$, it follows as before that

$$
\left|\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0} R_{0}\left(\rho_{0}, \rho\right)\right| \leq C \max _{\tilde{t}, \tilde{x}, j}\left|\partial_{\tilde{x}_{j}} \varphi\right| \int_{\operatorname{supp}(\varphi)}|u(\tilde{t}, \tilde{x})-v(\tilde{t}, \tilde{x})| d \tilde{x} d \tilde{t}
$$

Concluding the proof. For $1 \leq i, j \leq d$,

$$
\begin{aligned}
& \left.\left(\partial_{t}+\partial_{s}\right) \varphi\left(\frac{t+s}{2}, \frac{x+y}{2}\right)=\varphi_{\tilde{t}} \tilde{t}, \tilde{x}\right) \\
& \left(\nabla_{x}+\nabla_{y}\right) \varphi(t, x, s, y)=\nabla_{\tilde{x}} \varphi(\tilde{t}, \tilde{x}), \\
& \left(\partial_{x_{i} x_{j}}^{2}+\partial_{y_{j} x_{i}}^{2}\right) \varphi=\frac{1}{2} \partial_{\tilde{x}_{i} \tilde{x}_{j}}^{2} \varphi(\tilde{t}, \tilde{x}), \\
& \left(\partial_{x_{j} y_{i}}^{2}+\partial_{y_{j} y_{i}}^{2}\right) \varphi=\frac{1}{2} \partial_{\tilde{x}_{i} \tilde{x}_{j}}^{2} \varphi(\tilde{t}, \tilde{x}),
\end{aligned}
$$

and

$$
\begin{aligned}
& r_{i j, x_{i}}(u, v, t, x)+r_{i j, y_{i}}(u, v, s, y) \\
& \qquad=\frac{1}{2}\left(r_{i j, \tilde{x}_{i}}(u(\tilde{t}+\tau, \tilde{x}+z), v(\tilde{t}-\tau, \tilde{x}-z), \tilde{t}+\tau, \tilde{x}+z)\right. \\
& \left.\quad+r_{i j, \tilde{x}_{i}}(u(\tilde{t}+\tau, \tilde{x}+z), v(\tilde{t}-\tau, \tilde{x}-z), \tilde{t}-\tau, \tilde{x}-z)\right)
\end{aligned}
$$

Using these facts, along with the estimates derived above for $\left|\lim _{\rho \downarrow 0} \lim _{\rho_{0} \downarrow 0} R_{\ell}\left(\rho_{0}, \rho\right)\right|, \ell=0, \ldots, 4$, we send first $\rho_{0} \downarrow 0$ and second $\rho \downarrow 0$ in (4.9). The final result reads

$$
\begin{gather*}
\int_{Q_{T}}\left(|u-v| \partial_{\tilde{t}} \varphi+\sum_{i, j=1}^{d} \operatorname{sign}(u-v)\left(A_{i j}(u, \tilde{t}, \tilde{x})-A_{i j}(v, \tilde{t}, \tilde{x})\right) \partial_{\tilde{x}_{i} \tilde{x}_{j}}^{2} \varphi\right. \\
\left.+\sum_{i, j=1}^{d} \operatorname{sign}(u-v)\left(A_{i j, \tilde{x}_{i}}(u, \tilde{t}, \tilde{x})-A_{i j, \tilde{x}_{i}}(v, \tilde{t}, \tilde{x})\right) \partial_{\tilde{x}_{j}} \varphi(\tilde{t}, \tilde{x})\right) d \tilde{x} d \tilde{t}  \tag{4.12}\\
\geq-C\left(\max _{\tilde{t}, \tilde{x}}|\varphi|+\max _{\tilde{t}, \tilde{x}, i}\left|\partial_{\tilde{x}_{i}} \varphi\right|\right) \int_{Q_{T} \cap \operatorname{supp}(\varphi)}|u-v| d \tilde{x} d \tilde{t}
\end{gather*}
$$

where $u=u(\tilde{t}, \tilde{x})$ and $v=v(\tilde{t}, \tilde{x})$.
Condition (D.1) for $u, v$ and the assumption $u_{0}-v_{0} \in L^{1}\left(\mathbf{R}^{d}\right)$ yield that $u-v$ belongs to $L^{\infty}\left(0, T ; L^{1}\left(\mathbf{R}^{d}\right)\right)$ and thus $L^{1}\left(Q_{T}\right)$. Therefore, by our assumptions, the integrand on the lefthand side of (4.12) belongs to $L^{1}\left(Q_{T}\right)$ for test functions $\varphi$ that do not have compact support in $x$. Hence, from (4.12), we can conclude the proof of Theorem 3.1 by standard arguments (i.e., choosing a sequence of smooth functions $0 \leq \varphi \leq 1$ that converges to $\mathbf{1}_{(0, t) \times \mathbf{R}^{d}}$ and using the initial conditions for $u, v$ ) and Gronwall's inequality.
Remark 4.1. For the quasi-isotropic case (1.4), that is,

$$
a_{i j} \equiv 0 \quad(i \neq j), \quad a_{i i}=\sigma_{i i}^{a} \sigma_{i i}^{a}, \quad 1 \leq i, j \leq d
$$

we can carry out the above proof under the mere assumption that $\sigma^{a}$ is $W^{1, \infty}$ regular in the space variable $x \in \mathbf{R}^{d}$.

The key point is that the diagonal of the matrix $\epsilon$ in (1.7) automatically takes on a favorable quadratic form: $\epsilon_{i i}(\xi, t, x, y)=\left(\sigma_{i i}^{a}(\xi, t, x)-\sigma_{i i}^{a}(\xi, s, y)\right)^{2}$, and hence

$$
\begin{aligned}
& \partial_{x_{i}} \epsilon_{i i}(u, t, x, y)=2 \sigma_{i i, x_{i}}^{a}(\xi, t, x)\left(\sigma_{i i}^{a}(\xi, t, x)-\sigma_{i i}^{a}(\xi, s, y)\right), \\
& \partial_{y_{i}} \epsilon_{i i}(u, t, x, y)=-2 \sigma_{i i, y_{i}}^{a}(\xi, s, y)\left(\sigma_{i i}^{a}(\xi, t, x)-\sigma_{i i}^{a}(\xi, s, y)\right) .
\end{aligned}
$$

In view of this and the $W^{1, \infty}$ regularity of $\sigma^{a}$ in the space variable, we can in particular estimate $\lim _{\rho, \rho_{0} \downarrow 0} R_{3}$ as before. Moreover, $\lim _{\rho, \rho_{0} \downarrow 0} R_{2}=0$. The rest of the proof remains the same. This proves the second part of Theorem 3.1.

## 5. Proof of Theorem 3.2

Throughout the proof, we set $f=g \equiv 0, k=l \equiv 0$ in (3.6) and (3.8). These terms can be included into the analysis by copying the arguments from [26] (we leave the details to the reader).

We follow Section 4 closely, but with a slightly different test function $\phi(t, x, s, y)$. Pick two (arbitrary but fixed) points $\nu, \tau \in(0, T), \nu<\tau$. For any $\alpha_{0}>0$, we define

$$
\varphi_{\alpha_{0}}(t)=H_{\alpha_{0}}(t-\nu)-H_{\alpha_{0}}(t-\tau), \quad H_{\alpha_{0}}(t)=\int_{-\infty}^{t} \delta_{\alpha_{0}}(\sigma) d \sigma
$$

With $0<\alpha_{0}<\min (\nu, T-\tau)$, we define $\phi \in \mathcal{D}\left(Q_{T} \times Q_{T}\right)$ by

$$
\phi(x, t, y, s)=\varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) \geq 0
$$

One should observe that

$$
\left(\partial_{t}+\partial_{s}\right) \phi=\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y)
$$

and $\left(\nabla_{x}+\nabla_{y}\right) \phi=0$.
Thanks to the $B V\left(\mathbf{R}^{d}\right)$ regularity of $u(t, \cdot)$ and $v(s, \cdot)$, it makes sense to use this simplified test function (without cut-off in space).

Now proceeding as in Section 4, cf. equations (4.9) and (4.10), we derive the following inequality:

$$
\begin{aligned}
& \int \mid u(t, x)- v(s, y) \mid\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s \\
& \geq \sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{x_{i} y_{j}}^{2} \omega_{\rho}(x-y) \\
& \times \int_{v}^{u} \operatorname{sign}(\xi-v) \epsilon_{i j}^{a-b}(\xi, x, y) d \xi d x d t d y d s \\
&+\sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{x_{i}} \omega_{\rho}(x-y) \\
& \times \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{y_{j}} \epsilon_{i j}^{a-b}(\xi, x, y) d \xi d x d t d y d s \\
&+\sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{y_{j}} \omega_{\rho}(x-y) \\
& \times \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{x_{i}} \epsilon_{i j}^{a-b}(\xi, x, y) d \xi d x d t d y d s \\
&+\sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) \\
& \times \int_{v}^{u} \operatorname{sign}(\xi-v) \partial_{x_{i} y_{j}}^{2} \epsilon_{i j}^{a-b}(\xi, x, y) d \xi d x d t d y d s
\end{aligned}
$$

where the "continuous dependence term" $\epsilon_{i j}^{a-b}(\xi, x, y)$ is defined as

$$
\begin{align*}
\epsilon_{i j}^{a-b}(\xi, x, y)=\sum_{k=1}^{K}\{ & \sigma_{i k}^{a}(\xi, x) \sigma_{j k}^{a}(\xi, x)  \tag{5.2}\\
& \left.-2 \sigma_{i k}^{a}(\xi, x) \sigma_{j k}^{b}(\xi, y)+\sigma_{i k}^{b}(\xi, y) \sigma_{j k}^{b}(\xi, y)\right\}
\end{align*}
$$

Up to now, everything has been anisotropic. In the quasi-isotropic case (3.6) and (3.8), inequality (5.1) remains the same, except that the index $j$ is replaced by $i$, all the sums over $i, j$ are replaced by the sums over $i$, the sums over $k$ disappear, and the index $k$ is replaced by $i$. With this in mind, we do integration by parts in $x$ in the first and second terms on the right-hand side of (5.1), exploiting that $u(t, \cdot)$ has the $B V$ regularity. The final result is

$$
\begin{align*}
& \int|u(t, x)-v(s, y)|\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s \\
& \geq-\sum_{i=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{y_{i}} \omega_{\rho}(x-y) \operatorname{sign}(u-v) \epsilon_{i i}^{a-b}(u, x, y) \partial_{x_{i}} u d x d t d y d s  \tag{5.3}\\
& \quad-\sum_{i=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) \operatorname{sign}(u-v) \partial_{y_{i}} \epsilon_{i i}^{a-b}(u, x, y) \partial_{x_{i}} u d x d t d y d s
\end{align*}
$$

By the triangle inequality, we get

$$
\begin{aligned}
& -\int|u(t, x)-v(s, y)|\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s \\
& \quad \leq L+R^{t}+R^{x}
\end{aligned}
$$

where

$$
\begin{aligned}
L & =-\int|u(t, y)-v(t, y)|\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s \\
R^{t} & =-\int|v(t, y)-v(s, y)|\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s \\
R^{x} & =-\int|u(t, x)-u(t, y)|\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s
\end{aligned}
$$

It is standard to show that $\lim _{\rho_{0} \downarrow 0} R^{t}=0$, and

$$
\begin{aligned}
\lim _{\alpha_{0} \downarrow 0} R^{x} & =\int(|u(\tau, x)-u(\tau, y)|-|u(\nu, x)-u(\nu, y)|) \omega_{\rho}(x-y) d x d y \\
& \leq \rho \sup _{t \in(\nu, \tau)}|u(t, \cdot)|_{B V\left(\mathbf{R}^{d}\right)} \leq \rho\|u\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)} \\
\lim _{\alpha_{0} \downarrow 0} L & =\|u(\tau, \cdot)-v(\tau, \cdot)\|_{L^{1}\left(\mathbf{R}^{d}\right)}-\|u(\nu, \cdot)-v(\nu, \cdot)\|_{L^{1}\left(\mathbf{R}^{d}\right)}
\end{aligned}
$$

Hence, after sending $\alpha_{0}, \rho_{0} \downarrow 0$, we get the following approximation inequality:

$$
\begin{align*}
& \|u(\tau, \cdot)-v(\tau, \cdot)\|_{L^{1}\left(\mathbf{R}^{d}\right)} \\
& \quad \leq\|u(\nu, \cdot)-v(\nu, \cdot)\|_{L^{1}\left(\mathbf{R}^{d}\right)}+\rho\|u\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)}+R_{1}+R_{2} \tag{5.4}
\end{align*}
$$

where

$$
R_{1}=\sum_{i=1}^{d} \int_{\nu}^{\tau} \iint\left|\partial_{y_{i}} \omega_{\rho}(x-y)\right|\left|\epsilon_{i i}^{a-b}(u, x, y)\right|\left|\partial_{x_{i}} u(t, x)\right| d x d t d y
$$

and

$$
R_{2}=\sum_{i=1}^{d} \int_{\nu}^{\tau} \iint \omega_{\rho}(x-y)\left|\partial_{y_{i}} \epsilon_{i i}^{a-b}(u, x, y)\right|\left|\partial_{x_{i}} u(t, x)\right| d x d t d y
$$

Since

$$
\epsilon_{i i}^{a-b}(\xi, x, y)=\left(\sigma_{i i}^{a}(\xi, x)-\sigma_{i i}^{b}(\xi, y)\right)^{2}
$$

it follows that

$$
\begin{gathered}
\left|R_{1}\right| \leq 2 \sum_{i=1}^{d} \int_{\nu}^{\tau} \iint\left(\left(\sigma_{i i}^{a}(\xi, x)-\sigma_{i i}^{b}(\xi, x)\right)^{2}+\left(\sigma_{i i}^{b}(\xi, x)-\sigma_{i i}^{b}(\xi, y)\right)^{2}\right) \\
\times\left|\partial_{y_{i}} \omega_{\rho}(x-y)\right|\left|\partial_{x_{i}} u(t, x)\right| d x d t d y
\end{gathered}
$$

Hence, by the Lipschitz continuity of $x \mapsto \sigma^{b}(\xi, x)$ and $\int\left|\partial_{x_{i}} \omega_{\rho}(x-y)\right| d y \leq C / \rho$,

$$
\begin{aligned}
& \left|R_{1}\right| \leq C(\tau-\nu)\|u\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)} \\
& \quad \times\left(\frac{\left\|\sigma^{a}(\cdot, \cdot)-\sigma^{b}(\cdot, \cdot)\right\|_{L^{\infty}\left(I \times \mathbf{R}^{d} ; \mathbf{R}^{d \times d}\right)}^{2}}{\rho}+\rho\right)
\end{aligned}
$$

for some finite constant $C>0$ independent of $\rho$.
Similarly, we can estimate

$$
\left|R_{2}\right| \leq C(\tau-\nu)\|u\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)}\left(\left\|\sigma^{a}(\cdot, \cdot)-\sigma^{b}(\cdot, \cdot)\right\|_{L^{\infty}\left(I \times \mathbf{R}^{d} ; \mathbf{R}^{d \times d}\right)}+\rho\right)
$$

for some finite constant $C>0$ independent of $\rho$.
Equipped with these estimates of $R_{1}$ and $R_{2}$, we choose

$$
\rho=\sqrt{\tau-\nu}\left\|\sigma^{a}(\cdot, \cdot)-\sigma^{b}(\cdot, \cdot)\right\|_{L^{\infty}\left(I \times \mathbf{R}^{d} ; \mathbf{R}^{d \times d}\right)}
$$

in (5.4) and then we send $\nu \downarrow 0$. Since $\tau \in(0, T)$ is arbitrary, we obtain (3.12).
Remark 5.1. With no $x$-dependency in the diffusion coefficients, we can also derive a continuous dependence estimate in the anisotropic case (the second part of Theorem 3.2). In this case, (5.1) reads

$$
\begin{align*}
& \int|u(t, x)-v(s, y)|\left(\delta_{\alpha_{0}}(t-\nu)-\delta_{\alpha_{0}}(t-\tau)\right) \delta_{\rho_{0}}(t-s) \omega_{\rho}(x-y) d x d t d y d s \\
& \geq \sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{x_{i} y_{j}}^{2} \omega_{\rho}(x-y) \int_{v}^{u} \operatorname{sign}(\xi-v) \epsilon_{i j}^{a-b}(\xi) d \xi d x d t d y d s  \tag{5.5}\\
& :=R
\end{align*}
$$

where now

$$
\begin{equation*}
\epsilon_{i j}^{a-b}(\xi)=\sum_{k=1}^{K}\left\{\sigma_{i k}^{a}(\xi) \sigma_{j k}^{a}(\xi)-2 \sigma_{i k}^{a}(\xi) \sigma_{j k}^{b}(\xi)+\sigma_{i k}^{b}(\xi) \sigma_{j k}^{b}(\xi)\right\} \tag{5.6}
\end{equation*}
$$

The main difference from the $x$-dependent diffusion case is that we are now able to exploit the symmetry property

$$
\partial_{x_{i} y_{j}}^{2} \omega_{\rho}(x-y)=\partial_{x_{j} y_{i}}^{2} \omega_{\rho}(x-y)
$$

to obtain a favorable quadratic form for $R$ :

$$
\begin{aligned}
R=\sum_{k=1}^{K} & \sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{x_{i} y_{j}}^{2} \omega_{\rho}(x-y) \\
& \times \int_{v}^{u} \operatorname{sign}(\xi-v)\left(\sigma_{i k}^{a}(\xi)-\sigma_{i k}^{b}(\xi)\right)\left(\sigma_{j k}^{a}(\xi)-\sigma_{j k}^{b}(\xi)\right) d \xi d x d t d y d s
\end{aligned}
$$

Next, we do an integration by parts in $x$, exploiting the $B V$ regularity of $u(t, \cdot)$, to obtain

$$
\begin{aligned}
R=- & \sum_{k=1}^{K} \\
& \sum_{i, j=1}^{d} \int \varphi_{\alpha_{0}}(t) \delta_{\rho_{0}}(t-s) \partial_{y_{j}} \omega_{\rho}(x-y) \\
& \times \operatorname{sign}(u-v)\left(\sigma_{i k}^{a}(u)-\sigma_{i k}^{b}(u)\right)\left(\sigma_{j k}^{a}(u)-\sigma_{j k}^{b}(u)\right) \partial_{x_{i}} u d x d t d y d s
\end{aligned}
$$

From this, the following estimate can be easily obtained:

$$
\left|\lim _{\alpha_{0}, \rho_{0} \downarrow 0} R\right| \leq C(t-\nu)\|u\|_{L^{\infty}\left(0, T ; B V\left(\mathbf{R}^{d}\right)\right)} \frac{\left\|\left(\sigma^{a}-\sigma^{b}\right)\left(\sigma^{a}-\sigma^{b}\right)^{\top}\right\|_{L^{\infty}\left(I ; \mathbf{R}^{d \times d}\right)}}{\rho}
$$

The remaining part of the proof goes as before, and thus the second part of Theorem 3.2 is proved.

## 6. Existence of entropy solutions

In this section we state a theorem about the existence of entropy solutions for the Cauchy problem (1.1) and (1.2). The proof is omitted, as it can be proved in a standard way by combining the arguments of [36] and [16].

Theorem 6.1. Suppose the conditions in (3.1) and (3.3) hold, and $u_{0} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{d}\right)$. Suppose $s(u, t, x)$ is bounded in $(t, x)$ and locally uniformly in $u$; is locally Lipschitz in $u$ and uniformly in $(t, x)$; and either grows in $u$ at most linearly when $|u|$ is sufficiently large or satisfies the maximal principle property. Then there exists an entropy solution $u \in C\left([0, T) ; L^{1}\left(\mathbf{R}^{d}\right)\right)$ of the Cauchy problem (1.1) and (1.2).

Remark 6.1. The conditions on $s(u, t, x)$ in the theorem especially include various types of reaction terms $g(u)(1-u)$ for $0 \leq u \leq 1$ in reaction-convection-diffusion processes, such as the Kolmogorov-Petrovskii-Piskunov (KPP)-type $g(u)=\kappa u$, the Arrhenius-type $g(u)=\kappa e^{-A / u}$, and the ignition-type $g(u)=\kappa\left(u-\theta_{0}\right)_{+}$for some $\theta_{0} \in(0,1)$.

Remark 6.2. For simplicity, we state Theorem 6.1 under the assumption that $u_{0} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{d}\right)$. For more general initial data $u_{0} \in L^{\infty}\left(\mathbf{R}^{d}\right)$ for which we can find a $C^{2}$ function $w: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ such that $u_{0}-w \in L^{1}\left(\mathbf{R}^{d}\right)$, we can work with $u-w$ to conclude the existence of an entropy solution.

## 7. Initial condition

In Definition 2.1, we demand that the initial condition at $t=0$ is satisfied in the strong $L^{1}$ sense. In the course of proving the convergence of certain approximate solution sequences, it can be difficult to verify condition (D.4) for a limit function. To have a more flexible framework, we can include the initial condition into the entropy formulation, that is, delete condition (D.4) and require instead the entropy inequality (2.1) to hold in $\mathcal{D}^{\prime}\left([0, T) \times \mathbf{R}^{d}\right)$ :

$$
\begin{align*}
& \int_{Q_{T}}\left(\eta(u) \partial_{t} \phi+\sum_{i=1}^{d} q_{i}(u, t, x) \partial_{x_{i}} \phi+\sum_{i, j=1}^{d} r_{i j}(u, t, x) \partial_{x_{i} x_{j}}^{2} \phi\right. \\
& \quad+\eta^{\prime}(u) s(u, t, x) \phi-\sum_{i=1}^{d}\left(\eta^{\prime}(u) f_{i, x_{i}}(u, t, x)-q_{i, x_{i}}(u, t, x)\right) \phi \\
& \left.\quad+\sum_{i, j=1}^{d} r_{i j, x_{i}}(u, t, x) \partial_{x_{j}} \phi\right) d x d t+\int_{\mathbf{R}^{d}} \eta\left(u_{0}\right) \phi(0, x) d x  \tag{7.1}\\
& \geq \int_{Q_{T}} \eta^{\prime \prime}(u) \sum_{k=1}^{K}\left(\sum_{i=1}^{d}\left(\partial_{x_{i}} \zeta_{i k}^{a}(u, t, x)-\zeta_{i k, x_{i}}^{a}(u, t, x)\right)\right)^{2} \phi d x d t .
\end{align*}
$$

This weak formulation of the initial condition is easier to verify for limits of certain approximate solutions. In the context of conservation laws, this point goes back to [22]; see also [23] for isotropic degenerate parabolic equations. To prove Theorem 3.1 with a weak formulation of the initial condition, we simply have to combine the proof in Section 4 with a straightforward adaption of the arguments in [22,23]. We leave the details to the reader.
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