QUENCHED INVARIANCE PRINCIPLE FOR RANDOM WALKS WITH
TIME-DEPENDENT ERGODIC DEGENERATE WEIGHTS
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ABSTRACT. We study a continuous-time random walk, X, on Z¢ in an environment
of dynamic random conductances taking values in (0,c0). We assume that the
law of the conductances is ergodic with respect to space-time shifts. We prove
a quenched invariance principle for the Markov process X under some moment
conditions on the environment. The key result on the sublinearity of the corrector
is obtained by Moser’s iteration scheme.
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1. INTRODUCTION

Random walks in random environment is a topic of major interest in probability
theory. A specific model for such a random walks that has been intensively stud-
ied during the last decade is the Random Conductance Model (RCM). The question
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whether a quenched invariance principle or quenched functional central limit theo-
rem (QFCLT) holds is of particular interest. In the case of an environment generated
by static i.i.d. random variables this question has been object of very active research
(see [2, 12] and references therein). Recently, in [5] a QFCLT has been proven
for random walks under general ergodic conductances satisfying a certain moment
condition.

Quenched invariance principles have also been shown for various models for
random walks evolving in dynamic random environments (see [1, 8, 14, 17, 24,
33, 32]). Here analytic, probabilistic and ergodic techniques were invoked, but as-
sumptions on the ellipticity and the mixing behaviour of the environment remained
a pivotal requirement. For instance, the QFCLT for the time-dynamic RCM in [1]
required strict ellipticity, i.e. the conductances are almost surely uniformly bounded
and bounded away from zero, as well as polynomial mixing, i.e. the polynomial
decay of the correlations of the conductances in space and time. In this paper we
significantly relax these assumptions and show a QFLCT for the dynamic RCM with
degenerate space-time ergodic conductances that only need to satisfy a moment
condition. In contrast to the earlier results mentioned above the environment is not
assumed to be strictly elliptic or mixing or Markovian in time and we also do not
require any regularity with respect to the time parameter.

1.1. The setting. Consider the d-dimensional Euclidean lattice, (Z?, Ey), for d > 2,
those edge set, Fy, is given by the set of all non-oriented nearest neighbor bonds,
thatis Eq = {{z,y} : ,y € Z%, |z — y| = 1}. For any A C Z% we denote by |A| the
cardinality of the set A.

The graph (Z?, E,) is endowed with time-dependent positive weights, that is, we
consider a family w = {wi(e) : e € Eg, t € R} € Q := (0,00)%*Fa, We refer to
wt(e) as the conductance on an edge e at time t. To simplify notation, for z,y € Z¢
and t € R we set w(z,y) = wi(y,z) = w({z,y}) if {z,y} € E; and w(z,y) =0
otherwise. A space-time shift by (s, 2) € R x Z% is a map 7_.: Q —  defined by

(Ts,z w)t({l‘ay}) = wt—i—s({x +2z,y+ Z})7 vVt R, {l’,y} € Ey. (1.1)

The set {r, : = € Z% t € R} together with the operation 7;, 0 75y = Tetsuty
defines the group of space-time shifts.

Finally, let 2 be equipped with a o-algebra, F, and a probability measure, P, so
that (2, F,P) becomes a probability space. We also write E to denote the expecta-
tion with respect to IP.

Assumption 1.1. Assume that P satisfies the following conditions:
() E [wi(e)] < oo and E [wi(e) '] < ocoforalle € Egand t € R.
(ii) P is ergodic and stationary with respect to space-time shifts, that is P o thxl =P
forallx € 24, t € R, and P[A] € {0,1} forany A € F such that P[AAT, . (A)] =
0 forallz € 74, t € R.
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Remark 1.2. (i) Note that Assumption 1.1(i) implies that P[0 < w¢(e) < oo] =1 for
all e € E; and almost all ¢t € R.

(i) The static model where the conductances are constant in time and ergodic
with respect to space shifts is included as a special case.

Remark 1.3. Let Ty : L*(Q,P) — L?(Q,P) be the map defined by T;f := f o 7,
for f € L*(Q,P). Then Assumption 1.1 (ii) implies that {7} : t € R} is a strongly
continuous contraction group (SCCS) on L?(,P), cf. [23, Section 7.1].

We denote by D(R,Z?) the space of Z?valued cadlag functions on R. We will
study the dynamic nearest-neighbour random conductance model. For a given w € 2
and for s € R and = € Z9, let P¢ . be the probability measure on D(R, 7%), under
which the coordinate process {X; : ¢t € R} is the continuous-time Markov chain on
7% starting in x at time ¢t = s with time-dependent generator acting on bounded
functions f: Z¢ — R as

Ly f() = > wilz,y)(fly) — f(@)). (1.2)

y~zx

That is, X is the time-inhomogeneous random walk, whose time-dependent jump
rates are given by the conductances. Note that the counting measure, independent
of ¢, is an invariant measure for X. Further, the total jump rate out of any site x
is not normalised, in particular the sojourn time at site x depends on x. Therefore,
the random walk X is sometimes called the variable speed random walk (VSRW).

1.2. Main Results. We are interested in the P-almost sure or quenched long time
behaviour of this process. Our main objective is to establish a quenched functional
central limit theorem for the process X in the sense of the following definition.

Definition 1.4. Set Xt(”) = %ant, t > 0. We say that the Quenched Functional
CLT (QFCLT) or quenched invariance principle holds for X if for P-a.e. w under P,
X (™) converges in law to a Brownian motion on R? with covariance matrix ¥ =
¥ - ©T. That is, for every T > 0 and every bounded continuous function F on the
Skorohod space D([0, T], RY), setting 1, = E§[F(X ()] and ¢, = ESM[F(Z - W)
with (W, P2M) being a Brownian motion started at 0, we have that v, — 1, P-a.s.

As our main result we establish a QFCLT for X under some additional moment
conditions on the conductances. In order to formulate this moment condition we
first define measures ¢ and v on Z¢ by

p@) = Y wley)  ad @) = Y o

Ty T~y

In addition, for arbitrary numbers p,p’ > 1 and any non-empty compact interval
I ¢ R and any finite B C Z let us introduce a space-time averaged LP* -norm on
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functions u: R x Z¢ — R by

p'/p \1/P
Nl x5 = <|1| /( Zyum > dt> .

Note that by Jensen’s inequality |]qu7lexB < |lull,y1xp ifq > pand ¢ > q.
Further, we denote by B(z, r) the closed ball with center = and radius r with respect
to the natural graph distance d, that is B(z,r) := {y € Z% : d(x,y) < |r]}, and we
write B(r) := B(0,r).
Assumption 1.5. There exist p,p’, q,q" € (1, o] satisfying

1 9 d+1 1 2

- < - (1.3)
p p—-1 ¢ q d

such that

hmsupHu I ny < 00, limsup ||V, . 0m) < 0, 1.4)
n—oo

P Q(
where Q(n) := [0,n2] x B(n).

Remark 1.6. In the special case p’ = p and ¢’ = g Assumption 1.5 directly translates
into a moment condition. More precisely, if there exist p, ¢ € (1, oo] satisfying

1 N 1 +1<2
p—1 (p—-1)¢ ¢ d

such that
Elwi(e)’] < oo and Efwi(e) ] < oo
for any e € E; and ¢ € R, then Assumption 1.5 holds by the ergodic theorem.

Theorem 1.7. Suppose that d > 2 and Assumptions 1.1 and 1.5 hold. Then, the
QFCLT holds for X with a deterministic non-degenerate covariance matrix 2.

For the static RCM a QFCLT is proven in [5] for stationary ergodic conductances
{w(e),e € E4} satisfying Ejw(e)P] < oo and E[w(e)™?] < oo for p,q > 1 such that
1/p+1/q < 2/d. Since in the static case we can choose p’ = ¢’ = oo, the moment
condition for the static model can be recovered in (1.3).

In the setting of general ergodic environments it is natural to expect that some
moment conditions are needed in view of the results in [9], where Barlow, Burdzy
and Timar give an example for a static RCM on Z? for which the QFCLT fails but a
weak moment condition is fulfilled.

One motivation to study the dynamic RCM is to consider random walks in an
environment generated by some interacting particle systems like zero-range or ex-
clusion processes (cf. [16, 30]). Recently, some on-diagonal upper bounds for the
transition kernel of a degenerate time-dependent conductances model are obtained
in [30], where the conductances are uniformly bounded from above but they are
allowed to be zero at a a given time satisfying a lower moment condition. In [22]
it is shown that for uniformly elliptic dynamic RCM in discrete time — in contrast to
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the time-static case — two-sided Gaussian heat kernel estimates are not stable under
perturbations. In a time dynamic balanced environment a QFCLT under moment
conditions has been recently shown in [16].

An annealed FCLT has been obtained for strictly elliptic conductances in [1],
for non-elliptic conductances generated by an exclusion process in [6] and for a
similar one-dimensional model allowing some local drift in [7] and recently for
environments generated by random walks in [21]. In [11, 29] random walks on the
backbone of an oriented percolation cluster are considered, which are interpreted
as the ancestral lines in a population model.

Finally, let us remark that there is a link between the time dynamic RCM and
Ginzburg-Landau interface models as such random walks appear in the so-called
Helffer-Sjostrand representation of the space-time covariance in these models (cf.
[15, 1]). However, in this context the annealed FCLT is relevant.

1.3. The method. We follow the most common approach to prove a QFLCT for
the RCM and introduce the so-called harmonic coordinates, that is we construct a
corrector x: 2 x R x Z4 — R% such that

y(wv t? x) = T — X(wv ta ‘T)
is a space-time harmonic function. In other words,
y(w,t,x) + LYy(w,t,x) = 0. (1.5)

This can be rephrased by saying that x is a solution of the time-inhomogeneous
Poisson equation

ou+ LYu = VIV, (1.6)

where V¥ : E; — R? is the local drift at time ¢ given by V¥ (z,v) = wi(z,y) (y — )
and V* denotes the divergence operator associated with the discrete gradient. Re-
call that one property of the static RCM — being one its main differences to other
models for random walks in random media - is the reversibility of the random walk
w.r.t. its speed measure. In our setting, the generator (0; + L£{) of the space-time
process (¢, X;) is asymmetric and the construction of the corrector as carried out
for instance in [2, 12] fails, since it is based on a simple projection argument using
the symmetry of the generator and an integration by parts. In [1] it was possible
to construct the corrector by techniques close to the original method by Kipnis and
Varadhan, since in the case of strictly elliptic conductances the asymmetric part can
be controlled and a sector condition holds. In our degenerate situation, following
the approach in [19], we first solve a regularised corrector equation by an appli-
cation of the Lax-Milgram lemma and then we obtain the harmonic coordinates by
taking limits in a suitable distribution space. The resulting corrector function con-
sists of two parts, one part x( being time-homogeneous and invariant w.r.t. space
shift in the sense that for every fixed ¢ it satisfies P-a.s. the cocycle property

XO(w7ta r+ y) - XO(wvt)x) = XO(TO,xWa tvy)v Zz,Y S Zda
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and a second part which is only depending on the time variable and which therefore
does not appear in the corrector for the time-static model.
Given the harmonic coordinates as a solution of (1.5) the process

Mt = Xt — X(w,t,Xt)

is a martingale under P, for P-a.e. w, and a QFCLT for the martingale part M can
be easily shown by standard arguments. We thus get a QFCLT for X once we verify

that P-almost surely the corrector is sublinear:
X(w, ¢, 2)|

lim max “—"1—+ = 0. 1.7)
n—00 (t,x)eQ(n) n

This control on the corrector implies that for any 7' > 0 and P-a.e w,

1
sup —

2t n X"
OStSTn\X(M nx™M)

— o
— 0 in Py),-probability

(see Proposition 4.5 below). Combined with the QFCLT for the martingale part this
gives Theorem 1.7.

The main challenge in the proof of the QFCLT is to prove (1.7). In a first step we
show that the rescaled corrector converges in the space-time averaged ||-[|; 1 (-
norm to zero (see Proposition 3.3 below). This is based on some input from ergodic
theory, see Section 3 and Appendix B and C for more details . In a second step
we establish a maximal inequality for the corrector as a solution of (1.6) using
Moser iteration, that is we show that the maximum of the rescaled corrector in
(1.7) can be controlled by its |||, ; ¢(,)-norm (see Proposition 3.2 below). In the
case of static conductances Moser iteration has already been implemented in order
to show the QFCLT in [5], but also to obtain a local limit theorem and elliptic and
parabolic Harnack inequalities in [4] as well as upper Gaussian estimates on the
heat kernel in [3]. In the present time-inhomogeneous setting involving a time-
dependent operator £{ a space-time version of the Sobolev inequality in [5] is
needed and the actual iteration procedure has to be carried out in both the space
and the time parameter of the space-time averaged norm (cf. [26]).

The paper is organised as follows: In Section 2 we construct the corrector and
show some of its properties. Then, in Section 3 we prove the sublinearity of the
corrector (1.7) and complete the proof of the QFCLT in Section 4. The maximal
inequality for the time-inhomogeneous Poisson equation in (1.6) is proven in a
more general context in Section 5. Finally, the Appendix contains a collection of
some elementary estimates and a version of Maker’s theorem as well as certain
ergodic theorems needed in the proofs.

Throughout the paper, we write ¢ to denote a positive constant which may change
on each appearance. Constants denoted by C; will be the same through each ar-
gument. Further, we write B,, r > 0, for closed balls in R? w.r.t. the Euclidean
distance with center at the origin and radius r, while B(r) defined above denotes
the ball in Z¢ w.r.t. the graph distance. The canonical basis vectors in R¢ will be
denoted by ey, ..., eq4.
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2. HARMONIC EMBEDDING AND THE CORRECTOR
Throughout this section we suppose that Assumption 1.1 holds.

2.1. Setup and Preliminaries. We consider the Hilbert space L?(Q x Z%, m) with
respect to the measure m given by

1
m(dw,dz) = 5 Z wo(0, ) dP(w) ® d,(2),
x€Zd
which comes naturally with the norm
1
I12, = 5 > Elwo(0,2) 6(, ).
T€Z

Definition 2.1. (i) A measurable function ¥:  x Z? — R%, also called random
field, satisfies the cocycle property (in space), if for P-a.e. w,

U(roaw,y — ) = U(w,y) — ¥(w,z), Va,yeZ

(ii) A measurable function ¥: Q x R x Z? — R? is space-time homogeneous, if
there exists a measurable function ¢: Q — R? such that

U(w,t,z) = P(1w), (t,z) € R x Z%,

Remark 2.2. If U satisfies the cocycle property, then ¥(w,0) = 0 and for any
T, L1y.-,Ln €z,

n
Z‘If(To,xi,lw,wi —zi_1) = V(w,z,) — ¥(w,20).

i=1

For functions ¢: Q — R? we define the horizontal gradient D¢: Q x Z¢ — R as
Do(w, x) := ¢(10,5w) — ¢p(w). We will often also write D¢ (w) for Dp(w, x). Further,
we set

L]2)Ot = {ng : ¢ : Q — R bounded}”HLQ(m)

to be the closure of the set of gradients in L?(m) and let L2 , be its orthogonal, i.e.

sol
L*(m) = Lf)ot @ L2

sol*

Note that for every ¢ :  — R, D¢ satisfies the cocycle property. Then, by approxi-

mation, for every ¥ € L2, and xg, z1, ..., o, € Z°,
n
> U(ro0,,w, i —wio1) = 0, P-as. (2.1)
i=1
whenever n > 1, zy = x,, and wo(z;, x;—1) > 0, P-a.e. foralli =1,...,n.

The discrete gradient of functions on Z¢ will be denoted by V, that is V,g(z) =
g(z +y) — g(z) for any z,y € Z¢. Note that for a space-time homogeneous function
¥ it holds that

VU (w,t,x) = D,V (w,t,x), y ez (2.2)
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By Remark 1.3 the group {7} }:cr is a SCCG on L?(2,P), therefore it has an infini-
tesimal generator Dy, whose domain D(Dy) is dense in L?(, P),

. Tho—9
Dg¢ =1
O(b hlg%) h )
whenever the limit exists in L?(€2, P).
Lemma 2.3. (i) The operator Dy is antisymmetric in L?(PP), that is
<¢a DU¢>IP’ = _<¢7 DU¢>]P’, qua 1/) € D(DO) (23)

In particular (¢, Do¢)p = 0 and (1, Dop)p = 0.
(ii) For every x € 74 the operators D, and Dy commute, that is

DoDusé = Du.Dod, Vo € D(Dy). 2.4)
(iii) For every x € Z¢ the adjoint of the operator D, is given by D_,,
(¢.Dsth)p = (Dot V)p, V00 € LA(P). (2.5)
(iv) For every ¢ € L*(P) the function t — &(7;0w) belongs to L2 (R) P-almost
surely.

(v) For any ¢ € C*(R) with compact support, ¢ € D(Dyg) and 1 € L*(P),

[ O ®osorrowea = [ @) @orip v 2.6
R R

(vi) For any ¢ € D(Dy), the function t — ¢(7ow) is weakly differentiable P-
almost surely. In particular

Dog(T,0w) = ¢'(7.0w)(t) 2.7
for almost all t, P-almost surely.

(vii) For every ¢ € L*(P) and every ¢ € L2,

(9. DEm = —2(¢, )m. (2.8)
Proof. (i) By the shift-invariance of P we have
(¢, Do)p = limt~Ho, Tip — )p = —lim ¢~ (), 16 — d)p = — (¥, Dog)e.

The second statement is trivial.
(ii) This follows directly from the linearity of Dy as

DoD,é(w) = Do(¢(70.2) — #(w)) = Dod(702w) — Dod(w) = DyDod(w).

(iii) Again by the shift invariance of P we have

<¢7 D$¢>]P) - <¢7 ’(/} o 7_0,$>]P’ - <¢7 1/}>]P> - <¢ o 7_0,—1‘7¢>]P) - <¢7¢>]P - <D—$¢7 ’(/}>P
(iv) For any compact I C R and ¢ € L?(PP)

E{/J(goRo)th] = /E[(gon,o)ﬂ dt = |I| E[¢?] < co.

1
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Thus, for P-a.e. w it holds that

/f(Ttyow)2dt < 0.
1

(v) A simple change of variables gives

/]R C(t) (Do o 70, ) dt

= Jim ([ COorimaviedt = [ 0 0o v)ed)

h—0

= lim A~ ! (/Rg(s—l—h) (poT_s0,¢)pds — /]RC(S) <¢O7',s70,¢>[p>d8)

h—0
- / C'(5) (60 70, e ds.
R

(vi) It follows by (iv) that t — ¢(row) and ¢ — Dog(row) belong to LZ (R) P-
almost surely. By definition of weak differentiability, it suffices to show that for

P-a.a w
/]R C(t) Dogpomrodt = — /]R ¢ (8)¢ 0 modt, 2.9)

for all ¢ € C§°(R). From (v), Fubini theorem and the fact that (v) holds for all ¢ €
L?(P), (2.9) follows for any fixed ¢ P-a.s. The null-set where (2.9) does not hold
may depend on . We can remove this ambiguity using that C§°(R) is separable.
(vii) By the shift invariance of P we have

<¢aD€>m = % Z E [WO(O’x)¢(wax) (g(TO,xw) - f(w))]
x€Zd
= LS (B o 0)0(m o, 2)E()] ~ E [wn(0. 2)6 (e, 2)€()])
x€Zd
LY B w00,0) (60, —2) = $(000)) ()] = 26, E)
x€Z4

where we used in the last step that ¢(7 ,w, —z) = —¢(w, z) by the property (2.1).
O

2.2. Construction of the corrector. In this subsection we construct the corrector.
We introduce the position field 11 : Q x Z¢ — R? with [I(w,z) = 2. We write
IT* for the k-th coordinate of II. Obviously, II satisfies the cocycle property as
M(w,y —x) = (w,y) — II(w, z). Moreover, for every k,

T2, = E|Saezs w00, 2)|e* | < Elug(0)] < oo

Next we state the main result of this subsection.
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Theorem 2.4. Suppose that Assumption 1.5 holds. There exists ®: Q x R x Z¢ — R?
called the harmonic coordinates such that for P-a.e. w, a.e. t and every = € Z¢ the
following hold.

(i) The harmonic coordinates satisfy the equation
P (w,t,x) + LYP(w,t,z) = 0. (2.10)

(ii) The harmonic coordinates can be written as
t

@((,L)’ t, 1’) = (I)O(w7 t, .’E) - / ﬁ‘;@o(w, S, 0) ds,
0

where for every t the mapping (w,z) — ®o(w,t,2) —  is a cocycle in L2 and
for every x € Z% the mapping (w,t) — ®g(w,t,x) is time-homogeneous. In
particular, for every y € 7.9,
Vy®(w,t,z) = V,Po(w,t,z). (2.11)
(iii) The harmonic coordinates have the asymptotics

. [P(w, t,7) — x|
lim max —_— =
n—=00 (t,x)eQ(n) n

0.

Before we prove Theorem 2.4 we define the corrector and collect some of its
properties.

Definition 2.5. The corrector y: Q x R x Z¢ — R? is defined as
X(w,t,z) = (w,z) — ®(w,t, ).
Corollary 2.6. For P-a.e. w, a.e. t € R and every = € Z® the following hold.
(i) The corrector satisfies the equation
Ox(w,t,x) + LEx(w,t,z) = V'V, (2.12)

where V¥ (z,y) = wi(z,y)(y — x), {z,y} € E, denotes the local drift and V*
the divergence operator of the discrete gradient.
(ii) The corrector can be written as

t
X(w,t,z) = xo(w,t,x) + / LY Po(w,s,0)ds, (2.13)
0

where yo(w,t,z) =z — Pp(w, t, x).
(iii) For every t the mapping (w,x) — xo(w,t,x) is a cocycle in Lgot and for every
x € 7% the mapping (w,t) — xo(w,t,z) is time-homogeneous, that is

xo(w,t,x) = xo(mo0w,0,z). (2.149)
In particular,
X(w,t,z) = xo(w,t,x) + x(w,t,0). (2.15)

Proof. These are immediate consequences from Theorem 2.4. Note that (2.15) fol-
lows from (ii) since yo(w, t,0) = 0 by the cocycle property. O
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The rest of this section is devoted to the construction of the harmonic coordinates
and the proof of Theorem 2.4 (i) and (ii). Statement (iii) is equivalent to the
sublinearity of the corrector and will be proven in Section 3 below.

Let #H! :={¢p € D(Dy) : Do € Lf)ot} equipped with the norm given by
932 = lIglIl2 + IDodlIZ + D[,

and a scalar product (-,-),,1 defined by polarisation. It is easy to see that H! is a
Hilbert space.
We want to solve the following equation

Q%9 &) = BR), vVeEeH k=1,....,d, (2.16)
where
Q%($,€) == —(Do¢,E)p + (D, DE) + B (Dod, Do) + B (¢, )
and
B(¢) = (II",D&)n.

Lemma 2.7. For all § > 0, Q°: H' x H' — R is a coercive bounded bilinear form,
and for all k = 1,...,d, B is a bounded and linear operator on H'.

Proof. The statement is true basically by definition and Lemma 2.3 (i). Indeed, we
have

Q%(¢,9) = (1AB) l9l3
and by the Cauchy-Schwarz inequality

1/2 1/2
Q6,1 < (1 B)(2DoslE + IDSIIZ, + I612) (21113 + IDEIZ, + IDoc]2)
< 21V Bl l1€ll-
Similarly, since E[wy(0, e)] < oo it follows that B* is bounded for all k. O

By an application of Lax-Milgram Lemma it follows that for every 5 > 0 there
exists 7% € H' such that Q°(¢%*, €) = B¥(¢) holds for all £ € H. In particular, the
equation is satisfied for ¢ = #%*. We use this information to obtain a first energy
bound.

Lemma 2.8. Forall 3 >0and k=1,...,d,

1
DS HII7, + B1Dos™ [[E + Bl IIE < 3 Eluo(0)). (2.17)
Moreover, for 5 € (0,1]and all k =1,...,d,

|[{(Dog™, )6 < V2 Eluo(0)]"/? |[€]l1- (2.18)
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Proof. Since (¢ Do¢”*)p = 0 we obtain from Q°(¢?*, p7F) = B¥(¢*) that
IDS™F(12, + 8(Dod™ | + Bllo™*|F = (¥, D),
< 1
<7

where we used the Cauchy-Schwarz inequality in the last step. By dropping the
positive terms with 3 in front, we obtain

Ef0(0)]/ D" * |, (2.19)

1
IDE™|7 < 5 E [10(0)]- (2.20)

By combining this with (2.19) we immediately get (2.17).
In order to prove (2.18) we use (2.16), the triangle inequality and the Cauchy-
Schwarz inequality to obtain

(Do, €)p)|
[(DP?*, D€) | + B(Dod™*, Dos)p| + B|(0*, &)p| + |BF(€)]

IN

IN

1 1/2
V2 (IDGPH1E, + P ID0* I3 + 82 [0°41% +  Blua(0)])  lelhe
Finally, since 3% < 3 for 8 € (0,1] the bound (2.17) gives (2.18). O

As a consequence of Lemma 2.8 we have that D¢®* are uniformly bounded in

L%(Q x Z% m). Therefore there exist U* € L2(Q x Z¢, m) such that
DgPF — wF

weakly in L?(€ x Z%, m) along some subsequence 3 | 0. In fact ¥* € L2, since
for all ¢ € L2 we have (Tk &), = limﬁ_m(ngfB’k,@m and (D¢?*, ¢),, = 0 for all
8> 0.

As a further consequence of Lemma 2.8 we observe that the linear functional
FAF: 1" — R defined by

FPRE) = —(Do¢™F, &)p

are uniformly bounded in !, the dual of . It follows that there exist F* € H~!
such that

weakly in £ ~! along a subsequence. Recalling that weak convergence in ! im-
plies that FA*(¢) — Fk(¢) for all ¢ € H!, we can take the limit in (2.16) as 3 — 0
along some subsequence and get

FR&) + (B%,D¢),, = B¥(¢), Ve e H. (2.21)

The first term on the left of (2.21) is implicit. We want to identify it at least for a
class of functions ¢ € H!. This is the content of the next lemma.
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Lemma 2.9. Consider the class
My = {€€ L®(Q,P)ND(Dy) : Do € L=(Q,P)}
Forany { € Hi and z € 7% we have
FH(Dy€) = (¥*(-, —x), Do) (2.22)
Proof. By (2.4) and (2.5) we get for £ € H},
—(Do¢™*, Du)p = (9”F, DeDoélp = (D-6™*, Dol)p

- <°"0(‘xv0)D—r¢ﬁ”“vwo<—x,0)‘1Do€> (DG, B,

(2.23)

[p>_

where Z%: Q x Z? — R is defined by
B (w,y) = 20_4(y) wo(—,0)"" Doé(w).

Observe that, since £ € H}, D¢ € H! and = belongs to L*(Q2 x Z4,m), since
by Assumption 1.1(i) E[wo(0,2)7!] < oco. Using the weak convergence along a
subsequence as 5 | 0 in (2.23) we finally get

FE(D€) = (U5, B,
= <w0<—$,0>\yk(',—.T),WO<—.T,O>_1D0€>P = <\I/k('7_x)7DO£>P7
which is the claim. O

Proof of Theorem 2.4 (i) and (ii). By means of (2.22) for £ € 7—[,% we have for any
T € Zd,

(U*(-,2), Do&)p + (¥¥,DD_s&)m = B" (D),
which can be rewritten as

(UF(, ), Doé)p + (T* —IIF, DD_,&),,, = 0. (2.24)

Now we define

Ok (w, t,x) == ¥ — En:\lfk(n,zi_lwwi — 1),

i=1

where zg,...,z, € Z¢ are such that g = 0, 2, = z and |z; — ;1| = 1 for
all i = 1,...,n. We observe that by (2.1) the definition does not depend on the
particular path we choose. Moreover, note that ®%(w,t,0) = 0 and V,®§(w,t,7) =
y* — Uk (1 4w, y) for all t € R and y € Z4¢ with |y| = 1 by (2.1). Further, ®f(w,t, )
satisfies the cocycle property in space. Using E[y*Do&] = 0 we rewrite (2.24) as

(V,®E(-,0,0),Doé)p + (VOE(-,0,0),DD_,&),, = 0. (2.25)
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For any z € Z% and t € R we have that ¢ = o7, _, € H] for all £ € H}. We
replace ¢ by ¢ in (2.25), integrate with respect to t against a function ¢ € C'(R)
with compact support and use (2.8) to obtain

/R (1) (— (V@ 0,0), Do(€ 0 74, —2)e + 2Dy (€ 0 71, =), V(- 0,0))n ) dt = 0.

Further, by (2.5), (2.6), Fubini and the shift invariance of P,
E [&/ (—g/(t) Vy®G (-, t,2) + Dy (L5PG(-,0,0) 0 7y.2) g(t)) dt] - 0.
R

We apply (2.2) and since H} is dense in LP(€2, P) for all p > 1 this implies

—( k(w,t,z “WPk(w,t, 2 =
V</R 0 (.t 2) + LoDt ><<t>dt> 0

for all y,z € Z¢ and all ¢ € C$°(R), P-a.s. In particular, the term in brackets is
constant in z and since ®y(w,t,0) = 0 we get that

/—C’(t) DR (w,t,2) + LYDE(w,t,2) C(t)dt = /ﬁf@’g(w,t,o)g(t) dt.  (2.26)
R R

From this equation it follows in particular that ¢ — ®&(w,t,2) is weakly differen-
tiable in time, hence by Sobolev’s embedding it is also absolutely continuous in
time for all 2 € Z%, P-a.s. and differentiable for almost all ¢ € R. In particular
Ok (w,t,2) — Bk (w,0,2) = f(f 1Pk (w, s, 2) ds and for almost all t € R, all z € Z¢

O PE(w,t,2) + LYDE(w, t,2) = LYDE(w,t,0).
We define

t
D (w,t,2) = OF(w,t,z) — / LYDE(w,5,0)ds.
0

Using (2.26) it is easy to see that ®* solves (2.10). We postpone the proof of (iii)
to Proposition 3.1 below. O

3. SUBLINEARITY OF THE CORRECTOR

The key ingredient in the proof of Theorem 1.7 is the sublinearity of the corrector
as stated in the following proposition, which we prove as the main result in this
section.

Proposition 3.1. Let d > 2 and suppose that Assumptions 1.1 and 1.5 hold. Then,

t
im  max X@BOL_ o g (3.1)

n—0 (t,x)€Q(n) n
The proof is based on both ergodic theory and purely analytic tools. First we state
the maximum inequality, which we establish in a more general context in Section 5
below, to bound from above the maximum of the rescaled corrector in Q(n) in terms

of its ||-||4 1 g (,,)-nOrm.
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Proposition 3.2. Let p,p’,q,q' € [1,00) be as in Assumption 1.5. Then, for every
a > 0, there exist v > 0 and k > 0 and ¢ = ¢(p, q, ¢, d) < oo such that

’Xj(w’t’x)’ w w T
e M- (1Y Bl aem) IV oy ) 1337 @0 1L
forj=1,....d

Proof. It is obvious that Z? satisfies the properties of the general graphs considered
in Section 5. Then the assertion for n~!y’ follows directly from Theorem 5.5 with
o =1, 0’ = 1/2 and n replaced by 2n. Note that, in view of (2.12) the function V;*
appearing in Theorem 5.5 is given Vi (z,y) = % wy(z,y) (v — 27). a

Proposition 3.1 is now immediate from Proposition 3.2 with the choice o = 1,
Assumption 1.5 and the following proposition.

Proposition 3.3. Suppose A,ssumption 1.1 holds. Then for P-a.e. w,

JLH;O nd+3/ Z ‘thx ‘dt (3.2)

z€B(n

Proof. Recall the decomposition of the corrector in (2.15). Hence,

nd+3/ Z wtx}dt

z€B(n
2
< nd+3/ Z ‘Xowtx’dt—i— lx(w,t,())‘dt.
z€B(n)
In view of Lemma 3.5 the first term on the right hand side converges to zero for
P-a.e. w. In order to deal with the second term we define for f € C!(R) with
supp f C [-1/2,1/2],

d
F,: 7% - R, x —> Hf(x’/n), neN (3.3)
i=1

and set ¢, == (0% Cpi Fn(y))_l. In particular, supp F,, C B(n) and ¢, € [0,1]
for all n € N. Thus,

2

1 n
3 |X(w, t, 0)‘ dt

2
Cn "
]
where we used again (2.15) and F,, < 1 in the second step. Again by Lemma 3.5,
the second term converges to zero for P-a.e. w. Notice that by (2.12),

> F(y)x(wty)‘dtJr d+3/ > Ixo(w, t,y)| dt,

yeB(n) yEB(n)

t t
x(w,t,y) = x(w,0,y) +/ dix(w,s,y)ds = xo(w,0,y) + / LD (w,s,y)ds,
0 0
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so that
2

Ch, n
nd+3

= pdtl

> Fn(y)x(wiay)‘ dt

yEB(n)

Z Fn(y)XO(Wa ' d+3

yE€B(n)

y) LLP(w, s, x)|dsdt.

The first term on the right hand side converges to zero for P-a.e. w by Lemma 3.6.
Thus, it remains to show that for P-a.e. w,

lim
n—r00 nd+3

But a summation by parts together with Fubini’s theorem and (2.11) yields
Z Fo(y) L2®(w, s, x)

= | /
y€B(n)
= nd+3 / / Ts<y
2

y) LYP(w,s,x)|dsdt = 0. 3.4

EB(

dsdt

> > wilyy+e) VeFu(y) Ve @(wsy)‘dsdt
yeB(n) le|=1

n 2
= [ | Z X el haelon) Vet s " as
yEB(n) e|=1
where for i = 1,...,d the function g, is defined by
ge,: RY — R, u — f(u;) Hf(u])
J#i
and g_., := —ge, with f defined as in (3.3). In particular, note that | B ge(u)du =0

for every |e| = 1. Obviously, (n? — s)/n? < 1 for s € [0,n2]. Further, by the
cocycle property and the time homogeneity of @, it holds that V. ®¢(w,s,y) =

g (75w, 0,€). Therefore,
Z F,(y) LYP(w, s, )

S [
yeB(n)

c =3[y

le|=1

dsdt

Ts,yw)o(O, e) Po(7syw,0,€) ge(y/n)|ds

yEB(n

Since &y € L*(m) and E[wy(0, e)] < oo, an application of the Cauchy-Schwarz
inequality implies that wg(0, e)®g(w,0,e) € L'(P) for every e. Thus, (3.4) follows
from Lemma 3.4. 0

The rest of this section is devoted to the proofs of Lemmas 3.4, 3.5 and 3.6 that
have been used in the proof of Proposition 3.3 above. We start with Lemma 3.4
which is a consequence from Maker’s theorem.
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Lemma 3.4. Suppose that Assumption 1.1 holds. Let ¢ € L'(Q,P) and g € C(R?) be
such that [ 5, 9(u) du = 0. Then,

1
lim ——
n=oo ndt2 J,

Proof. Let € > 0 be given. First notice that by the ergodic theorem we have P-a.s.
for every m > 0,

dt = 0, P-a.s.

Z g(m/n) ¢ O Ttw

z€B(n)

2

. 1 "
lim sup W
0

n—oo M

Z g(xz/n)por, ﬂ{¢07t71|>m}‘ dt
z€B(n)

IN

. Lo
hmsupndﬂ/ Z ‘g(x/n)‘|<Z5o7't,x‘]1{|¢>on,z\>m}dt

nreo z€B(n)

9lloe E{I] Ljsj>my]-

Since ¢ € L'(P) there exists m such that E [|¢|1gj4/>m}y] < &/|gllec- Thus,

IN

1
limsup —— /
n—00 nd+2 0

On the other hand, by the ergodic theorem (see C.1 in the Appendix), P-a.s.

Z g(x/n)poTe 11{¢on71|>m}’dt < g, P-a.s. (3.5)
z€B(n)

1
b = — Z g(z/n) ¢otos ]l{qﬁom,zﬁm}}
z€B(n)
N </B g(U)du> E[¢ﬂ{|¢|§m}|1]‘ =0
1

as n — oo with Z being the c-algebra of invariant sets w.r.t. the space shifts
{702 : * € Z%}. Further, note that sup,, ¢, € L'(P) since we have the trivial P-a.s.
bound sup,, ¢, < ¢m||g||s- Thus, we may apply the version of Maker’s theorem in
Proposition B.2 to obtain that P-a.s.

1 n?
ny

as n — oo. Combining this and (3.5) gives the claim. O

2
1 n
Z g(z/n)potiy ]l{|¢07't,:c|§m}’dt = 712/ ¢noTodt — 0
z€B(n) 0

Lemma 3.5. Suppose that Assumption 1.1 holds. Then, for P-a.e. w,

1
Iim —— g
n—oo ndt3 [

[xo(w t,z)|[dt = 0, (3.6)
z€B(n)

and the convergence also takes place in L' (P).
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Proof. Recall that the mapping (w, ) — xo(w, 0, z) is a cocycle in L2 ;. Thus, there
exists a sequence of bounded functions ¢, : @ — R? such that Dy, — xo(-,0,-) in
L?(m) as k — co. For abbreviation we set

Ae(w, t,z) = xo(w,t,x) — Dpg(w, t, ).
Thus,

nd+3/ 3 \xgwtx at < ||SOkHL°°(Q nd+3/ S Aelw, t, )| dt.

z€B(n z€B(n)
(3.7)

For any x € B(n), we denote by ~, the lattice approximation of the line segment
0, z], that is o, is a path from the origin to x those distance to the line segment is
at most 1/+/d. Then,

d+3/ Z})\kwtx|dt

z€B(n)

< nd+3 / Z Z ‘vy —yAk(w, T y>‘ (1+‘y’)

z€B(n) (y,y')€70,z

d 1

< nd+2/ Z Z ‘)\k Ttywoe‘(l—i—\y])d 1dt

YyEB(n) le|=1
where we used in the first step that for any given edge (y,y’) € E4 with y € B(n)
we have |{z € B(n) : (y,¥') € Yoz} = ecn?/(1 + |y|*!) (see [34, page 373] for
a proof in d = 2, which can be generalised to any dimension). In the second step
we used both the cocyle property and the fact that the time-homogeneity of yq in
(2.14) implies that A\;(w,t,2) = A\g(7¢ow, 0, ). Thus, in view of Theorem C.2, we
obtain that

1
hnfolipnd%/ > Ixow,t,z)|dt < ¢ E[|Ae(w,0,¢e)]] /Bllyldldy'

z€B(n) le]=1
Since,
> E[Aw,0,0)] < Ep5 )] (0.l
le|=1

and, by construction, \gx(-,0,-) — 0 in L?(m) as k — oo, the almost sure conver-
gence of (3.6) follows. By taking the expectation of both sides of (3.7), the conver-
gence in L!(P) from the stationarity of P with respect to space-time shifts. O

Lemma 3.6. Suppose that Assumption 1.1 holds and let F,, be defined as in 3.3. Then,
for P-a.e. w,

Jim o nd+1 Z Fu( ,z) = 0.
z€B(n)
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Proof. We divide the proof into two steps. First, we show that the limit exists P-a.e.
w. Then, in the second step, we prove that it is actually zero. Since for any n € N
we have [-n,n]?NZ¢ C B(2n) C [~2n,2n]¢ N Z4, it suffices to prove the lemma for
boxes in place of balls.
STEP 1: We show the existence of the limit similarly to [5, Lemma 2.8] based on
arguments in [36]. By symmetry it suffices to show the existence of
lim ! Z Fo(z) x(w,0,2),

n—o0 pdtl
zeC(n)
where C(n) := [0,n]? N Z%. Let us denote by C7(n) := [0,n)/ x {0}¢7,j =1,...,d.
When z = (2',...,2%) € Z4, we write 2 = (y,2%) with y = (xl,...,a:‘?_l)
271, and we identify Z9~! with Z%~! x {0} C Z?. We also denote by F}(z) =
1_, f(2*/n) and F? = 1. Then, using the fact that (-, 0, -) is a cocycle we obtain
1

T+t Z Fy(z) xo(w,0, )
zeCd(n)
1 z%—1
= a1 Z Fy(x) (XO(W,O,ZJ) + Z XO(TO,y+kedWaand)>
yeCi=1(n) k=0
0<zi<n
1 ¢ d 1 d-1
24=0 yeCd—1(n)
1
+ =7 D Xo(T0.aw,0,ea) Gri(), (3.8)
z€C%(n)

where

Gw) = Vwrn B (23 stem). we i

k=zi+1

Since f is bounded and continuous, we observe that

1 n
/f@@—lzﬂwm
i/n n k=j

Define GJ(z) == FJ '(2!,..., 29 1) fmlj/n f(s)ds and notice that GY, is continuous

for all j = 1,...,d. It is easy to see that we can replace G¢(z) by G%(z) in (3.8)
and obtain the same limit.

Since E[|xo(w,0,2)|] < oo for all z € Z4, an application of the spatial ergodic
theorem (see Theorem C.1 in the Appendix) gives that

lim sup
n—=00 j—0,...,n

= 0.

. 1 A
nl;rglo m Z X0 (TO,a:wv 0, ed) G?L(x)
z€Cd(n)
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exists P-a.s. and in L' (PP) and is finite. Further, since f € L'([0, 1]) we have that

1< :
lim — f(@?/n) = / f(s)ds.
The claim follows now by induction. Indeed, in each step we use the spatial ergodic
theorem with respect to the subgroup of space shifts to obtain that the limit

. 1 ~d—

lim ———— Z Xo(To,xW, 0, €dfk) G:lz k(x)

n— 00 nd_k
x€Ce—k(n)
exists P-a.s. and in L' (PP) and is finite for every k = 0,...,d — 1.
STEP 2: Using the shift invariance of P, the time homogeneity of x( in (2.14) and

afterwards Lemma 3.5 we get
2

1 1 "
AT Z E[|x0(w,0,2)|] = nd+3/0

z€B(n) zeB(n

n—oo

Ellxo(w,t,2)]] dt — 0.
(n)

Recall that F), is bounded, so this implies that n~(@+1) > zecmFn(@) xo(w, 0, z) con-
verges to zero in L'(P) and therefore also P-a.s. along some subsequence. Since the
limit exists as shown in STEP 1, the proof is complete. O

4. QUENCHED INVARIANCE PRINCIPLE

Throughout this section, which is devoted to the proof of our main result in
Theorem 1.7, we suppose that Assumption 1.1 holds. We start with some comments
on the construction of the VSRW X and its stochastic completeness as they are not
totally obvious in the present time-dependent degenerate situation.

We follow the construction of time-inhomogeneous Markov processes in [37]. Let
{E) : k > 1} be a sequence of independent Exp(1)-distributed random variables. In
order to construct the random walk X under the law P, we specify its jump times
s < J1 < Jy < ...inductively. Set Jy = s and X; = x and suppose that for any
k > 1 the process X is constructed on [s, Jx_1]. Then, Ji is given by

Ji_1+t
Jp = inf{tZO ; /
J,

WS (X ) ds 2 B |,
k—1
and at the jump time ¢ = J; the random walk X jumps according to the transition

probabilities {w(X s, ,, )/ (X7, 1)y~ Xg 4}

Lemma 4.1. For P-a.e. w, P§y-a.s. the process {X; : t > 0} does not explode, that is
there are only finitely many jumps in finite time.

Proof. We will follow the approach in [16, Section 5] and consider first a slowed-
down process. Let {(T},Y;) : t > 0} be the Markov process on R x Z? with generator
L% acting on functions u : R x Z¢ — R defined by

Su(t,z) = (atu(t, x) + (LY ult, ))(x))

1V pf ()
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with g (z) = >, ., wi(x,y). At point (¢,z) the slowed-down process {Y; : ¢t > 0}
will jump to y ~ z with rate wr,(z,y)/(1 V pf,(x)) and at time ¢ the time process
{T; : t > 0} will increase at rate (1V p¥(x))~!, more precisely

T /t L4
= ——ds.
' o 1V g (Ys)

Further, notice that the process Y can be obtained from X by a time change, namely
Xn, = Y, (4.1)

which will allow us to infer non-explosion of the process X from that of Y. Clearly,
the process {(713,Y;) : ¢ > 0} is non-explosive since 7; < ¢ and the jump-rates of Y’
bounded from above by one.

On the other hand, under Assumption 1.1 using the irreducibility of the process
Y it can be easily seen that the measure

1V g (0)
B[V 4i5(0)
is stationary and ergodic for the environment process {77, y,w : t > 0} (cf. e.g. [1,

Proposition 2.1]). Thus, we may apply the ergodic theorem to obtain that

T, 1
lim = = P ©Pgy)-a.s.
BT T EBavmge)  Fefes

In particular, by (4.1) the process (X;):>¢ is non-explosive for P-almost all w, F§o-
almost surely. O

For our purposes the main reason to construct the harmonic coordinates in Sec-
tion 2 is that they allow to decompose the random walk X into a martingale part
and a corrector part. We now state this decomposition as a Corollary.

Corollary 4.2. For P-a.e. w, the process
M, == ®(w,t,X;), t>0,
is a P§ (-martingale and
X: = My + x(w, t, Xy), t>0. 4.2)

Moreover, for every v € R, v - M is a P o-martingale and its quadratic variation

process is given by
t
(v- M)y = / Z ws(Xs,y) (v (Po(w,s,y) — <I>0(w,s,X5)))2ds. (4.3)
0
y€Z4

Proof. From (2.10) it is immediate that M and hence also v- M are P j-martingales.
The decomposition in (4.2) follows directly from the definition of y. It remains to
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show (4.3). First note that the opérateur carré du champ associated with J; + LY is
given by

O+ L) 2 = 2f (O + L) = (0u(f?) —2f0uf) + (LE(f?) —2fLLf)
= LY(f?) — 2fLyf
and
(Lsf2 —2fLef)(ta) = > wiley)(fty) - f(t,2)”
yezZd

Hence,

t

<U : M>t = /[) Z wS(XSay) (U ’ ((I)(W,S,y) - (I)(UJ, S7Xs)))2d8

yezd

and (4.3) follows by (2.11). O

Lemma 4.3. The measure P is stationary, reversible and ergodic for the environment
process {1 x,w :t > 0}.

Proof. This follows from the ergodicity of the environment and the irreducibility of
the process. See [5, Lemma 2.4] and [1, Proposition 2.1] for detailed proofs. O

Proposition 4.4. Let Mt(") = %ant, t > 0. Then, for P-a.e. w, the sequence of
processes {M (™} converges in law in the Skorohod topology to a Brownian motion
with a non-degenerate covariance matrix ¥.? given by

4 = E|Y ez wo(0,2) @h(w,0,2) ®h(w,0,7)|.

Proof. The proof is based on the martingale convergence theorem by Helland (see
Theorem 5.1a) in [20]); the proofs in [2] or [27] can be easily transferred into the
time dynamic setting. The argument is based on the fact that the quadratic variation
of M (™ converges by an application of the ergodic theorem, since it can be written
in terms of the environment process (cf. (4.3)), which is ergodic by Lemma 4.3.
Finally, we refer to Proposition 4.1 in [12] for a proof that ¥? is nondegenerate. [

In order to conclude the proof of the invariance principle, an almost sure uni-
form control of the corrector is required, which is a direct consequence from the
sublinearity of corrector established in Proposition 3.1.

Proposition 4.5. Suppose that Assumption 1.5 holds and let T > 0 be arbitrary.
Then, for P-a.e. w,

— 0 in Py)y-probability. (4.4)

n—oo
Proof. Given Proposition 3.1 this follows by similar arguments as in [5, 18, 19]. O

Theorem 1.7 now follows from Proposition 4.4 and Proposition 4.5.
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5. MEAN VALUE INEQUALITY FOR TIME-INHOMOGENEOUS POISSON EQUATION

5.1. Setup and preliminaries. Let G = (V, F) be an infinite, connected, locally
finite graph with vertex set V' and (non-oriented) edge set E. We will write z ~ y if
{z,y} € E. The graph G is endowed with the counting measure that assigns to any
A C V simply the number |A| of elements in A. Further, we denote by B(x,r) the
closed ball with center z and radius r with respect to the natural graph distance d,
thatis B(z,r) :={y € V | d(z,y) < [r]}.

Throughout this section we will make the following assumption on G.

Assumption 5.1. The graph G satisfies the following conditions:
(i) volume regularity of order d for large balls, that is there exists d > 2 and
Creg € (0,00) such that for all x € V there exists Nq(x) < oo with

Cln? < |B(z,n)| < Cregnd, Vn > Ni(z). (5.1

reg

(i) local Sobolev inequality (S%) for large balls, that is there exists d’ > d and
Cs, € (0,00) such that for all z € V the following holds. There exists Na(z) <
oo such that for all n > Ny(z),

d -1

’ d’
( Z ’u(y)’d’d—l> < Cg, nl= & Z |u(z) —u()| (5.2)
yEB(z,n) zVz'€B(x,n)
{z,2'}€E

forall u: V — R with suppu C B(z,n).

Remark 5.2. The Euclidean lattice, (Z%, E;), satisfies Assumption 5.1 with d’ = d
and Nj(x) = Na(z) = 1, where (ii) follows from the isoperimetric inequality. For
random graphs, e.g. supercritical Bernoulli percolation clusters, such an inequality
is only satisfied for large sets: There exists # € (0,1) and N(z) < oo, P-a.s., such
that for all n > N(z),

|0A| > Cigo|A|l4—1)/d

for all connected A C B(z,n) with |A] > nf, see [10, 28]. As it was pointed out by
M. Barlow, in such a case Assumption 5.1 (ii) holds with ' = d/(1 — 0), see [31].

For functions f: A — R, where either A C V or A C F, the {P-norm || f|[»( 4y will
be taken with respect to the counting measure. The corresponding scalar products
in (*(V) and ¢*(E) are denoted by (-, ->£2(V) and (-,-),2 ), respectively. For any
non-empty, finite B C V and p € [1,00), we introduce space-averaged norms on
functions f: B — R by

1/p
s = (g X 1)

zeB
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Moreover, for any non-empty compact interval I C R and any finite B ¢ Z¢ and
p,p’ > 1, we define space-time-averaged norms on functions u: I x B — R by

1 , 1/17/
el 1 = (m /I el dt) and  ull, 0 rp = maxful, 5

where u(-) := u(t,-) for any t € I.

Lemma 5.3. Suppose that p > 1 and ¢’ € [1, 00| are given and Q C R x V. Then, for
every 1l <1 <pand ¢ /(¢ + 1) < 2 < oo such that

1 1 1 !
+<1—> A (5.3)
oo p)d +1
the following estimate holds
lellsy o0 = Mllyso@ + 1ullp g a1y 54

Proof. This follows by an application of Holder’s and Young’s inequality, as in [26,
Lemma 1.1] O

Let us endow the graph G with positive, time-dependent weights, that is we
consider a family w = {w;(e) : t € R,e € E} C (0,00)®*F, Further, we define for
any ¢t € R measures p¢’ and v{” on V' by

i (x) =1 \/Z wi(x,y) and vi(x) = 1\/2

(5.5)

1
Wt(xv y)

It is convenient to introduce a potential theoretic setup. First, for f: V' — R and
F: E — R we define the operators Vf: £ — R and V*F: V — R by

Vi(e) = f(e")=f(e7), and  V*F(z) :== > Fle) = Y Fle),
eet=x ee =x
where for each non-oriented edge e € E we specify one of its two endpoints as its
initial vertex e™ and the other one as its terminal vertex e~. Nothing of what will
follow depends on the particular choice. Since (V f, F) 2 = (f,V*F)p; (v for all

f € 2(V)and F € ¢*(E), V* can be seen as the adjoint of V. Notice that in the
discrete setting the product rule reads

V(fg) = av(f)Vg + av(g)V/{, (5.6)

where av(f)(e) := 1(f(e*) + f(e™)). Moreover, we denote by £ the following
time-dependent operator acting on bounded functions f: V' — R as

(L5 1) (@) = wila,y) (fy) = f(2)) = =V*(@V])(@).

r~y

For any t € R, the time-dependent Dirichlet form associated to L{ is given by

gf(fa g) = <f7 _£$g>£2(V) = <Vfa thg>g2(E)a (57)
and we set £7(f) = EL(f, f).
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Note that (5.2) is a Sobolev inequality on an unweighted graph, while for our
purposes we need a version involving the time-dependent weights.

Proposition 5.4 (local space-time Sobolev inequality). Consider a graph (V, E) that
satisfies the Assumption 1.1 with d’ > d > 2 and set

d/
Further; let Q = I x B, where I C R is a compact interval and B C V is finite and
connected. Then, for any q,q' € [1, 0], there exists C's = Cs(d, q) < oo such that for
every u : R x V — R with suppu C I x B,

p=pd,q) = (5.8)

1 EX (ut)
2 2/d w t
HU Hp7q’/(q’+1),Q S CS’B‘ / ||I/ Hq,q’,Q <m /[ ’B| dt |. (59)
Proof. Proceeding as in the proof of [5, Proposition 3.5], we deduce from (5.2) that
vy & (w)
HU?HMB < CS |B‘2/d HVt Hq,B t’B|t
Thus, for any ¢’ > 1 the assertion follows by Holder’s inequality;,. O

5.2. Maximal inequality via Moser iteration. In this section, our main objective is
to establish a maximum inequality for the solution of a particular Poisson equation
having a right-hand side in divergence form. More precisely, we denote by u :
R x V — R the solution of

du+ LYy = VV¥, on Q=1IxDB, (5.10)

where I = [s1,s2] C Ris an interval, B C V is a finite, connected subset of V' and
V#: R x E — R is given by

Vi¥(e) == wi(e) Vf(e) (5.11)
for some function f: V' — R.

For any zg € V, tg > 0 and n > 1, we denote by Q(n) = [to, to + n?] x B(zg,n)
the corresponding time-space cylinder, and we set

Q(on) = [to,to + on?] x B(xg,on).
Now we are ready to state the main result of this section.

Theorem 5.5. Suppose that O;u+LyYuw = V*V on Q(n) and assume that the function
fin (5.11) satisfies |V f(e)| < 1/n for all e € E. Then, for any p,p’,q,q' € [1, ]
with

1 p d+1 1 2

R R (5.12)
there exist v € (0,1], kK = k(d,p,q) € (1,00) and C; = C1(d) < oo such that for all
a € (0,00)andforall1/2 <o’ <o <1,

1 1 oy 172 lggr00m \
‘ < C p,p,Q(n) 4,45Q(n) v . 5.13
(t,x)rgg:z(g’n) ’U< x)‘ B ' ( (0' — 0'/)2 HUHma’Q(Un) ( )
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As a first step we prove the following energy estimate for solutions of (5.10).

Lemma 5.6. Suppose that Q = I x B, where I = [s1, s3] is an interval and B is a
finite, connected subset of V. Consider a smooth function ¢: R — [0, 1] with { = 0 on
[s2,00) and a function n: V — [0, 1] such that

suppn C B and n =0 on OB.

Further, let u be a solution of (5.10) on (). Then, there exists Co < oo such that for
all « > 1 and p,p', p«, P, € (1,00) with 1/p+ 1/p* =land 1/p' +1/p, =1,

Q |I|/C w| a

S(EJHWMMQOWWW@NWCMWDHMM

+ Co0® (|1 IOV )l oy [l

m HC(UQ )

Y2 7p;7Q

P+ 7pf|=7Q

+ Cy 0’ 11, 0 HVfH?w(E) H|U|2a_2 el O (5.14)

where 4 := |u|® - sign u and 5§fn2(f) = (Vf, av(nz)thf>g2(E).

Proof. Let us consider a function u such that dyu + LY v = V*V¥ on Q = I x B.
Then, for any ¢ € I, a summation by parts yields

1 ~Q oa— ~L00— w
5. Orlln \|§2(V) = (V0?5 ), wiVu) e gy + (V0@ ), Vi) gy (5.15)

Proceeding as in the proof of [3, Lemma 3.8], we will estimate the terms on the
right-hand side of (5.15) separately. Let us point out that the constants ¢ € (0, c0)
appearing in the computations below, is independent of «, but may change from
line to line. In view of (A.2), we have that

20— 1 . 1 -
2L g (@) > era(a)

o =

<aV(nQ)Vﬂfo‘_l,thut>gz(E) >
On the other hand, by (A.3) and Young’s inequality, that reads |ab| < 3(ca® + b?/e)

for £ € (0, 00), we obtain that

<av(ufa 1)V772,thut>52(E) > —c Hwt(V&?)(Vn2)av(|ut|0‘)“€1(E)

> —ce & (@) — = IVl el 1 ).

where we used that V2 = 2 av(n)(Vn) and av(n)? < 2av(n?). Hence, by the above
estimates the first term on the right-hand side of (5.15) is bounded from below by

(V(prPa*h), thut>z2(3)

1 w ~a c 2 200, w
> (a —66> &l (af) — 2 Vol g el ** 1] 2 3y - (5.16)
Next, we consider the second term on the right-hand side of (5.15). Since n € [0, 1],

<aV(UtQa I)VWQ;WM>42(E) > —c H(Vﬁ)(vf)He“’(E) H‘u‘2a—1ﬂ<;2H€1(B)
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By applying (A.1) and Young’s inequality, we find for any o > 1,
<av(n2)Vﬁ%O‘_1, thf>€2(E) > —¢ Hwt av(nQ) av(]u\o‘*l)( V) (V) HE
> —ce&fp (@) = S IV Fl H\Utlm_?ungl(B)

Hence, by combining these estimates, we obtain that the second term on the right-
hand side of (5.15) is bounded from below by

(VOPE ), ViV 2 =€) — S IV ey a2

— TPy NP gy - 517D

Thus, in view of (5.16) and (5.17) and by choosing ¢ = 1/(c«), we deduce from
(5.15) that there exists Cy < oo such that

Epye ()

|B[ < Cya? ||V77||?°°(E) (| e s

~Olmap)|3, + £l

+ Co & ||V fll ) Nl |, 5

+ Cy 0’ IV (V )l () |Hu|2°‘_1ufH1’B-
(5.18)

Moreover, since ((s2) = 0,

[ =cwaloaiis a = [ (= adcwo lmai:
NN 5 — 1<y [ M,

for any s € [s1, s2). Thus, by multiplying both sides of (5.18) with ¢ and integrating
the resulting inequality over [s, s3] for any s € I, the assertion (5.14) follows by an
application of the Holder and Jensen inequality. O

)+ O I35 ) dt

Y

Proposition 5.7. Suppose that the assumptions of Theorem 5.5 hold. Then, there
exist v € (0,1], kK = k(d,p,q) € (1,00) and Co = C2(d) < oo such that for all
1/2<d' <o <1,

(5.19)

max u(t, x
(t,z)GQ(o’n)| ( )’

IN

. 1N o) 172 Nlg.qnom)
2 (0’—0”)2 H ||2P2PP*/10* Q(on) *

Proof. For fixed 1/2 < ¢/ < o < 1, consider a sequence {Q(oxn) : k € No} of
space-time cylinders, where

op = o +27%0o o) and e = 2% Yo —0'), keNg.

In particular, we have that o, = 0411 + 7, and oy = o. To lighten notation we write
I, = [to,to + O'kn], By = B(:UQ,O'kn) and @ := I, x Bj. Note that ‘Ik‘/uk—i-l’ <2



28 SEBASTIAN ANDRES, ALBERTO CHIARINI, JEAN-DOMINIQUE DEUSCHEL, AND MARTIN SLOWIK

and |By|/|By11| < C%,2%. Further, we set

reg
1 1 1 d

o = — + <1—) /q and ap = aoF,
P DL p)d+1

where p is defined in (5.8), and for any p,p’ € (1,00), let p. := p/(p — 1) and
pl, == p'/(p) — 1) be the Holder conjugate of p and p’, respectively. Notice that for
any p,p’,q,q € (1,00] for which (5.12) is satisfied, « > 1 and therefore o > 1 for
every k € Ny. In particular, « > 1 implies that ap), > ¢'/(¢' + 1) and ap, < p.

Consider a sequence {7y, : k € Ny} of cut-off functions in space having the prop-
erties that suppn, C By, nx = 1 on Bg.1, nx = 0 on By, and HV%H@OO(E) < 1/7mn.
Moreover, let {(;, € C*°(R) : k € Ny} be a sequence of cut-off functions in time such
that (4 = 1 on I;41, (x = 0 on [ty + oxn, o) and HC,QHLOO(R) < 1/7xn?. First, in view
of (5.4) we have that

il

| < fla], (520

~2a
+ [[aex]
QP 7Oép;7Qk+l -

0d' /(@' +1),Qr41

By applying the space-time Sobolev inequality (5.9) to n,a;* and using that
& (mtiy™) < 28 2 (™) + 2 Il oo gy |[10ae > g2 Hfl(Bk)

we obtain

@]

7Ql€+1

0,4 /(q'+1),Qr41

~Q

< en? v /Ck 7“7’“(% )dt R [l 2% |
4.9, Qk |I| | By (1pm)?2 L1,Qk |-

Moreover, by means of Jensen’s inequality, the energy estimate (5.14) implies that
2 (")

~20 ’nk dt

i 17 s, * 7,905

2
< il (25 ) I i

where v, = 1 if HuH2akp*,2akp;,Qk >1land v, = 1— 1/ay if HuHQakp*
Thus, by combining these two estimates with (5.20), we find that

72akp:< 7Qk < 1 :

Hu‘|2ak+1p*,2ak+1P;7Qk+l

2%k oy 1/(20)
w
< (C(O_)2 H/‘ | p,p’,Q(n) H ||q7q/7Q(n)) H |2akp* 20405, Qk (5.21)

Observe that | By 1|'/?*% < ¢ uniformly in n for any K such that ax > Inn. Hence,
a further application of (5.20) yields

max w(t,z)] < max |u(t,z)] < |B 1/(2ak) ||720k ||1/(20K)
(t,x)GQ(o”n)‘ ( )| - (t;p)eQK’ ( )‘ ’ K| H Hl ,00,Q K

22K 2 1/(2a)
(o o ) B st 0

IN
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By iterating the inequality (5.21), we get

w )l < [T (e W luraw )™
(1) Q') * 11 (0 —o')2 200, 200, Q(om)

where 0 < v = Hszl v < 1 and Cy < oo is a constant independent of k, since
S0 o k/ay < oco. Finally, by choosing x = 2 3°2°1/a; < oo and using the fact
that ap. < p, the claim follows by means of Jensen’s inequality. O

Proof of Theorem 5.5. In view of (5.19) for any « > 2p max{1, p/ /p.} =: 0 the state-
ment (5.13) is an immediate consequence of Jensen’s inequality. Thus, it remains
to consider the case « € (0, 8). But from (5.19) we have forany 1/2 < ¢’ <o <1,

1621 @y 1V lg.q @
HuHoo,oo,Q(U/n) < C2< o (10/)2 24 H HﬂBQon) (5.22)

(o

The remaining part of the proof follows the arguments in [35, Theorem 2.2.3]. In
the sequel, let 1/2 < ¢/ < o < 1 be arbitrary but fixed and set o, = 0 — 27%(0 — o')
for any k£ € Ny. Then, by Holder’s inequality we have for any « € (0, 8),

HuHﬁﬁQ (ogn) = ||u||aankn || Hoo ,00,Q(ogn)

where § = «/f. Recall that |Q(on)|/|Q(c'n)| < 2
In view of (5.22), we get

d
reg2 by the volume regularity.

< 22nk:J ” H Y—0

”uHoo,oo,Q(O'k,ln) = a,a,Q(on) HUHOO,OO,Q(O'IJL) ’

where we introduced J = ¢ ([|1°[l,, ;. o(ny 1¥°ll4.47.0(m) /(¢ — 0")?)" to simplify no-
tation. By iterating the inequality above, we get

oyl ook S (v—9) 0
ltll ooy < 22 im0 lEHDO=O (0 o "l o)
Note that (1 — 6) € (0,1). Hence, in the limit when 7 tends to infinity, we obtam
max |u(t,z)| < 92r/(1=7+70)* j1/(1=7+0) ||l HZCGC/Y Q(JJ)W) )
(t,z)€Q(0'n)
which gives (5.13). O

APPENDIX A. TECHNICAL ESTIMATES

In this section, we provide proofs of some technical estimates needed in the proof
of the Moser iteration proven in [5, Appendix A]. In a sense, some of them may be
seen as a replacement for a discrete chain rule. Some extra care is required since
the solution of the Poisson equation may be negative.

Lemma A.1. For a € R, we write a® := |a|® - signa for any o € R\ {0}.
(i) Forall a,b € R and any «, 8 # 0,

ja -] < (1v ’%D % — 87| (|a]*~® + [b]*—7). (A1)
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(ii) Foralla,b € Randany o > 1/2,

o

20— 1

In particular, if a,b € R, then (A.2) holds for all o ¢ {0,1/2}.
(iii) For all a,b € Rand any a > 1/2,

(a —b) (@**t — b2 1), (A.2)

(|a‘2a71 + |b|2a71) ‘(I o b‘ < 4 |da — i)a‘ (‘a|a + |b|a) (A?))

APPENDIX B. MAKER’S THEOREM

In this section we briefly recall Maker’s theorem and transfer it into the continu-
ous time setting as needed in the present paper. Let (2, 7, P) be a probability space
and 0 : Q — Q be a measure-preserving transformation.

Theorem B.1. [25, Theorem 1.7.5] Let ¢ in L*(P) and {¢,, : n € N} be sequence of
functions in L(P) such that sup,,cy |¢n| € L*(P) and ¢y, — ¢ P-a.s. as n — oo. Then,

n—1
1 k
nhﬁnolo - kgo ¢no0b” = E[p|Z] P-a.s., (B.1)

where T is the o-algebra of 0-invariant sets.

Now let {0, : t > 0} be a semigroup of measure-preserving transformations, that
is 6; : Q — Q is measure-preserving for each ¢t > 0, 6 is the identity and 65, ; = 6,00,
for all s,¢ > 0. Moreover for each A € F the mapping (w,t) — 14(f:w) is jointly
measurable with respect to the o-algebra 7 @ B(R).

Proposition B.2. Let ¢ in L' (P) and {#,, : n € N} be a sequence of functions in L*(P)
such that sup,,ey |¢n| € LY (P) and ¢, — ¢ P-a.s. as n — oo. Then,

1 1
lim — [ ¢p,o060sds = / Elpobs|T]ds P-as., (B.2)
0

n—con Jq

where J is the o-algebra of 0:-invariant sets.

Proof. We will deduce the result from its time-discrete analogue in Theorem B.1.
For this purpose, set ®,,(w) := fol ¢n(0sw) ds. Then, for every n € N, we have that

n n—1
/ pnobeds = Y D00
0 k=0

Notice that sup,,cy |®,| € L' (P). Moreover, by setting ® := fol ¢ o0y ds, an applica-
tion of Fubini’s theorem and the shift-invariance of P with respect to 6, yields

E[sup’q)m—q)ﬂ < /OIIE[Zg%‘quoncf)oGS” ds = E[;&%’Gﬁm@b

m>n
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which converges to zero as n — oo by the dominated convergence theorem. Thus,

by the Markov inequality, sup,,>,, |®,» — ®| — 0 in P-probability as n — oo which

implies that ®,, — ® P-a.s. as n — oo. Hence, by Theorem B.1, we have that P-a.s.
n—1

1 ko _ [
2> e,00f ~ Ble|g] - [ Ewes |

which completes the proof. O

APPENDIX C. SOME POINTWISE ERGODIC THEOREMS

In this Appendix we provide an extension to [13, Theorem 3] to address non-
ergodic situations. Consider a probability space (€2, F,P) and a group of measure
preserving transformations {7, : € Z?} on Q such that Taty = Tz 0Ty and 79 = idgq.

Theorem C.1. For all ¢ € L*(P) and f € C(By), P-a.s.
11113;@ ﬁ %%)f x/n) (/ f(z dx) [0 7], (C.1)
reb(n

where T denotes the o-algebra of invariant sets with respect to {1, : € Z%}. In
particular, the null set does not depend on f.

Proof. The proof follows literally by the arguments given in [13, Theorem 3]. O
Theorem C.2. Let ¢ € L'(P) and € € (0, d). Then, for P-a.e. w,

= - —(d—e)
b 3 g = () Bz e

z€B(n
where the summation is taken over all z € B(n) \ {0} and Z denotes the o-algebra of
invariant sets with respect to {7, : x € Z%}.

Proof. To start with, notice that the ergodic theorem, see Theorem C.1, implies that
for P-a.e. w,

lim lim % Z/ (k/\]a:/n\*(dfs)) o(Tpw)

k—o0 n—00

z€B(n)
= lim (/ kA |z| e d:c> Elp|Z] = </ x|(d5)d:c> Elp|Z].
k—o0 By B
(C.3)
On the other hand, by means of Abel’s summation formula, we have that

1 1 p(Taw)
ne ‘(L‘|d € ne Z Z (Tow ‘

z€B(n |z|=k

IN

Z P(Taw)

z€B(k)

1 d—e 2 1 |1
> |+ TN |G ,
z€B(n) k=1
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where we used that £~(4¢) — (k +1)~(4¢) < (d — )k~ (@19, Using this estimate

and

the maximal inequality we get that for any ¢ € L'(IP) and P-a.e. w,

1 1 o(Taw) cd 1
sup | — Z T | S — Z |<p(7‘xw)} < oo (C.9
n21 | 7 xEBOﬂ‘x/n’ ) ">0|£% )|xeBon

with C' := sup,,»; |B(n)|/n? < co. In particular, since

1

’ 1 1
- kA ) p(nw)| < ,
| 2 <|x/nrd—€ \x/md—e)w o) < § o nd Z |x/nrd6

z€B(n) Bt

we conclude in view of (C.4) that for P-a.e. w,

tim | S e/ D o) — 3 (kA L/ ) plrw) | = 0

k—o0 nd
z€B(n) z€B(n)
(C.5)
uniformly in n. The assertion follows by combining (C.3) and (C.5). O
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