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Abstract—This paper presents a new motion planning primitive  fixed zero curvature. Conversely, pursuing a (flatness) inversion
to be used for the iterative steering of vision-based autonomous ve- control for the iterative steering of an autonomous front-wheel
hicles. This primitive is a parameterized quintic spline, denoted as driving vehicle, we focus on Cartesian continuous-curvature

n-spline, that allows interpolating an arbitrary sequence of points th ol . d deri fi | . imiti
with overall second-order geometric (Z-) continuity. Issues such path planning an erive a new moton planning primitive

as completeness, minimality, regularity, symmetry, and flexibility ~calledn-spline. It is a completely parameterized quintic spline
of theseG?-splines are addressed in the exposition. The develop- that allows the interpolation of an arbitrary sequence of points
ment of the new prir_nitive is tightly_connected to the inversion con- \hile guaranteeing an overall second-order geometie-)
trol of nonholonomic car-like vehicles. The paper also exposes a qqntinyity. This new primitive permits assigning arbitrary
supervisory strategy for iterative steering that integrates feedback .
vision data processing with the feedforward inversion control. tangent anglle.ffmd curvature at. each point. .
The acquisition of the required data by the path planning
strategy is performed by machine vision. Some errors may
occur using this technique, and, thus, specific recovery strate-
gies have been considered. These image processing techniques
derive from the work on autonomous driving systems de-
. INTRODUCTION veloped in the framework of the ARGO project [11]. The

HE MOTION planning problem for car-like vehicles or, infARGO prototype vehicle is equipped with a vision system
I general, nonholonomic systems, has stimulated a signﬁi_ﬂd autonomous  steering capabilities. The con_trol strategy
cant variety of research contributions [1]-[3]. To cite just a feiscussed in this paper will replace the current gain scheduled
approaches we have Lie-algebraic techniques, geometric phag@gortional controller. _ _ _
methods, control input parametrizations, and optimal planning©Overall, the proposed iterative steering (cf. Section 1V) is
(a survey reviewing motion planning methodologies with exanother addition to the rich research field of vision-based lateral
tensive bibliography is reported in [1]). Another planning teCH;qntrol strategies for autonomous navigation. The work 'of
nique is the differential flatness approach of [4], [5]. In parPickmanns and co-researchers [12]-{14] has been especially
ticular, Rouchoret al. [6], [7] showed, for a car with multiple rélevant in this field. They developed a temporal data-fusion
trailers, how to obtain an open-loop control input starting witAPProach based onextended Kalmanfiltering for the state estima-
an appropriate trajectory planning on the so-called flat outp#on of the vehicle wth respect to its near environment and rpad
A distinguished feature of this approach that requires the flisual scene; the vehicle autonomous guidance was then achieved
ness property of the relevant system is the obtaining of the inffifough a full-state feedback control. Another successfully
function through finite order derivation of the desired flat outpugsearch efforthas beenthe NavLab project[15], [16]and, in par-
without involving any integration. With regard to this input synticular, the Rapidly Adapting Lateral Position Handler (RALPH)
thesis, the flatness approach implies a dynamic inversion protk(] was used for the steering guidance based on the on-line and
dure performed on a system with trivial zero dynamics [8]. robustvisual estimation of the vehicle lateral offset, relative to the
The necessity to provide continuous-curvature paths for e center, and of the upcoming foa{j curvature. A survey Wlth
navigation of autonomous vehicles was stated by Nelson [gil'rthe_r references and some comparisons of steering strategies
[10] who devised two distinct types of paths, Cartesian quintié@f Vision-based autonomous navigationis reportedin [18].
for lane changing maneuvers and polar splines for symmetricThe paper's organization is described next. Section Il de-
turns. These primitives were conceived to smoothly connetgribes the inversion based guidance of a car-like vehicle and
line segments so that they can be used to interpolate points Wigtivates the posed polynomiaf-interpolation problem. The
quintic G?-splines are derived in Section Il reporting the main
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Fig. 2. TheGZ?-interpolation problem on thgz, y}-plane.

Fig. 1. The car-like vehicl its variables. .
9 e car-like vehicle and its variables Definition 2 (G'- and G?-Paths): A path of a Cartesian

space, i.e., a set of points of this space, Gigath ¢ = 1, 2)
if there exists a parametri’-curve whose image is the given
path.

Notation: A curve on the{z, y}-plane can be described by A basic result on the vehicle’s motion of model (1) is stated
a parameterizatiop(u) = [z(u) y(u)]T with real parameter below, originally presented in [21].
u € [uo, u1]. The associated “path” is the image [af), u;] ~ Proposition 1: A path on plane{z, y} is generated by ve-
under the vectorial functiop(u). We say that the curvp(u) hicle model (1) via a continuous control inpi(t) if and only
is regular if there existp(u) over[ug, ;] andp(u) # 0V u € if the {, y}-path IS aGQ-_path. _
[uo, u1]. Associated with every point of a regular cunyey) is From a control V|ewp0|r_1t the main consequence of the above
the orthonormal moving reference systée («), e»(u)} that proposition can be dgscrlbed as follows. Given é??ycurve
is congruent with the axes of tHe:, y}-plane and where, ()  P(%) With u € [uo, u] introduce the arc length function

Il. INVERSION BASED GUIDANCE OF A CAR-LIKE
VEHICLE VIA G2?-PATH PLANNING

denotes the unit tangent vectorfu). From Frenet formulae, R e R an

the curvature vector is(u)e2 (1) wheres(w) is the scalar cur- s(u) = / VE(v)? +§(v)? dv @

vature with well defined sign. The Euclidean norm of a vector “

p is denoted with|p||. and denote by~!: [0, s(u1)] — [uo, u1] its inverse function
We consider as a motion model of a vehicle the followin§atis evidently a continuous function. Moreover, the scalar cur-

simplified nonholonomic system: vaturer(u) is as well continuous ovét, ;| becauseg (u) is

. a G2-curve. At the initial timety, consider the state of model
(t) = v cos b(t) (1) be given by[z(uo) y(uo) arg(er(uo))]¥. Then, applying
y(t) = vsin6() (1) the continuous input

. v

6() = 7 tané(®) 8(t) = arctan [l (s~ (u(t — t0))] @3)
where (see Fig. 1} andy are the Cartesian coordinates of th
rear axle midpointy is the velocity of this midpoint (to be
considered constanty, is the vehicle’s heading angléjs the

inter-axle distance, angl the front wheel angle, is the control

The vehicle’s motion fromty to ¢o + s(uq)/v exactly matches
the path of the givemw(«) curve.

Consider a sequence of Cartesian poipts p1, p2, - --
on the{z, y} plane. If a piecewise curve interpolating these

variable to steer the vehicle. oints can be generated with the requirement of being an

A system is defined (differentially) flat if there exists a SeEveraIIG?-curve, then, using the flat dynamic inversion control

of outputs, equal in number to the number of inputs, and ”E:/en by (3), the vehicle can be steered to exactly intersects the

ally called flat outputs such that all states and inputs can Bgints of the sequence. Hence, it appears naturally to pose the
expressed in terms of these flat outputs and their finite-or lowing problem.
derivatives [4], [19]. As known, system (1) is a flat system with polynomialG2-Interpolation Problem: Determine the min-

respect to inputs andé and the flat outputs are simplyandy  imal-order polynomial curve that interpolates between given
[6]. For the case at hand, with a slight modification of the stapointsp.4 = [z4 v4]* andpg = [z y5]* with associated

dard flatness approach we consideas a constant parameterunit tangent vectors defined by anglés and #z and scalar
and, on the basis of a suitable Cartesian path planning, we dervaturess, andrxg (see Fig. 2). All the interpolating data
rive the control inpus(¢) by means of a dynamic inversion pro-p., ps € R?, 04, 65 € [0, 27), andk 4, k5 € R can be arbi-
cedure that does not still require any integration, cf. Proposititrarily assigned.

1 and expression (3). Now introduce the following definitions. The datap., 6.4, and » 4 represents the vehicle’s current
Definition 1 (G- and G2-Curves [20]): A parametric curve Status at time 4, i.e., the coordinates 4 andy. of the rear
p(w) has first-order geometric continuity and we ga) is a  axle midpoint, the heading angle, and the curvature given by

G*-curve ifp(u) is regular and its unit tangent vector is a contin- o

uous functior(l azlong the curve. The cuive:) has second-order fia = (1/Dtan6(t4) @
geometric continuity and we s@y(u) is aGG?-curve ifp(u) isa whereé(t.4) is the steering angle at the instant. The data
G'-curve and its curvature vector is continuous along the curyeg, #z, and sz are the desired future status of the vehicle,
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iteratively assigned by the autonomous guidance supervisor (cfProposition 2: Given any interpolating data.4, 6.4, x4 and
Section V). pPs, 95, x5, the parametric curve(u; n) satisfies conditions
(7)—(9) for allp € H. Conversely, given any quintic polynomial
curvep(u) with p(0) # 0, p(1) # 0 satisfying (7)—(9) there
eré(ists a parameter vectgre H such that the quintic curve can
Tbe expressed gs(u; 7).

The following lemma whose proof is omitted for brevity is
useful in proving the above proposition.

Lemma 1: Assigned any planar curyg(x) = [z(u) y(u)]?,
its scalar curvature () is given by

. QUINTIC GZ-SPLINES

To solve the posed interpolation problem, consider a quin
polynomial curvep(u) = [x(u) y(w)]*, « € [0, 1] where

z(u) :==x0 + z1u + zou? + z3u® + zaut + 250> (B)

y(u) :=vyo + v1u + v’ + ysu® + yau' + ysu. (6)

The interpolating conditions are the following:

) = HO0) = i)

. 22
(i(w)? + g(u)2)*? @2

P(0)=pa, pP(l)=ps @)
cos 4 cosfg _Proof of Proppsition 2—Sufficiencyit can be proved by
e (0)=| el =| . (8) direct computations. Indeed note thaf{0; ) = p.4 and
sin @ 4 sinfpg . .
p(1; n) = pp for all 5 € H. Moreover, the following relations
k(0) =ra, k(1)=rp (9) hold for ally € H:
where the unit tangent vectex () is given byp(u)/||p(w)]|- p(0; ) =n1[cos B4 sinhq]" (23)
The quintic polynomial curve satisfying all the above conditions p(1; 7) =n2fcos Op sinbp]%. (24)

can be expressed as follows:
Taking into account thaj; and. are strictly positive we have

To =T a (10) 1 = ||p(0; n)|| andn2 = ||p(1; n)|| so that we derive for all
x1 =mn1cosfy (11) m € H [conditions (8)]
wy =3 (n3cosba —nirasings) (12) p(0; )/||D(0; || =[cos b, sinba]” (25)
x5 =10(xp — w.4) — (6 + 313) cOs 0 B(L; m)/[1B(L; m)|| =lcos b sinbp]”.  (26)
B (147722 B % ) €05 0 + 3 niriasinfa Finally, using the Cartesian expression (22) for the curvature we
— 3 M2kpsinfp (13)  arrive atk(0, 1) = x4 andr(l, ) = kp foralln € H.
x4 =—15(xp — z.4) + (8m + 2 n3) cos b4 Necessity: From conditions (7) we deriveg = x4, 10 =
+ (Tne — mu) cos O — 2 e 4 sinby Y4, i.€., relations (10) and (16), and the equations
+77§m; sin g (14) T+ T2+ T3+ T4+ T3 =T —TA (27)
w5 =6(xp —wa) — (31 + 1) cos b Yy +ys+uat+us =y — ya (28)
- (3772 - %774) cosblp + %77%/@4 sin 6 4 Define
— %ngﬁgsinﬁg (15)
o a6 = BO =Bl (29
y1 = sinfdy (17) and from the first of conditions (8) we dedugg = 7, cos 6.4
Y2 = % (773 sin @4 + n?rk.4 cos 9‘4) (18) andy; = msinfy, i.e., relations (11) and (17), respectively.
ys = 10(yn — y4) — (6771 + %773) sin 64 Analogously, the equations
— (4772 — % 774) sinfg — %nf/@q cos B 4 220 + 3x3 + 44 + 525 =n2cosfp — 1 cosBy  (30)
+ %77%/{3 cosfp (29) 290 + 3y3 + 4ys + Sys; =12 sinflg —mysinf,y  (31)
ys=—15(yp — ya) + (8m + 3 713) sinf.a follow from the second of conditions (8).
+ (T — ma)sinfp + 2 nika cosfa By virtue of Lemma 1, the condition(0) = « 4 is equivalent
— n2kp cosfp (20) to
Yys =6(yp — ya) — (3m + 5 713) sin by ig Ra1ys — 200p1] = Fia (32)
— (3772 — %774) sinfg — %nfﬁA cos 04 n
+ L n3rp cosfp. (21) so that we infer
The real parameters;, i = 1, ..., 4, appearing in expres- —2xasinf + 2yz cos 04 = Mk 4. (33)

sions (10)—(21) can be packed together to form the four—dime&
sional vectom := [mm2m3n4]? so that the resulting parametric
curve be concisely denoted péu; n) or, informally,5-spline . 1 (1) 20 + 61 + 1214 + 2045
Moreover, denote with{ the set given by the Cartesian product/s [(1)(2y2 + Oy v )
Rt x RT x R x R. It follows the main finding of the section.

nalogously, condition:(1) = x5 can be written as

—(2x2 + 63 + 124 + 2025)9(1)] = £B
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and transformed to m]
120 ¥

—(2x2 + 623 + 1224 4+ 20x5) sin fp

+(2y2 + 6ys + 12y4 + 20y;) cosfp = p3kp. (34) 100}
Now introduce the real parametersandr, defined as g0l

73 :=2r2co804 + 2yo8infy (35)

Na := (222 + 623 + 1224 + 2025) cos fp 60

+ (2y2 + 6y3 + 12y4 + 20y5) sin 93. (36) a0t
Equation (33) and definition (35) permit finding relations (12)
and (18) 20} P,
=1 04— Prasing p @ z
zy =75 (n3cosbly — nikasinga) ok . . . . .  [m]

. 0 20 40 60 80 100 120 140
Yo = % (n3sin@q 4+ nik4cosby).
In a similar way, equation (34) and the definition/pf can be Fi9- 3. n-splines interpolating given points.

used to determine ) o ) ) )
Evidently, from (40), it is not possible to interpolate the given

22y + 6wz + 1204 + 2025 =14 cosbp —mrpsinbs  (37)  data with a fourth- or lower-order polynomial curve for any ar-
2uo + 6y3 + 124 4+ 20ys =nasinfa + 73k cosfp. (38) bitrary choice ofy € H. O
Property 2: Denote withD the interpolated data set (cf. the

From (27), (30), and (37) we obtain the linear equation systefLivion of theG2-interpolation problem). The curve(u; n)

T3+ T4+ T3 =T —Ta—T1— T2 is generically a regular curve ovéf x D.

L7 . .
3x3 + 4wy + Sx5 = 1R cosbp —m CSS O - 223 Proof: A sketch of proof is offered. Denote with =
6x3 + 1224 + 2025 = nacosfp — N3 kpsinfp — 2z,. [t4ya By 04 05 ka k]t € D the vector of the interpo-

The above system admits an unique solution in the unknowlated data. Hence, we can more precisely redenotgthen)
x3, x4, and xzz. By using the previously found expressionsurve as
for x; andz,, after some computations we establish relations

. . T
(13)—(15). Analogously, considering (28), (31), and (38) we [#(w; m, ) ylu;m, D)
arrive at the following system: With this notationp(w; #7) is not a regular curve if and only
Ys+vat U =Y —Ya — YL — Y2 if there existsu € [0, 1] satisfying the following system of
3ys + 4y + 5ys = m2sinfp — 1 sinby — 2y fourth-order polynomial equations:
6y3 + 12y4 + 20y5 = nasin b4 +n3rp cosfp — 2ys. #(u; m, d) =0
Again we have an unique solution in the unknowns 4, {g(u; n, d) =0. (41)

and y;, and using (17) and (18), relations (19)~(21) can hgence necessarily, the satisfaction of system (41) implies that

deduced. _ the associated resultant is zero
Note that, cf. (29)7;; ands, are the “velocity” parameters at
R(n, d) = 0. (42)

the beginning and end of the curve whereasandr, can be

described as the “twist” parameters. Relation (42) defines a one-dimensional manifold7énx D.
Property 1: The curvep(u; #) is the minimal-order polyno- This manifold has zero Lebesgue measure?on< D, i.e.,

mial curve interpolating any arbitrarily given dagay, ps € R(7w, d) is generically not zero ovei x D. On the other hand,

R2, 64,05 € [0, 2r), andr 4, x5 € R. if R(n, d) # 0 then the curvep(w; %) is regular so that the
Proof: The argument is based on the already provestatement of Property 2 follows. O
Proposition 2. This result points out that the cumpé@u; ) Proposition 2 and Property 1 make evident that the devised

characterizes all the polynomial curves of order at most fivg,spline is the solution to the posed polynomi@F-inter-
that interpolate the given endpoint data. Hence, if a lower-ordgslation problem. In particular, Proposition 2 indicates that
polynomial curve exists this must coincide witi{w; 1) for the y-spline is a complete parameterization of all fifth-order
some appropriatg € . polynomial curves interpolating the given endpoint data. This
Consider a particular interpolated data pet = [0 0]”, fact alongside the closed-form expressions (10)—(21) is very
ps = [100 5], 04 = 6 = 0,andry = rp = 0. FIOM  ,qefy| in performing optimal path planning [22]. On the other
formulae (10)~(21) it is easy to derive hand, Property 2 shows that thespline per se is generically a
a(u; ) =mu+ (1/2)nsu? G?-curve and interpolating a sequen2ce of Cartesian points with
+ [1000 — 67 — 4m2 + (3/2)773 + (1/2)ma]u® regulgm—gplmgs resu_lts inan over.a(.ll -curve composed vy|th
. “ quintic G--splines. Fig. 3 exemplifieg-splines interpolating
+[=1500 + 8y + T2 + (3/2)m3 — 774]”, five points with assigned tangent angles and curvatures (see
+ [600—3m1 = 3n2—(1/2)ns + (1/2)ma]u”  (39)  Table I). It is apparent from the curvature plots of Fig. 4 that the
y(u; 7)) =50u® — T5u* + 30u°. (40) second spline is a good approximation of a clothoid whereas
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TABLE | A Y
AN INSTANCE OF(2-INTERPOLATED DATA Ps
L-un v
. v ; . p(1-%7)
m] | [m) |[rad] | [m~Y
po| O 0 0 0 \d
p:| 50.00 | 1500 | 0 0
p2| 98.76 23.19 | 0.50 | 1/50 /'
pa| 124.67 | 63.53 | 1.50 | 1/50
pa| 104.72 | 107.12 | 2.50 | 1/50 A
P(uﬂ‘l) l,' //_,/‘ dl
P T
* 0
k [m1] n T
0.04 >
Za
@}‘(4) Fig. 5. Symmetry in shaping a lane-change curve.
/ |
/‘
2 G’-spline dynamic s car-like
0.00 /// <> generator > inversion vehicle
7,=1,=50 < vision
— =0 N supervisor datav
...... n=-1N= &1/ —">{  processing
-0.04 : I : Fig. 6. The supervisory control scheme for vision-based autonomous
00 01 0.2 03 04 05 06 0.7 08 09 1.0 navigation.

U

Fig. 4. Plots of curvatures of thgsplines appearing in Fig. 3. Proof: By direct substitution into (10)—(21) of all the

posed assumptions and after some computation we have
the third and fourth ones approximate circle arcs. This is

(u; ) = Ta| L, cosf wtlw cos 6 w2
somewhat remarkable in spite of having chosen just one set o\ = YA sin 2 sin 6
n-parametersy; = 72 = 50 andnz = —n4 = 0 for all the

: : . - [ —sinf | [10d; — 10v — 2
splines. Better clothoid and circle approximations as well as + C.Ose sin 0 0dy — 10v — 2w u?
. . sin @ cos 6 10d>
better lane-change curves can be obtained by choosing for each - |
spline an optimal set af-parameters [22]. cosf —sinf | | —15d; + 150 + (5/2)w >
The next result investigates the possibility to generate line | sin 6 cosf| | —15d,
segments by means of tiyesplines. fcos® —sinf] [6dy —6v—w] s
Property 3: Defined := ||pp — pa|| and assumep = + | u (45)
. sin @ cos @ 6d-
x4+ dcos,yp = ya +dsinb, 04 = 05 =6 € [0, 27), and - -t

x4 = rp = 0. Then the path generated Ipy«; n) is a line  Using the above expression (45) fofw; 1) we verify that re-
segment for anyy € H. lation (44) holds for alk, € [0, 1], v € RT, andw € R. O
Proof: The property proof is reported in [23]. O Besides symmetry, Property 4 points out the possibility of
A symmetry property with reference to the so-called “laneshaping the lane-change by varying the “velocity” parameter
change” curve is exposed below (see Fig. 5). m = = v € RT and the “twist” parametens = —n, =
Property 4: Assumer, = 70 = v € Rt andns = —ny = w € R. This can be done in an optimal fashion as explained in

w € R and defineij := [v v w — w]¥. Moreover, consider [22]-
bs=0g=6¢€]0,2n), ks =kxp =0,and

IV. SUPERVISORY STRATEGY FORITERATIVE STEERING OF

{ 2 =14+ dicos®— dysind (43) VISION-BASED AUTONOMOUS VEHICLES
Y = ya +dising +dycosd The overall control scheme for the iterative steering of a
) vision-based autonomous car-like vehicle is shown in Fig. 6.
whered; € R* andd; € R. Then it follows The controller kernel is given by the supervisor. It collects data
coming from the vision data system and, by interacting with
P(1 —w M) =pa+ps—py; ) (44)

all the other functional blocks, imposes the steering strategy.
This is based on iterative steering and on a feedforward inver-

Vu e [0,1],Vv e RT,Vw € R. sion guidance exploiting the devised quin@Z-splines. The
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an overall continuous steering control and guarantees conver-
gence to the desired path provided thets +7T') < d(¢.4) for
each planning stage.

The actual assignment of thesplinep(w; n) also requires
the choosing of the interpolated end-path data fg, x5, and
of the shaping vector parametg(see Sections Il and I1I). With
some detalil, the supervisor can act as follows. First, the interpo-
lation distance]p, (see Fig. 7) is evaluated by the supervisor
on the basis of the vehicle velocity

Yp

N
%, desired

IDnlin? if v <o~
Ip(v) == tiv, if v~ <wv<ot (47)
Ip if v > vt.

o
o
-+
(=2

max?

wherelp . = v~ t;andIp,  , = vTt; indicate the minimum
\ and the maximum interpolation distance, respectively, and
(2 ! A is the interpolation time constant. Parameters ™, and¢,
0 are determined according to the look-ahead range of the vision
E‘\ 4 system.

max

Q= - ==

m?

The vision data processor receivesfrom the supervisor and
provides the following data (see Fig. 7 and Section V) where:
Fig. 7. Vision-based planning of tf@&*-spline. d4 estimated vehicle distance from the desired path. It is
positive or negative depending on the relative position
of p4 to the desired path;
estimated tangent angle to the desired path atp..
is the minimum distance point on the desired path from
the vehicle rear axle midpoint;
pg point on the desired path at the interpolating distance

Ip from the vehicle rear axle midpoint;

@
S

general concept of iterative-state steering was first introduced
by Lucibello and Oriolo [24] for general controllable systems. Oa
In our context, the iterative steering is applied to pursue a lane
following or lane inserting task (cf. Section V) but it can be
used for more general navigation aims as well [21].

Fig. 7 aids in explaining the supervisory strategy. At tilme : -
the vehicle’s state is described, with respect to a chosen Carte?s ~ €stimated tangent angle to the desired paihat
sian reference systefir, }, by the positiorp 4 of the middle _ % €stimated curvature of the desired patipat
point of the rear axle, the heading angle, and the curvature 1he interpolated end-path data, 65, andr ; are then deter-
x4 computed using relation (4) (for simplicity, the referencglined through the following procedure. The paramefgr
system{z, 4} could be chosen so that; = y4 = 0 and (1, +oo] sets the rate of conygrgence to the desired path..lt
6, = 7r/'2)_ The supervisor assigns a quinGé-splinep(u; 1) can be interpreted as the “position error constant” of the hybrid

as the planned path in order that the vehicle approaches the d@5€d-1oop system determined by the iterative steering strategy.

sired path. According to (2) and (3) the corresponding open-loop1) Computedp as
steering control is given by
dB = dA/Kp

o(f) = arctanfin(us )llumsr -0 (40) 2) Computep according to

where x(u;7n) is the curvature of the n-spline, )

s~1: [0, s(1; )] — [0, 1] is the inverse function of the arc pPE = [xB} = [xr" —dp Smeb} ,
lengths(w; i), andt € [ta, ta + T3] with T, := s(1;9)/v YB ys + dp cost,
being the planned traversal time interval.

The supervisor can iteratively update the path planning and
the corresponding inversion guidance law (46) before the ve- Op =04 —
hicle has covered the wholgspline, i.e., control (46) can be ’
applied fort € [t4, t4 + T] with T being a fraction off},
(I" < 1T3,). The first part of they-spline is less affected by the

3) Computedg as

where

interpolating data gb 5, so the supervisor can help reducing the da 1
sensitivity of the overall steering to errors in the vision data pro- = Ip <1 B E) Cu(ldsl)
cessing. Moreover, a relatively fast replanning (i.e., a relativelyrd
high frequencyl /T) can improve the robustness of the steering 0, if |dp| < dj
to modeling errors [21]. | — dr
With regard to the path following convergence analysis, de- Cy = %7 if d < |dp| < dj
note withd(t) the distance of the rear axle midpoint from the dp —dg
desired path at time The delineated iterative steering provides 1, if |dg| > df.
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4) Computexg as

i - ..y T T, '
1?’87 kg if |dB| < dB ”ﬂ-'-r_ T :1- L

ﬂﬂdm_dﬁ)a if d < |dp| < df [ g™ D
B~ 4B ~ g

0, if |dg| > df;. e —

The choice of the threshold positive paramet&fsandd;; de-
pends on the vehicle type, the camera vision system, the roz =
conditions, etc. For the ARGO vehicle [11] on an highway, typ-
ical values arel; = 0.3 m andd}; = 1 m. The position error
constantk,, should be affected by the vehicle velocity,In-
deed, wher is low, higher values ok, are allowed, whereas
smaller values of{,, should be assigned wheris high (in any
caseK, > 1 in order to ensure convergence to the desirec
path). Moreover, wher,, is small, for example|d.s| < dj
(the vehicle is close to the desired path), it is appropriate to s¢
Kp = +00 thatimplieSdB =0, PB = Pg, 93 = 9’@, KB = Kg,
i.e., the interpolation end-path data is given by the desired pal
atthe poinpg. When the vehicle is far from the desired path, for
example, when it is engaged in a lane inserting task, the intel
of the above procedure is to obtain a planned path that directl
points toward the desired path. This is attained at steps 3) ar
4) by the artful modification of the values éf andx g with
respect td#z andrg.

The final task of the supervisor before passing the path data
the G2-spline generator and to the dynamic inversion block tha
implements the guidance law (46) is to set the shaping vectc
parametem. Choosingn has a strong impact on the shape of
the planned path. A suitable criterion is described in [22] wher¢
77 is selected in order to minimize the maximal variation of the
curvature along the path. A suboptimal choice that is effective| ic}
in most cases is to determipeaccording to the straightforward
relationsin; = n2 = [|[ps — pall andnz = 7y = 0.

The inversion guidance law (46) could be easily generalizel
to deal with a time-varying velocity:(t), and the presented
supervisory steering strategy should be basically retained wit
only small changes. As an alternative when the vehicle velocit
is slowly varying,v can be considered approximately constant ; . Sk
within the time intervallt4, ¢4 + 7] and is updated with the L L
iterative replanning of thg-spline. ! {ep

Fig. 8. Steps of lane detection. (a) Acquired image. (b) Remapped image
V. DATA ACQUISITION BY MEANS OF VISION with a 5:1 aspect ratio. (c) Result of the low level portion of lane detection.

This section presents the acquisition of the required data Final result superimposed onto (b), each point represents a polyline vertex.
e) Final result represented by a concatenation of polylines, superimposed onto

the path planning strategy disc_ussed thrOUghQUt this papera@mapped image of the road with a 1 : 1 aspect-ratio and a larger field of view.
orderto generate the correct trajectory the position of lane maukea within the rectangle is the region actually processed as represented in (d).

ings has to be perceived. As in many other projects [25]-[28],
the sensing is robustly performed using artificial vision. The following subsections briefly describe the low-level and
The visual-based detection of lane markings (lane detectibigh-level processing steps used to extrapolate the data required
functionality) is based on the removal of the perspective effday the supervisor to activate the proper control action.
through inverse perspective mapping [11]. Such a transform
exploits a knowledge about the acquisition parameters (cam@?a
orientation, position, optics, ...) and the assumption of a In the remapped image, road markings appear as quasiver-
flat road. Theremapped imageepresents a bird’s eye viewtical lines of constant width brighter than the road background.
of the road region in front of the vehicle. Fig. 8(a) and (bJherefore, the first phase of the detection is based on the ex-
show an image acquired by the ARGO vision system and ttraction of pixels featuring a higher brightness value than their
corresponding remapped image, respectively. horizontal neighbors.

Low Level Processing for Lane Detection
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A new image, whose values encode the presence of a raadew road conditions (lane width and lane position), thanks to
marking, is computed and subsequently enhanced exploitingatkearning process running in the background.
vertical correlation. Finally, the image is binarized by means of The model is kept for reference. The two resulting polylines
an adaptive threshold [11]. are fitted to this model, and the final result is obtained as fol-
The binary image is scanned in order to build chains of colews. First, the two polylines are checked for nonparallel be-
nected pixels. Each chain is then approximated wiglolgline havior. A small deviation is allowed, since it may derive from
composed by one or more segments, by means of an iteratredicle movements or deviations from the flat road assumption,

process. The result is shown in Fig. 8(c). that cause the calibration to be temporarily incorrect (diverging
or converging lane markings). Then the quality of the two poly-
B. High Level Processing for Lane Detection lines, as computed in the previous steps, is matched. The final

result will be attracted with a higher strength toward the poly-
The resulting data structure (a list of polylines) is processediife with the highest quality. In this way, polylines with equal or
order to semantically group homologous features and to produggilar quality will equally contribute to the final result. On the
a high level description of the scene. This process in dividegher hand, in the case where one polyline has been heavily re-
into: filtering of noisy features and selection of the features thagnstructed, or is far from the original model, or is even missing,
most likely belong to lane markings; joining of different segthe other polyline will have a stronger influence in the genera-
ments in order to fill gaps caused by occlusions, dashed lingsn of the final result.
or even worn lines; selection of the best representative and reTg take into account possible small errors due to incorrect
construction of the information that may have been lost, on thg:alization and/or drifts in the camera calibration, a low-pass
basis of continuity constraints. filter is applied. The final result is computed as an average be-
Each polyline is matched against the result of the previodgeen the actual result and the result of the previous frame.

frame, since continuity constraints provide a strong and robustrig. 8(d) and (e) show the result of the high level part of lane

selection procedure. The distance between the previous regelection.

and the considered polyline is computed: if it lays within a stripe

centered onto the previous result then the polyline is marked@as

useful for the following process. _ o .
Once the polylines have been selected, all the possibilities ard he last step of visual data processing is the computation of

checked for their joining. In order to be joined, two polyline®arameters needed for path planning.

must have similar direction and must be not too far away. Their The reference system is located at the starting point of the

projection on the vertical axis must not overlap and, in case tfehicle trajectory g4 = [0 0]*) and it is oriented such that

gap is large, the direction of the connecting segment is checkBg Vvehicle heading is initially directed along theaxis (i.e.,

for uniform behavior. 64 = =/2). In order to steer the vehicle along the desired

All the new polylines formed by concatenations of the origPath. the following parameters must be computed (see Fig. 9
inal ones are then evaluated. Starting from a maximum scod@d Section IV):
each of the following rules provides a penalty. First each poly- ¢ coordinates of the poins,, of the desired path closest to
line is segmented. In case the polyline does not cover the whole the reference system origing (i.e.,d.s = ||pa|l);
image, a penalty is given: the polyline length is computed and ¢ coordinates of the poir; of the desired path at distance
a proportional penalty is given to short ones, as well as to poly-  Ip from p.;
lines with extremely varying angular coefficients. Finally, the <« tangent angles ip, andpg (i.e.,f, andéy);
polyline with the highest score is selected as the best represen= path curvature ipgs (i.e., 5 ).
tative of the line marking. The left and right polylines corresponding to the left and right
The polyline that has been selected at the previous step ni@ye markings are used to compute the desired path. When the
not be long enough to cover the whole image; therefore, a furthgne following task is pursued the desired path gets shaped as a
step is necessary to extend the polyline. In order to take iniew polyline placed onto the center of the lane. Other choices
account road curves, a parabolic model has been selected tafeepossible as well, depending on the road shape and on partic-
used in the prolongation of the polyline in the area far from thgar driving needs (e.g., lane inserting, lane change, overtaking
vehicle. In the nearby area, a linear approximation suffices. maneuvers, obstacle avoidance, etc.). Since the vehicle control
This process is repeated for both left and right lane markingaodule relies on values that cannot always be recovered directly
The two reconstructed polylines (one representing the left aftdm visual data, some extrapolations can be required. When
one the right lane markings) are now matched against a mottet visible portion of the path does not contain all required in-
that encodes the knowledge about the absolute and relative fmomation, its prolongations must be computed. For example,
sitions of both lane markings on a standard road. A stronggy, is generally close to the rear wheels and, therefore, it is not
model—a pair of parallel lines at a given distance (the langsible. In this case a linear approximation is used: the first seg-
width) and in a specific position—is initialized at the beginningnent of the polyline is simply prolongated assuming the path
of the whole process; a specific learning phase allows to ad#eging a straight line. Conversely, the positiorpefdepends on
the model to errors in camera calibration (lines do not have g which is a function of the vehicle speed. In cgselies out-
be perfectly parallel) and to the current lane width. Furthermorgde the computed polyline, a parabolic approximation is used
this model can be slowly changed during the processing to adaptecover the missing portion of the desired path far ahead the

Control Data Estimation
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+ Desired Path

B

Fig. 9. Relationship between the geometrical data of the desired path and

visual data. The road texture has been cut for displaying purposes.

vehicle. In such a case the last two segments of the polyline ar¢?]
used to determine a fitting parabola. Such a parabola is used t6)

evaluate poinpg, tangent anglég, and curvature:s. When

pg is located inside the computed polylirég, is approximated
by the segment containings; the curvature:s is determined

through a local circle-based best fitting.

VI. CONCLUSIONS
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« Partial visibility of lane markings: This happens in corre-
spondence to occlusions or when the look ahead distance
is far beyond the field of view, thus, an extrapolation is
required.

« Errors in the processing: This happens when the calibra-
tion is incorrect or when the localization yields incorrect
results.

To cope with these problems an averaging filter is applied to
smooth possible sudden changes in the localization of lane
markings in subsequent frames. Even if this filter cannot com-
pletely recover from errors, iterative replanning is performed

before the vehicle reaches the end of the planned trajectory.

Another critical issue of the proposed iterative steering is
the possibility of modeling mismatch (1) with the actual lateral
dynamics of the vehicle that may depend on various uncertain
parameters (road-tire interactions, vehicle handling characteris-
tics, etc.). The supervisor can effectively face this problem en-
suring the required convergence to the desired path by an appro-
priately fast replanning of the quinti@?-spline. This has been
evidenced in [21] for the case &, = +oo (i.e., the vehicle
starting point is not too far from the desired path and the planned
end-pointp  is always chosen on it) with a robustness analysis
of the iterative steering based on simulations against the Wong
vehicle model [29].

This new steering methodology is being implemented on the
experimental ARGO vehicle and will substitute the current gain
scheduled proportional controller. Moreover this technique,
that can be extended to a time-varying velocity (cf. end of
Section V), can also be used for a variety of autonomous
navigation tasks of car-like vehicles and mobile robots. Just
to give a partial list of possible tasks that can be dealt with
we can cite lane following, lane inserting, obstacle avoidance,
platooning, and parking maneuvers.
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