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The Gumbel and the Laplace distributions are perhaps two of the most applied distributions in engineering. Motivated by engineering issues, the exact distribution of the quotient $|X / Y|$ is derived when $X$ and $Y$ are independent Gumbel and Laplace random variables. Tabulations of the associated percentage points and a computer program for generating them are also given.
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## 1. Introduction

The Gumbel and the Laplace distributions are perhaps two of the most applied distributions in engineering. The Gumbel distribution is also known as the extreme value distribution of type I. Some of its recent application areas in engineering include flood frequency analysis, network engineering, nuclear engineering, offshore engineering, riskbased engineering, space engineering, software reliability engineering, structural engineering, and wind engineering. A recent book by Kotz and Nadarajah [4], which describes this distribution, lists over fifty applications ranging from accelerated life testing to earthquakes, floods, horse racing, rainfall, queues in supermarkets, sea currents, and wind speeds (to mention just a few).

The Laplace distribution has found applications in a variety of engineering areas that range from image and speech recognition to ocean engineering. They are rapidly becoming distributions of first choice whenever "something" with heavier than Gaussian tails is observed in the data.

Since Gumbel and Laplace distributions are popular in engineering, there are many real situations where measurements could be modeled by these distributions. Some examples are:
(1) in communication theory, $X$ and $Y$ could represent the random noise corresponding to two signals;
(2) in ocean engineering, $X$ and $Y$ could represent distributions of navigation errors;
(3) in image and speech recognition, $X$ and $Y$ could represent "input" distributions;
(4) in chemical engineering, $X$ and $Y$ could represent the remission times of two chemicals when they are administered to two kinds of mechanical systems;
(5) in civil engineering, $X$ and $Y$ could represent future observations on the strength of an engineering design (e.g., the strength of a bridge);
(6) in hydrology, $X$ and $Y$ could represent the extreme rainfall at two stations.

In each of the examples above, it will be of interest to study the distribution of the quotient $|X / Y|$. For example, in communication theory, $|X / Y|$ could represent the relative strength of the two different signals. In ocean engineering, $|X / Y|$ could represent the relative safety of navigation. In mechanical engineering, $|X / Y|$ could represent the relative effectiveness of the two chemicals. In civil engineering, $|X / Y|$ could represent some measure of reliability of the engineering design. In hydrology, $|X / Y|$ could represent the relative extremity of rainfall at the two stations.

The distribution of the quotient $X / Y$ has been studied by several authors especially when $X$ and $Y$ are independent random variables and come from the same family. For instance, see Marsaglia [5] and Korhonen and Narula [3] for normal family, Press [7] for Student's $t$ family, Basu and Lochner [1] for Weibull family, Shcolnick [9] for stable family, Hawkins and Han [2] for noncentral chi-squared family, Provost [8] for gamma family, and Pham-Gia [6] for beta family.

However, there is relatively little work of this kind when $X$ and $Y$ belong to different families. In this note, we study the exact distribution of $|X / Y|$ when $X$ and $Y$ are independent Gumbel and Laplace random variables with pdf's

$$
\begin{gather*}
f_{X}(x)=\exp \left(-\frac{x-\mu}{\sigma}\right) \exp \left\{-\exp \left(-\frac{x-\mu}{\sigma}\right)\right\}  \tag{1.1}\\
f_{Y}(y)=\frac{\lambda}{2} \exp \{-\lambda|y-\theta|\} \tag{1.2}
\end{gather*}
$$

respectively, for $-\infty<x<\infty,-\infty<y<\infty,-\infty<\mu<\infty,-\infty<\theta<\infty, \sigma>0$, and $\lambda>0$. Tabulations of the associated percentage points and a computer program for generating them are also provided. The calculations involve several special functions, including the incomplete gamma function defined by

$$
\begin{equation*}
\gamma(a, x)=\int_{0}^{x} t^{a-1} \exp (-t) d t \tag{1.3}
\end{equation*}
$$

and the complementary incomplete gamma function defined by

$$
\begin{equation*}
\Gamma(a, x)=\int_{x}^{\infty} t^{a-1} \exp (-t) d t \tag{1.4}
\end{equation*}
$$

The properties of these special functions can be found in Prudnikov et al. (1986) and Gradshteyn and Ryzhik (2000).

## 2. Cumulative distribution function

Theorem 2.1 derives explicit expressions for the cdf of $|X / Y|$ in terms of the incomplete gamma functions.

Theorem 2.1. Suppose $X$ and $Y$ are distributed according to (1.1) and (1.2), respectively. The cdf of $Z=|X / Y|$ can be expressed as one of the following:
(1) if $\theta<0$, then

$$
\begin{align*}
F(z)=\frac{\lambda \sigma}{2 z}[ & \frac{1}{a b} \gamma\left(\frac{\lambda \sigma}{z}, c d\right)+a b\left\{\Gamma\left(-\frac{\lambda \sigma}{z}, c d\right)-\Gamma\left(-\frac{\lambda \sigma}{z}, c\right)\right\}+\frac{a}{b} \gamma\left(\frac{\lambda \sigma}{z}, c\right)  \tag{2.1}\\
& \left.-\frac{b}{a} \Gamma\left(-\frac{\lambda \sigma}{z}, \frac{c}{d}\right)-\frac{a}{b}\left\{\gamma\left(\frac{\lambda \sigma}{z}, \frac{c}{d}\right)-\gamma\left(\frac{\lambda \sigma}{z}, c\right)\right\}-a b \Gamma\left(-\frac{\lambda \sigma}{z}, c\right)\right] ;
\end{align*}
$$

(2) if $\theta=0$, then

$$
\begin{equation*}
F(z)=\frac{\lambda \sigma}{z}\left[\frac{1}{b} \gamma\left(\frac{\lambda \sigma}{z}, c\right)-b \Gamma\left(-\frac{\lambda \sigma}{z}, c\right)\right] \tag{2.2}
\end{equation*}
$$

(3) if $\theta<0$, then

$$
\begin{align*}
F(z)=\frac{\lambda \sigma}{2 z}[ & \frac{a}{b} \gamma\left(\frac{\lambda \sigma}{z}, \frac{c}{d}\right)+\frac{b}{a}\left\{\Gamma\left(-\frac{\lambda \sigma}{z}, \frac{c}{d}\right)-\Gamma\left(-\frac{\lambda \sigma}{z}, c\right)\right\}+\frac{1}{a b} \gamma\left(\frac{\lambda \sigma}{z}, c\right)  \tag{2.3}\\
& \left.-a b \Gamma\left(-\frac{\lambda \sigma}{z}, c d\right)-\frac{1}{a b}\left\{\gamma\left(\frac{\lambda \sigma}{z}, c d\right)-\gamma\left(\frac{\lambda \sigma}{z}, c\right)\right\}-\frac{b}{a} \Gamma\left(-\frac{\lambda \sigma}{z}, c\right)\right]
\end{align*}
$$

for $z>0$, where $a=\exp (\lambda \theta), b=\exp (\lambda \mu / z), c=\exp (\mu / \sigma)$, and $d=\exp (\theta z / \sigma)$.
Proof. One can write

$$
\begin{aligned}
\operatorname{Pr}(|X / Y| \leq z)= & \int_{-\infty}^{\infty}\left\{F_{X}(|y| z)-F_{X}(-|y| z)\right\} f_{Y}(y) d y \\
= & \frac{\lambda}{2}\left[\int_{-\infty}^{\theta} \exp \left\{\lambda(y-\theta)-\exp \left(\frac{\mu+y z}{\sigma}\right)\right\} d y\right. \\
& +\int_{\theta}^{0} \exp \left\{\lambda(\theta-y)-\exp \left(\frac{\mu+y z}{\sigma}\right)\right\} d y \\
& +\int_{0}^{\infty} \exp \left\{\lambda(\theta-y)-\exp \left(\frac{\mu-y z}{\sigma}\right)\right\} d y
\end{aligned}
$$
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Figure 2.1. Plots of the pdf of (2.5) for $\lambda \sigma=0.5,1,2,3,4,5$. The curves from the top to the bottom correspond to increasing values of $\lambda \sigma$.

$$
\begin{align*}
& -\int_{-\infty}^{\theta} \exp \left\{\lambda(y-\theta)-\exp \left(\frac{\mu-y z}{\sigma}\right)\right\} d y \\
& -\int_{\theta}^{0} \exp \left\{\lambda(\theta-y)-\exp \left(\frac{\mu-y z}{\sigma}\right)\right\} d y \\
& \left.-\int_{0}^{\infty} \exp \left\{\lambda(\theta-y)-\exp \left(\frac{\mu+y z}{\sigma}\right)\right\} d y\right] \\
=\frac{\lambda \sigma}{2 z} & {\left[\frac{1}{a b} \int_{0}^{c d} v^{\lambda \sigma / z-1} \exp (-v) d v+a b \int_{c d}^{c} v^{-\lambda \sigma / z-1} \exp (-v) d v\right.} \\
& +\frac{a}{b} \int_{0}^{c} u^{\lambda \sigma / z-1} \exp (-u) d u-\frac{b}{a} \int_{c / d}^{\infty} u^{-\lambda \sigma / z-1} \exp (-u) d u \\
& \left.-\frac{a}{b} \int_{c}^{c / d} u^{\lambda \sigma / z-1} \exp (-u) d u-a b \int_{c}^{\infty} v^{-\lambda \sigma / z-1} \exp (-v) d v\right], \tag{2.4}
\end{align*}
$$

where the last step follows by substituting $u=\exp \{(\mu-y z) / \sigma\}$ and $v=\exp \{(\mu+y z) / \sigma\}$. The result in (2.1) follows from (2.4) by using the definitions of the incomplete gamma
functions defined in Section 1. Setting $\theta=0$ gives the result in (2.2). Replace $\theta$ by $-\theta$ in (2.1) to obtain the result in (2.3).

Consider the standard Gumbel and Laplace distributions with $\mu=0$ and $\theta=0$. In this case, (2.2) reduces to the simpler form

$$
\begin{equation*}
F(z)=\frac{\lambda \sigma}{z}\left\{\gamma\left(\frac{\lambda \sigma}{z}, 1\right)-\Gamma\left(-\frac{\lambda \sigma}{z}, 1\right)\right\} . \tag{2.5}
\end{equation*}
$$

Note that (2.5) depends only on $\lambda \sigma$, the product of the scale parameters. Furthermore, (2.5) reduces to degenerate distributions in the limiting cases $\lambda \sigma \rightarrow 0$ and $\lambda \sigma \rightarrow \infty$.

Figure 2.1 above illustrates possible shapes of the pdf of (2.5) for a range of values of $\lambda \theta$. The effect of the parameter is evident. The parameters $\mu$ and $\theta$ simply control the location of the pdf of $Z=|X / Y|$.

## 3. Percentiles

In this section, we provide tabulations of percentage points $z_{p}$ associated with the cdf (2.5) of $Z=|X / Y|$. These values are obtained by numerically solving the equation

$$
\begin{equation*}
\frac{\lambda \sigma}{z_{p}}\left\{\gamma\left(\frac{\lambda \sigma}{z_{p}}, 1\right)-\Gamma\left(-\frac{\lambda \sigma}{z_{p}}, 1\right)\right\}=p . \tag{3.1}
\end{equation*}
$$

Evidently, this involves computation of the incomplete gamma functions and routines for this are widely available. We used the function GAMMA $(\cdot, \cdot)$ in the algebraic manipulation package, MAPLE. Table 3.1 provides the numerical values of $z_{p}$ for $\lambda \sigma=0.1,0.2, \ldots, 5$.

We hope these numbers will be of use to the practitioners mentioned in the introduction. Similar tabulations could be easily derived for other values of $\lambda \sigma$ and $p$ by using the GAMMA ( $\cdot$ ) function in MAPLE. A sample program is shown in the appendix below.

## Appendix

The following program in MAPLE can be used to generate tables similar to that presented in Section 3.

```
p:=lambda*sigma:
ff:=(p/z)*(GAMMA(p/z)-GAMMA(p/z,1)-GAMMA(-p/z,1)):
p1:=fsolve(ff=0.01,z=0..1000):
p2:=fsolve(ff=0.05,z=0..1000):
p3:=fsolve(ff=0.1,z=0..1000):
p4:=fsolve(ff=0.90,z=0..1000):
p5:=fsolve(ff=0.95,z=0..1000):
p6:=fsolve(ff=0.99,z=0..1000):
print(p,p1,p2,p3,p4,p5,p6).
```

Table 3.1. Percentage points of $Z=|X / Y|$.

| $\lambda \sigma$ | $p=0.01$ | $p=0.05$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
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