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The purpose of the present study is to present and 
evaluate R2 effect-size measures for mediation analysis. 
Although both effect size and mediation have gained 
attention in recent years, little research has focused on 
effect-size measures for mediation models. Such mea-
sures may be especially useful for mediation analysis in 
program evaluation research, where identifying the prac-
tical utility of hypothesized mediators can guide more ef-
ficient, cost-effective program implementations. Before 
mediation effect-size measures can be routinely imple-
mented in research, however, further study is needed to 
assess statistical performance of the measures.

Effect-Size Measures
Effect-size measures have become increasingly impor-

tant, as researchers shift focus from the examination of the 
statistical significance of research findings to the consid-
eration of the practical significance of their work. Unlike 
statistical significance testing, which considers whether 
an effect is either absent or present, effect-size measures 
consider the magnitude of an effect providing information 
on the extent to which a null hypothesis is false (Cohen, 
1988). Much of the framework for effect size is based on 
Cohen’s research in regression analysis that evaluates the 
ratio of variance explained to the total variance in a model, 
independent of sample size. This ratio may be defined in 
terms of mean differences, simple bivariate correlations, 
and both multiple and partial correlations. Cohen defined 
small effects as those that are not readily perceptible to the 

naked eye, and large effects as those that—although visible 
to an attentive observer—are not so blatantly obvious that 
the phenomenon is not worth studying. All else being equal, 
smaller effects require larger sample sizes in order to be 
detected by a significance test than do larger effects.

Mediation Analysis
Cohen’s (1988) measures of effect size for regression 

and ANOVA provide information on the practical sig-
nificance of an effect. It may also be of interest for one 
to examine the process by which an effect occurs. Me-
diation is a third variable effect that informs the relation 
between two variables by explaining how or why the two 
variables are related. Mediation analysis implies a causal 
process that connects the variables by modeling how an 
intervening, or mediator, variable, M, transmits the influ-
ence of an independent variable, X, onto an outcome, Y 
(see Figure 1).

The utility of mediation analysis is highlighted in pre-
vention and treatment research, where modeling and test-
ing hypothesized mediators can explain how a prevention 
or treatment program achieved its effects. Identifying me-
diator variables that can be predicted by the program, and 
which can predict program outcomes themselves, reveals 
the mechanisms that underlie program effects. Under-
standing how programs achieve their effects elucidates the 
process of behavior change, and this information can be 
used to refine later implementations of a program curricu-
lum (Judd & Kenny, 1981; MacKinnon & Dwyer, 1993; 
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in a variety of circumstances and is generalizable to more 
complicated mediation models (MacKinnon, Lockwood, 
Hoffman, West, & Sheets, 2002). Readers are directed to 
MacKinnon et al. (2002) for a detailed account of other 
statistical tests for mediation in which the performance of 
each was compared in a simulation study. Those interested 
in further information on experimental approaches to test-
ing mediation are directed to Spencer, Zanna, and Fong 
(2005) and MacKinnon (2008), who described alternative 
approaches to testing mediation hypotheses that focus on 
research design.

Effect Size in Mediation Analysis
Several different effect-size measures for mediation 

may be calculated from the two regression equations pre-
sented in Equations 1 and 2, and some of these effect-size 
measures have been applied in the mediation literature. 
The focus of effect-size measures in mediation analysis 
concentrates on comparing the magnitudes of different 
effects in the model—the indirect effect, the direct ef-
fect, and the total effect—in order to assess the relative 
contribution of each (Sobel, 1982). One frequently used 
effect-size measure for mediation is the proportion medi-
ated. This measure indicates what proportion of the total 
effect is mediated by the intervening variable, and it has 
been cited in substantive research (e.g., Chassin, Pitts, De-
Lucia, & Todd, 1999; Ouimette, Finney, & Moos, 1999; 
Wolchik et al., 1993). The proportion mediated also pro-
vides a means to assess the relative contribution of single 
mediators in multiple mediator models by indicating what 
proportion of the total effect is attributable to individual 
mediational pathways. The measure is unstable in several 
parameter combinations, however, and has excess bias 
in small sample sizes (MacKinnon, Fairchild, Yoon, & 
Ryu, 2007; Taborga, 2000). Specifically, the proportion-
 mediated measure only performs well with samples of 
greater than 500. This large sample-size requirement may 
limit the utility of the measure, given the prevalence of 
research with smaller sample size.

Other effect-size measures for mediation, such as the 
partial r 2 and standardized regression coefficients, have 
been applied from multiple regression analysis and cited 
in substantive research (Taborga, 2000). These measures 
are qualitatively different from other mediation effect-
size measures, such as the proportion mediated, in that 
they focus on the relation between two variables in the 
mediation model. The partial r 2 provides information on 
the amount of variance in a criterion variable that can be 
uniquely explained by an independent variable once other 
variables in the model have been accounted for. In the 
mediation model, there are two possible partial r2 mea-
sures corresponding to variance explained in the  and  
paths of the model, respectively: (1) r 2

MY .X, or the variance 
in Y that is explained by M but not X; and (2) r 2

XY .M, or 
the variance in Y that is explained by X but not M. The 
squared correlation between X and M, r2

XM, is the variance 
in M that is explained by X. This measure is not a partial 
correlation, since M is predicted by a single independent 
variable.

West, Aiken, & Todd, 1993). Estimates of the mediated 
effect are obtained from coefficients in the following two 
regression equations (Baron & Kenny, 1986; MacKinnon 
& Dwyer, 1993).

 Y  i1  X  M  e1 (1)

 M  i2  X  e2, (2)

where Y is the dependent or outcome variable, X is the in-
dependent variable, M is the mediating variable,  is the 
direct effect of the independent variable on the outcome 
controlling for the effect of the mediating variable,  is the 
path relating the mediator to the outcome controlling for 
the effect of the independent variable,  is the path relat-
ing the independent variable to the mediating variable, i1 
and i2 are the intercepts in each equation, and e1 and e2 are 
the corresponding residuals in each equation. Regression 
equations for the single mediator model can be estimated 
in any conventional statistical software package, such as 
SAS or SPSS. The total effect of the independent variable 
on the dependent variable, , is the sum of the direct and 
indirect effects in the model and can be easily computed 
using parameter estimates from the output:    . 
The mediation regression equations can also be simulta-
neously estimated as a path model in structural equation 
modeling software packages, such as Mplus, in which es-
timates of overall fit for the model are available (L. K. 
Muthén & B. O. Muthén, 2007).

The assumptions underlying the statistical mediation 
model include those associated with OLS regression anal-
ysis (see Cohen, Cohen, West, & Aiken, 2003), temporal 
precedence of the treatment variable relative to the mediator 
and outcome variables, and no moderation of the mediation 
relation (MacKinnon, Lockwood, & Williams, 2004).

Although there are alternative ways to assess mediation 
(see, e.g., Collins, Graham, & Flaherty, 1998; James, Mu-
laik, & Brett, 2006; Kraemer, Kiernan, Essex, & Kupfer, 
2004), the focus of the present article is the mediation 
relation investigated by computing the product of coeffi-
cients  and  (MacKinnon & Dwyer, 1993). The product 
of coefficients test of mediation was chosen for focus in 
the present article, since it has been shown to perform well 

X

M

Y

Figure 1. Path model for the single-mediator model. X  the 
independent variable, Y  the dependent variable, M  the me-
diating variable,   the indirect effect of the mediator on Y, 
and   the direct effect of X on Y with the effect of the mediator 
removed. The total effect of X on Y, or , is computed by adding 
the indirect effect, , and the direct effect :    
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Expanding Equation 4, rearranging terms, and introduc-
ing R2 values yields

 r 2
MY  (R2

Y, MX  r 2
XY ), (5)

where r 2
MY is the portion of the variance in Y explained by 

M (i.e., the squared raw correlation between the dependent 
variable and the mediator), r 2

XY is the portion of the vari-
ance in Y explained by X (i.e., the squared raw correlation 
between the dependent variable and the independent vari-
able), and R2

Y, MX is the overall model R2 from Equation 1. 
Equation 5 shows that the second-order common effect for 
the mediation model partitions the observed variance in Y 
into several parts to isolate that part of the system that is 
uniquely attributable to the mediated effect. Specifically, 
the measure subtracts those portions of observed variance 
in Y that are explained uniquely by M or uniquely by X 
from the overall observed variance in Y, leaving the por-
tion of variance that is explained by the predictors together. 
By illustrating the extent to which the combination of X 
and M together explain variance in Y, Equation 5 is able 
to combine component parts of the mediational chain into 
a single effect-size measure. The meaning of this overlap 
or redundancy in prediction in the mediation model is a 
bit different from what it would mean in a single mul-
tiple regression equation, since the mediation model is 
defined by a second equation in which M is predicted by 
X (Equation 2). Because M takes on the unique quality of 
being both a predictor and an outcome in the mediation 
model, the second-order common effect is able to provide 
information about the magnitude of the mediated effect, 
or the extent to which X predicts variance in M, which sub-
sequently predicts variance in Y. Thus, the second-order 
common effect for the mediation model—or what we will 
call the R2

med—informs the researcher about the practical 
significance of the overall mediation relation.

Decomposition of the component parts in the R2
med mea-

sure illustrates how the effect-size measure estimates the 
portion of variance uniquely associated with the mediated 
effect in a single mediator model, represented by R2

med in 
Figure 2. Recasting the squared raw correlations and the 
overall R2 from Equation 5 in terms of pieces from the 
Venn diagram presented in Figure 2 helps illustrate this 
point. Specifically,

There are three possible standardized regression coeffi-
cients in the mediation model, each corresponding to one 
of the three unstandardized paths in Figure 1. Specifically, 

standardized represents the change in Y for every 1 standard 
deviation change in M, standardized represents the change in 
M for every 1 standard deviation change in X, and standardized 
represents the change in Y for every 1 standard deviation 
change in X. The standardized regression coefficients pro-
vide information on the strength of individual paths in the 
mediation model in a standardized metric. When testing me-
diation in a structural equation modeling or path-analysis 
framework, the standardized regression coefficients are re-
ferred to as standardized structure coefficients, but the inter-
pretation of the weights is the same. In both frameworks, the 
magnitude of the weights is relative to the variables involved 
in their computation. Both the standardized regression (or 
structure) coefficients and r2 measures provide information 
only on component parts of the mediation model. Neither of 
these measures is able to provide information on the medi-
ated effect as a whole.

Given the weaknesses of the proportion-mediated 
effect-size measure and the limited application of those 
component effect-size measures from regression analysis, 
alternative measures of effect size in mediation analysis 
are still needed. Overall R2 measures that quantify variance 
explained in an outcome provide a useful tool for this goal. 
R2 measures have been proposed in commonality analysis, 
also known as elements analysis (or components analysis). 
Originally presented by Newton and Spurrell (1967) and 
later refined by others (e.g., Mood, 1969, 1971; Seibold & 
McPhee, 1979), commonality analysis partitions variance 
explained in a criterion variable into unique and nonunique 
parts using multiple squared partial correlation estimates 
from the model. In addition to assessing the unique contri-
bution of each predictor with squared partial correlations 
and the total variance explained in a model with the over-
all R2 from regression analysis, commonality analysis also 
provides estimates of common effects (Seibold & McPhee, 
1979). These quantities provide a promising R2 measure 
of effect size for mediation analysis, since they quantify 
the proportion of variance in an outcome variable that is 
common to a set of predictors but not to a predictor alone. 
Mood (1969) provided a general equation for determin-
ing the nth-order common effect for a set of n predictors, 
where the 1 that results from expanding any given prod-
uct is dropped from computation:

 (1 x1)(1 x2)(1 x3) . . . (1 xn). (3)

All resulting terms following expansion of the product 
in Equation 3 become R2 quantities to represent the con-
tribution of the variable(s) to variance explained in the 
outcome. We can apply this general framework to the me-
diation model to find the variance in Y that is common to 
both X and M but that can be attributed to neither alone. 
Applying Mood’s (1969) formula to the first mediation re-
gression equation (Equation 1), where Y is predicted from 
X and M, we find that the variance common to both X and 
M in predicting Y is

 (1 X )(1 M ). (4)

X

M

Y

r2
XM .Y r2

MY .X

R2
med

r2
XY .M

Figure 2. Venn diagram for the single-mediator model.
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of the measures in the present article. Not only did the 
sample sizes, effect sizes, and simulation outcome mea-
sures in the present study differ from those in previous 
research, but no study has examined the special case of r2 
for mediation models either. Following the presentation 
of the simulation work, the R2 effect-size measures for the 
mediation model are applied to a real mediation example 
using data from a team-based program to improve the nu-
trition and exercise habits of firefighters.

METHOD

Simulation Overview
Data from a single-mediator model were simulated using the SAS 

programming language, Version 9.1. Three population variables 
were specified on the basis of the population parameters , , and 

 in Equations 1 and 2. Values of the X variable in the mediation 
model were generated using the SAS RANNOR function, which 
gives normally distributed random numbers with a mean of 0 and 
standard deviation of 1. Values of the M and Y variables were gener-
ated with Equations 1 and 2, using different values of , , and , 
as will be described below. The residuals for these variables were 
also generated using SAS RANNOR. True variances, covariances, 
and correlations for the model parameters were derived with covari-
ance algebra. Model conditions were generated so that all effect-size 
combinations of the , , and  parameters (i.e., .00  null effect, 
.14  small effect, .39  medium effect, .59  large effect; Cohen, 
1988) were examined in six sample sizes: N  50, N  100, N  
200, N  300, N  500, and N  1,000. Effect sizes examined in the 
present study corresponded to those effect sizes that were defined 
by Cohen as small, medium, and large. Sample sizes examined in 
the present study corresponded to a range of possible sample sizes 
typically observed for studies in psychology. All possible combina-
tions of the simulation conditions yielded a 4  4  4  6 facto-
rial design with 384 conditions, each of which was replicated 1,000 
times, yielding 384,000 total data sets. Overall sample means and 
the average bias were computed for the R2 measures from these data. 
Figure 3 provides a flowchart of the simulation work conducted in 
the present study.

Population mediation models in the simulation were: (1) no media-
tion (i.e., either  or   0, or  and   0), (2) partial mediation (i.e., 

 0,  0, and  0), or (3) complete mediation (i.e.,  0, 
 0, and   0). The outcome variable for the study was the bias 

of the effect-size point estimates for the R2 measures, where bias was 
defined as the difference between the sample estimate and the popu-
lation parameter value. Although relative bias, or bias divided by the 
population parameter value, is sometimes reported to provide a stan-
dardized metric of bias in simulation work, the measures considered in 
the present study already had a standardized metric for bias. Specifi-
cally, R2 values have an intrinsic metric that is naturally standardized, 
ranging from 0 to 1, and they also have a uniform interpretation: the 
percentage of variance explained in a criterion variable. Moreover, 
relative bias is undefined for simulation conditions in which the true 
value of the parameter is 0 (thus yielding division by 0), and it may 
exaggerate small differences when the true value of the parameter is 
small. R2 estimates were considered unbiased if the estimate of bias 
was .01 or less, indicating that the difference between the population 
value and the sample estimate of the R2 measure was less than 1% of 
the total variance accounted for in the mediation model.

RESULTS

Mean estimates for the component r2 measures for me-
diation ranged from .001 to .266 for r 2

MX, from .001 to .266 
for r 2

MY .X, and from .001 to .246 for r 2
XY .M. Mean estimates 

of the overall R2
med measure ranged from .001 to .280. Al-

 r 2
MY  R2

med  r 2
MY .X (6)

 R2
Y, XM  r 2

XY .M  R2
med  r 2

MY .X (7)

 r 2
XY  R2

med  r 2
XY .M, (8)

where all terms from Equation 5 retain their original 
meaning, R2

med is the portion of variance in Y explained by 
the mediated effect, r 2

MY .X is the squared partial correla-
tion of Y and M partialed for X, and r 2

XY .M is the squared 
partial correlation of Y and X partialed for the influence 
of the mediator. Substituting terms from Equations 6–8 
into Equation 5 further demonstrates how the R2

med mea-
sure isolates the portion of variance in Y explained by the 
mediated effect:

 R2
med  r2

MY  (R2
Y, MX  r2

XY)

 R2
med  (R2

med  r2
MY .X)

  [(r2
XY .M  R2

med  r2
MY .X)  (R2

med  r2
XY .M)] (9)

 R2
med  (R2

med  r2
MY .X)  r2

MY .X

 R2
med  R2

med

By accounting for variance in the dependent variable 
explained by the independent variable and the mediator 
variable together, the R2 effect-size measure for media-
tion estimates the portion of Figure 2 that is labeled R2

med. 
Note that because the three variables in the diagram are 
standardized, they all have a variance of 1. Note also that 
because the R2

med measure does not square the resulting 
quantity from the difference computed in the equation, it 
is possible to have negative values of the R2

med estimate. 
This quality of second-order common effects is what sets 
them apart from primary effects in multiple regression 
models; they are not sums of squares and therefore may 
take on negative values under some circumstances (New-
ton & Spurrell, 1967). Seibold and McPhee (1979) noted 
that negative values of the estimates indicate that suppres-
sion effects may be present; consideration of a particular 
pair or group of variables in predicting variance in an out-
come may lead to the reduction in prediction from either 
variable alone.

Pilot research on the bias of the R2
med measure has been 

conducted on a small set of parameter values and sample 
sizes (Taborga, 2000). Simulation results suggested that 
the measure was unbiased at varying sample size for the 
medium and large effect sizes studied in the simulation. 
The purpose of the present study was to further investigate 
R2 effect-size measures for mediation analysis. To that end, 
we evaluated the overall R2

med measure for mediation in a 
comprehensive set of parameter combinations to expand 
empirical evidence for its use and to examine component 
r2 measures for the mediation model. Investigating the 
R2

med measure in a wider set of parameters will demon-
strate its performance in a variety of contexts. Simula-
tion results for the accompanying component r2 measures 
in the mediation model (i.e., r 2

MX, r 2
MY .X, and r 2

XY .M) will 
complete the presentation of R2 measures for mediation. 
Although previous simulation work has been published on 
r2 measures (Algina & Olejnik, 2003; Wang & Thompson, 
2007), these studies do not preclude further examination 
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or , and r 2
XY .M was unaffected by  and . Because the 

measures reflect unique sources of variance, simulation 
results for the component r2 measures could be collapsed 
across several conditions for more effective presentation.

All three r2 measures for component paths in the medi-
ation model had acceptable bias for N  100 across effect-
size conditions (see Table 1). Specifically, no estimates 
of bias for r 2

MX, r 2
MY .X, or r 2

XY .M exceeded .01 in any condi-
tion in which N  100, indicating that sample estimates 
of these effect-size measures were an adequate gauge of 
the magnitude of individual paths within 1% of the total 
variance observed in either M or Y. When N  50, the 
three component r2 measures had acceptable bias if the 
effect size of the parameter was large. For example, if the 
parameter value of  was .59, the sample estimate of r 2

MX 
had bias less than .01. If the parameter value of  was .59, 
the sample estimate of r 2

MY .X had acceptable bias, and so 
forth. In contrast, the overall R2

med measure for mediation 
had acceptable bias across all sample-size and effect-size 
combinations (see Table 2). Its bias never exceeded .006 in 

though mean estimates of the R2
med measure increased as 

intended with the magnitude of the mediated effect, , 
the estimates were also dependent on the magnitude of the 
direct effect, . For example, the mean estimate of R2

med 
for the N  50,   .59,   .59,   0 condition was 
.082. However, the R2

med estimate for the same condition 
increased to .277 when   .59. This dependency is an 
artifact of the Venn diagram system used to formulate the 
R2

med measure. Specifically, the relation of all variables 
in the single mediator model (i.e., X, M, and Y ) must be 
modeled to recover information on the  and  paths. 
Modeling the three variables necessitates inclusion of the 
relation between X and Y, however (see Figure 2).

Estimates for the component r2 measures, r 2
MX, r 2

MY .X, 
and r 2

XY .M, were only dependent on sample size and the 
parameter values involved in their computation. For ex-
ample, the sample estimates and estimates of bias for 
r 2

MY .X were unaffected by the magnitude of the  and  
parameters because the correlation between M and Y was 
partialed for X. Likewise, r 2

MX was unaffected by either  

Specify population
parameters.

Generate data for
X, M, and Y and

normally distributed
residuals.

Estimate parameters
from mediation

regression equations
in Equations 1 and 2.

Save out parameter
estimates.

Replicate above steps
1,000 times for each

parameter
combination.

Repeat Steps 1–5 for
each of the 384

specified parameter
combinations.

Calculate estimated 
and true values of
parameters in all

384,000 data sets.

Calculate bias in each
simulation replication.

Save out estimates of
bias from each

simulation replication.

Report mean bias
across replications for

each sample size.

Figure 3. Simulation flowchart.
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any parameter combination, indicating that the R2
med mea-

sure only made errors of just over one half of a percent of 
variance accounted for in the mediation model. SAS and 
SPSS code to compute all of the R2 measures for media-
tion analysis described in the present article is presented 
in the Appendix.

R2 Effect-Size Measures in a Real Data Example
The PHLAME (“Promoting healthy lifestyles: Alterna-

tive models’ effects”; Moe et al., 2002) study prospectively 
compared two methods of behavior change and a control 
condition’s ability to promote healthy eating and exercise 
habits in Pacific Northwest firefighters. Although fire-
fighters have risk factors for heart disease that are similar 
to those of other U.S. adults (Moe et al., 2002), extreme 
episodic physical activity in the workplace puts them at a 
higher risk for heart attacks. Accordingly, the PHLAME 
intervention sought to decrease these risk factors by im-
proving overall nutrition and exercise habits of the cohort. 
Although several outcome measures were outlined in the 
PHLAME program, the example used in the present study 
considered the effect of PHLAME’s team intervention on 
the fruit consumption of study participants.

The PHLAME program recruited 657 total participants 
from 35 stations in five Oregon and Washington fire de-
partment districts. Participants ranged in age from 20 
to 69, with a mean age of approximately 40 years. The 
sampled firemen were predominantly men (96.2%), and 
a majority of the participants were also married (77.8%) 
and Caucasian (90.1%). Multiple minority groups repre-
sented the remaining 9.9% of the sample. Most partici-
pants worked over 50 hours a week (82.9%).

Firefighters were randomly assigned by station to a 
motivational interviewing (MI) curriculum, a team-based 
(TEAM) curriculum, or a control group. All participants 
were measured at three annual time points: (1) baseline, or 
the preintervention phase; (2) 1 year after the implementa-
tion of the intervention; and (3) 2 years after program im-
plementation. One of the mechanisms through which the 
TEAM intervention was hypothesized to achieve its ef-
fects was through increasing the intentions of participants 

to improve their nutrition and exercise behavior. By imple-
menting the TEAM curriculum in fire stations, PHLAME 
was able to create a culture of healthy eating and activity 
levels, thus promoting individual gains and intentions to 
improve diet and exercise habits. The mediation model in 
the present example considers the impact of PHLAME’s 
TEAM intervention (X ) on participants’ intentions to ex-
ercise (M ), and participants’ subsequent physical activity 
(Y ). Participants’ intentions to exercise were measured 
on a 5-point Likert scale that ranged from “I do not regu-
larly exercise and do not intend to start within the next 6 
months” to “I regularly exercise and have been regularly 
exercising for more than 6 months.” Physical activity of 
the participants was measured on a 7-point Likert scale 
that quantified the number of days per week the subject 
engaged in exercise that worked up a sweat.

The PHLAME trial was a cluster-randomized design in 
which the intervention was randomly assigned to fire sta-
tions within a district. The average cluster size in the study 
was about 10 firefighters per station. This clustering of the 
sample means that the data are multilevel, so that the ob-
servations in a single cluster may be more highly related to 
one another than are observations across clusters (poten-
tially creating dependence in the observations). However, 
intraclass correlation coefficients computed for the intent 
to exercise and level of physical activity variables were 
.002 and .000, yielding design effects of 1.018 and 1.000, 
respectively. Since the average cluster size in the data was 
10, the obtained ICC values and design effects were well 
within the range in which dependency is small enough 
to be ignorable (B. [O.] Muthén, 1997; B. O. Muthén & 
Satorra, 1995). Because the variables used in this example 
were not significantly affected by the multilevel structure 
of the data, and also because the point of the present ar-
ticle was to describe and illustrate R2 effect-size measures, 
mediation analysis on the basis of conventional regression 
models was used for analysis.

Mediation analysis (MacKinnon et al., 2002) was con-
ducted to explore the mediated relation of PHLAME’s 
TEAM intervention on participant physical activity 
through increased intentions to exercise. Regression mod-
els were run in SAS 9.1, where the Time 2 outcome mea-
sure of days per week engaged in exercise that works up a 
sweat was the dependent variable, and the Time 2 measure 
of participants’ intention to exercise was the mediating 
variable.

The point estimate of the mediated effect ( ), called 
mediatedeffect in the program code, was .193. 
The PRODCLIN program (MacKinnon, Fritz, Wil-
liams, & Lockwood, 2007) was used to find an asym-
metric confidence interval for the estimate ([.008, .382], 
p  .05). Using the overall R2 statistic (.376; called 
 overallrsquared in the program code) and the raw 
correlations (rMY  .612, rXY  .086) from the mediation 
model defined by Equations 1–2 (called rmy and rxy 
in the code, respectively), the R2

med
 measure for the re-

lation was .6122  (.376  .0862)  .006. The R2
med is 

referred to as rsquaredmediated in the code. The 
component r2 measures for the individual contribution of 

Table 1 
Estimates of Bias for the Component r2 Measures for Mediation

True Sample Size

Parameter  Value  50  100  200  300  500  1,000

r 2
XM   0 .020 .010 .005 .003 .002 .001

  .14 .019 .009 .005 .003 .002 .001
  .39 .013 .007 .003 .002 .001 .000
  .59 .008 .004 .001 .002 .001 .001

r2
YM .X   0 .021 .010 .005 .003 .002 .001

  .14 .020 .001 .005 .003 .002 .001
  .39 .015 .001 .003 .002 .002 .001
  .59 .008 .004 .002 .001 .000 .000

r2
YX .M   0 .020 .010 .005 .003 .002 .001

  .14 .020 .010 .005 .003 .002 .001
  .39 .014 .007 .004 .002 .001 .001
  .59 .009 .005 .002 .001 .001 .000

Note—Estimates of bias for each component r2 measure for mediation are 
collapsed across simulation parameters by which bias was not affected.
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Table 2 
Estimates of Bias for the R2

med Measure for Mediation

Sample Size

Input Parameters  50  100  200  300  500  1,000

Null Direct Effect (   0)
  0,   0 .000 .000 .000 .000 .000 .000
  0,   .14 .001 .000 .000 .000 .000 .000
  0,   .39 .002 .001 .001 .000 .000 .000
  0,   .59 .004 .003 .001 .001 .001 .000
  .14,   0 .000 .000 .000 .000 .000 .000
  .14,   .14 .001 .000 .000 .000 .000 .000
  .14,   .39 .003 .002 .000 .001 .000 .000
  .14,   .59 .005 .003 .002 .001 .001 .000
  .39,   0 .001 .000 .000 .000 .000 .000
  .39,   .14 .001 .000 .000 .000 .000 .000
  .39,   .39 .003 .000 .001 .001 .000 .000
  .39,   .59 .005 .003 .002 .000 .000 .000
  .59,   0 .000 .000 .000 .000 .000 .000
  .59,   .14 .000 .000 .000 .000 .000 .000
  .59,   .39 .003 .002 .000 .001 .001 .001
  .59,   .59 .000 .001 .001 .001 .001 .000

Small Direct Effect (   .14)
  0,   0 .000 .000 .000 .000 .000 .000
  0,   .14 .001 .001 .000 .000 .000 .000
  0,   .39 .002 .002 .001 .000 .001 .000
  0,   .59 .005 .002 .001 .001 .001 .001
  .14,   0 .000 .000 .000 .000 .000 .000
  .14,   .14 .000 .000 .000 .000 .000 .000
  .14,   .39 .002 .001 .001 .000 .000 .000
  .14,   .59 .003 .002 .002 .000 .001 .000
  .39,   0 .000 .000 .000 .000 .000 .000
  .39,   .14 .001 .000 .000 .000 .000 .000
  .39,   .39 .000 .001 .000 .001 .000 .000
  .39,   .59 .001 .001 .000 .001 .002 .000
  .59,   0 .001 .000 .000 .000 .000 .000
  .59,   .14 .000 .001 .000 .000 .000 .000
  .59,   .39 .003 .001 .000 .000 .001 .001
  .59,   .59 .001 .001 .000 .001 .001 .001

Medium Direct Effect (   .39)
  0,   0 .003 .001 .001 .001 .000 .000
  0,   .14 .003 .002 .001 .000 .000 .000
  0,   .39 .005 .001 .001 .000 .000 .000
  0,   .59 .006 .003 .000 .000 .000 .001
  .14,   0 .002 .001 .001 .001 .000 .000
  .14,   .14 .002 .000 .001 .000 .000 .000
  .14,   .39 .004 .001 .000 .001 .000 .000
  .14,   .59 .001 .002 .001 .000 .001 .000
  .39,   0 .002 .001 .000 .000 .000 .000
  .39,   .14 .000 .001 .000 .000 .000 .000
  .39,   .39 .004 .004 .000 .000 .000 .000
  .39,   .59 .002 .001 .001 .000 .001 .001
  .59,   0 .000 .000 .001 .001 .001 .000
  .59,   .14 .002 .001 .001 .001 .001 .000
  .59,   .39 .002 .002 .001 .000 .001 .000
  .59,   .59 .003 .002 .001 .001 .002 .000

Large Direct Effect (   .59)
  0,   0 .004 .003 .001 .001 .000 .000
  0,   .14 .005 .003 .001 .001 .001 .000
  0,   .39 .003 .001 .002 .001 .000 .000
  0,   .59 .006 .001 .002 .002 .000 .000
  .14,   0 .004 .002 .002 .000 .000 .000
  .14,   .14 .003 .001 .001 .001 .000 .000
  .14,   .39 .001 .003 .001 .001 .000 .000
  .14,   .59 .001 .003 .001 .001 .001 .000
  .39,   0 .002 .002 .001 .000 .000 .000
  .39,   .14 .003 .001 .000 .001 .001 .000
  .39,   .39 .001 .001 .000 .000 .000 .000
  .39,   .59 .001 .000 .001 .001 .001 .000
  .59,   0 .000 .002 .001 .002 .002 .000
  .59,   .14 .002 .001 .002 .000 .001 .001
  .59,   .39 .004 .004 .001 .001 .001 .000
  .59,   .59  .003  .004  .002  .001  .002  .000
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and logistic regression models estimate parameters with 
maximum-likelihood procedures that iteratively arrive 
at an appropriate solution rather than minimize residual 
variance in a criterion variable. Thus, R2 measures as they 
are conventionally defined are not yet applicable to these 
models. However, several pseudo-R2 measures have been 
developed for use with these types of data, and it may be 
possible to extend the present methods in a similar way.

Although bias for the R2
med measure was acceptable, true 

values and sample estimates of the measure were small in 
most cases. Even when the effect sizes of and were 
large, true values and mean sample estimates of the R2

med 
measure never exceeded .280 in any condition. The small 
value of the effect-size measure reflects the size of ef-
fects of paths in the mediation model, however, and Abel-
son (1985) has argued that small effects in a variance-
 explained framework are often meaningful.

Small values of the R2
med occur because the measure 

isolates the variance explained in a dependent measure by 
squaring various elements involved in the product of two 
variables. Squaring or taking the product of any estimate 
reduces its size if values are less than one. Hence, the mag-
nitude of the effect size for the mediated effect is bounded 
by the effect size of the  and  parameters. An examination 
of the component r2 measures for mediation complements 
results from the R2

med, offering additional information on 
effect size in the model. The mixture of several sources of 
information in this framework is what makes R2 mediated-
effect measures a comprehensive resource for obtaining a 
clear picture of effect size in mediation analysis.

In summary, the results of the present study supported 
the R2 effect-size measures for mediation. Estimates of bias 
for the measures were generally acceptable across param-
eter combinations. The effect-size measures aim to provide 
a cohesive look at effect size in the mediation model by 
describing the effect sizes of component paths, as well as 
by isolating the variance explained by a mediated effect in 
an outcome variable. By combining results from the R2

med 
measure with information drawn from the r2 measures of 
individual paths in the mediation model, researchers are 
not only able to gauge the practical significance of a medi-
ated effect, but can also identify areas of the model that 
need improvement and/or require further study. The ap-
plication of the measures to a real data example provides a 
guide for how to implement the measures in analysis.
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APPENDIX

The following SAS and SPSS programs compute partial r2 and R2 quantities for the mediated effect described 
in the present article. The programs specify three variables for analysis: X (the independent variable in the study), 
M (the mediating variable in the study, and Y (the outcome variable in the study). Both programs are automated 
macros that only require the user to assign a dataset and variable names for X, M, and Y in the program.

SPSS Macro to Compute R2 Effect-Size Measures for Mediation

* To use the program, scroll down to the line that says USING THE PROGRAM. *.

* Define macro *.
DEFINE rsquare (dataname = !TOKENS(1) / x = !TOKENS(1) / m = !TOKENS(1) / y = 
!TOKENS(1) )

* Get data and make new variables x, m, and y for easier reference *.
dataset activate !dataname window=asis.
 compute x = !x.
 compute m = !m.
 compute y = !y.
exe.

* Get correlations among variables *.
dataset declare rawcorrs.
correlations
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 variables = x m y
 /matrix out(rawcorrs).
exe.

dataset activate rawcorrs window=asis.
dataset copy corrs1 window=hidden.
dataset activate corrs1.
 select if ROWTYPE_ = 'CORR' and VARNAME_ = 'x'.
 compute rxm = m.
 compute rxy = y.
exe.

dataset activate rawcorrs window=asis.
dataset copy corrs2 window=hidden.
dataset activate corrs2.
 select if ROWTYPE_ = 'CORR' and VARNAME_ = 'm'.
 compute rmy = y.
exe.

* Regress m on x *.
dataset declare regmonx.
dataset activate !dataname.
regression
 /dependent = m
 /method = enter x
 /outfile covb ('regmonx').
exe.

dataset activate regmonx window=asis.
select if ROWTYPE_='EST'.
compute alpha = x.
exe.

* Regress y on x and m *.
dataset declare regyonxm.
dataset activate !dataname.
regression
 /dependent = y
 /method = enter x m
 /outfile covb ('regyonxm').
exe.

dataset activate regyonxm window=asis.
select if ROWTYPE_='EST'.
compute tauprime = x.
compute beta = m.
exe.

* Combine results into a single dataset *.
match files
 file = corrs1
 /file = corrs2
 /file = regmonx
 /file = regyonxm
 /keep = rxm rxy rmy alpha beta tauprime.
exe.
* Compute r-squared quantities *.
dataset name combined.
 * Find the mediated effect *.
 compute mediatedeffect = alpha*beta.
 * Find rxm squared *.
 compute rxmsquared = rxm**2.
 * Find the squared partial correlation for tau prime *.
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 compute partialrxy_msquared = ( (rxy-rmy*rxm) / (sqrt( (1-rmy**2) * (1- 
rxmsquared) )) )**2.
 * Find the squared partial correlation for beta *.
 compute partialrmy_xsquared = ( (rmy-rxy*rxm) / (sqrt( (1-rxy**2) * (1- 
rxmsquared) )) )**2.
 * Find the squared multiple correlation of Y, M, and X *.
 compute overallrsquared = ( ( (rxy**2) + (rmy**2) )-(2*rxy*rmy*rxm) ) / 
( 1- (rxmsquared) ).
 * Find the amount of variance in Y explained by the mediated effect *.
 compute rsquaredmediated = (rmy**2) - (overallrsquared - (rxy**2) ).
 formats mediatedeffect rxm rxmsquared rxy rmy partialrxy_msquared
  partialrmy_xsquared overallrsquared rsquaredmediated (F10.5).
exe.

dataset close rawcorrs.
dataset close corrs1.
dataset close corrs2.
dataset close regmonx.
dataset close regyonxm.

print records = 12
 / 'alpha = ' alpha
 / 'beta = ' beta
 / 'tauprime = ' tauprime
 / 'mediatedeffect = ' mediatedeffect
 / 'rxm = ' rxm
 / 'rxmsquared = ' rxmsquared
 / 'rxy = ' rxy
 / 'rmy = ' rmy
 / 'partialrxy_msquared = ' partialrxy_msquared
 / 'partialrmy_xsquared = ' partialrmy_xsquared
 / 'overallrsquared = ' overallrsquared
 / 'rsquaredmediated = ' rsquaredmediated.
exe.

!ENDDEFINE.

* USING THE PROGRAM *.
* To use the program, first select the section above (from DEFINE to
!ENDDEFINE) and run it. *.
* This defines the macro for SPSS so that it will be recognized once it is
invoked with the macro call. *.
* Then to run the example, simply highlight the code from *AN EXAMPLE* to
the end of the program *.
* Alternatively, to run the macro for your own data, edit the line below
that says rsquare "dataname = nameofdataset x = xvar m = mvar y = yvar" *.
* to direct the program to your dataset and variables. Replace the word
'nameofdataset' with the name of the SPSS dataset *.
* that has the data you want to analyze. If you only have one dataset open,
you can just put an asterisk (*) here. *.
* Replace 'xvar' with the name of the predictor variable. Replace 'mvar' with
the name of the mediating variable. *.
* Replace 'yvar' with the name of the outcome variable. Delete the asterisk
from the beginning of the line. *.
* Then select that line of the program and run it. *.
* rsquare dataname = nameofdataset x = xvar m = mvar y = yvar.

* AN EXAMPLE *.
data list free /predictor mediator outcome.
begin data
1 2 3
2 1 2
3 3 1
4 5 4
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5 4 8
6 9 9
7 8 7
8 7 6
9 6 5
end data.
dataset name example.

rsquare dataname = example x = predictor m = mediator y = outcome.

SAS Macro to Compute R2 Effect-Size Measures for Mediation

* This SAS program computes partial r-squared and R-squared quantities;
* for the mediated effect described in this paper;

* To use the program, scroll down to the line that says USING THE PROGRAM;

* Define macro;
%macro rsquare(dataset,x,m,y);

%* Get data and make new variables x, m, and y for easier reference;
data newdata; set &dataset;
 x = &x;
 m = &m;
 y = &y;
run;

%* Get correlations among the variables and save them as a new dataset;
proc corr data=newdata outp=rawcorrs noprint;
 var x m y;
run;
data corrs1; set rawcorrs;
 if _NAME_ = 'x';
 rxm = m;
 rxy = y;
run;
data corrs2; set rawcorrs;
 if _NAME_ = 'm';
 rmy = y;
run;
data corrs; merge corrs1 corrs2;
 keep rxm rxy rmy;
run;

%* Regress m on x;
proc reg data=newdata outest=out1;
 model m = x;
run;
data regmonx; set out1;
 if _TYPE_='PARMS';
 alpha = x;
 keep alpha;
run;

%* Regress y on x and m;
proc reg data=newdata outest=out2;
 model y = x m;
run;
data regyonxm; set out2;
 if _TYPE_='PARMS';
 tauprime = x;
 beta = m;
 keep tauprime beta;
run;
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%* Combine results into a single dataset and compute r-squared quantities;
data combined; merge corrs regmonx regyonxm;
 %* Compute the mediated effect;
 mediatedeffect = alpha*beta;
 %* Compute rxm squared. ;
 rxmsquared = rxm**2;
 %* Find the squared partial corr. for tau prime;
 partialrxy_msquared = ( (rxy-rmy*rxm) / (sqrt( (1-rmy**2) * (1- 
rxmsquared) )) )**2;
 %* Find the squared partial correlation for beta;
 partialrmy_xsquared = ( (rmy-rxy*rxm) / (sqrt( (1-rxy**2) * (1- 
rxmsquared) )) )**2;
 %* Find the multiple correlation of Y, M, and X (the model R-squared);
 overallrsquared = ( ( (rxy**2) + (rmy**2) )-(2*rxy*rmy*rxm) ) / ( 1- 
(rxmsquared) );
 %* Find the amount of variance in Y explained by the mediated effect;
 rsquaredmediated = (rmy**2) - (overallrsquared - (rxy**2) );
run;

proc print data=combined;
run;

%mend rsquare;

* USING THE PROGRAM;
* To use the program, first select the section above (from %macro to %mend)
  and run it;
* This defines the macro for SAS so that it will be recognized once it is
  invoked with the macro call;
* Then to run the example, simply highlight the code from *AN EXAMPLE: to
  the end of the program;
* Alternatively, to run the macro for your own data, edit the line below
  that says "%rsquare(dataset,x,m,y)" to direct the program to your dataset
  and variables;
* Replace the word 'dataset' with the name of the SAS dataset that has the
  data you want to analyze;
* Replace 'x' with the name of the predictor variable;
* Replace 'm' with the name of the mediating variable;
* Replace 'y' with the name of the outcome variable;
* Delete the asterisk from the beginning of the line, select that line
  of the program and run it;
*%rsquare(dataset,x,m,y);

* AN EXAMPLE: ;
data example;
input predictor mediator outcome;
cards;
1 2 3
2 1 2
3 3 1
4 5 4
5 4 8
6 9 9
7 8 7
8 7 6
9 6 5
;
%rsquare(example,predictor,mediator,outcome);
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