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Radar-Based Breast Cancer Detection Using a
Hemispherical Antenna Array—Experimental Results

Maciej Klemm, Ian J. Craddock, Jack A. Leendertz, Alan Preece, and Ralph Benjamin

Abstract—In this contribution, an ultrawideband (UWB) mi-
crowave system for breast cancer detection is presented. The
system is based on a novel hemispherical real-aperture antenna
array, which is employed in a multi-static radar-based detec-
tion system. The array consists of 16 UWB aperture-coupled
stacked-patch antennas located on a section of a hemisphere. The
radar system is designed to be used with realistic three-dimen-
sional (3D) breast phantoms, which have been developed, as well
as with real breast cancer patients during initial clinical trials.
Images are formed using two different beamforming algorithms
and the performance of these algorithms is firstly compared
through numerical simulation. Experimental results for the same
beamforming techniques are then presented, demonstrating the
successful detection of 4 and 6 mm diameter spherical tumors in
the curved breast phantom.

Index Terms—Breast cancer detection, medical radar, ultra-
wideband (UWB).

I. INTRODUCTION

X
-RAY mammography is currently the most common

technique used in breast cancer screening. It employs

ionizing radiation, requires uncomfortable compression of

the breast during the examination and is of limited value for

younger women. These limitations of mammography have

resulted in research into alternative methods for imaging breast

cancer.

Microwave imaging is one of the more promising candidates

and has attracted the interest of a number of research groups

around the world. An excellent review of this topic can be found

in [1]. As presented there, currently there are two main streams

in microwave breast imaging: 1. microwave tomography,

2. radar-based imaging. Both approaches rely on a difference in

the electrical properties of normal and malignant breast tissues.

In microwave tomography [2]–[4] the aim is to reconstruct

the electrical profile of the breast, by solving a nonlinear and

ill-posed inverse scattering problem. The tomographic systems

presented so far operate as a narrowband devices in a lower gi-

gahertz regime (up to 3 GHz). Recently a pilot study of electro-

magnetic tomographic breast imaging was conducted [5].

In radar-based imaging, the goal is to create a map of mi-

crowave scattering, arising from the contrast in dielectric prop-

erties within the breast. The radar approach originates from mil-
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itary and ground-penetrating applications and was proposed for

breast cancer detection in the late nineties independently by

Benjamin in 1996 [6], [7] and Hagness in 1998 [8]. In contrast

to most proposed Tomographic systems the proposed Radar sys-

tems operate at higher frequencies (up to 10 GHz) and use a

large bandwidth (as much as 8 GHz). Most of these radars there-

fore operate as ultrawideband (UWB) radars, where scattering

information is obtained from transmission and reception of short

UWB electromagnetic pulses. A big advantage of radar-based

imaging over the tomographic imaging is its relatively simple

and robust signal processing.

In this paper we present experimental results from a radar-

based breast cancer detection system. Our UWB radar system

uses a hemispherical real aperture antenna array and a realistic

3-D spherical breast phantom model with electrical properties

similar to real breast tissues. Our experimental system was built

in a such way that it can be used directly with real breast cancer

patients (clinical trials have recently commenced).

To date there have been only a few experimental

breast-imaging radar systems reported in the open litera-

ture [9]–[12]. The first experimental systems [9], [10] were

validated based on phantom materials which only sought to

represent the contrast in the real part of the permittivity of

the breast. More realistic experiments were presented in [11],

[12] where the phantom materials used more closely replicated

the properties of breast tissues. It should be emphasized that

losses are as important as dielectric constant when choosing

phantom materials, because losses have a major impact on

system bandwidth and the amplitude of the measured tumor

response.

Unlike the other published work described above, our ap-

proach is different in being based on multistatic radar operation,

originally proposed for breast cancer and land mine detection by

Benjamin [7]. Compared to the monostatic approaches, a multi-

static approach with a fully-populated antenna array enables far

more data to be gathered.

In our first prototype [13] a planar antenna array was used

for convenience, with all antennas printed on the same sub-

strate. Encouraging experimental phantom results showed that

the strength of the multistatic radar approach in this application.

However the performance of the flat array is limited by the finite

beamwidth of the antennas and, additionally, a planar arrange-

ment does not conform well to the breast.

This contribution presents the second prototype of our multi-

static radar, based on a new hemispherical antenna array. We

use the same antennas as before, however they are manufac-

tured on separate substrates and fed by coaxial cable. Addi-

tionally, each antenna is cavity-backed to eliminate undesired

back-reflections.

0018-926X/$25.00 © 2009 IEEE
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Our experimental results were obtained using two different

post-reception focusing algorithms. The first algorithm is a stan-

dard delay-and-sum (DAS) focusing, commonly used in land-

mine detection [14], [15], ultrasound [16] and microwave breast

cancer imaging [17]. Although DAS has its advantages (e.g.,

simplicity), it provides limited performance in terms of image

resolution and clutter rejection. These well-known limitations

have been addressed by techniques such as microwave imaging

via space-time (MIST)—this data-independent algorithm was

shown in [10], [18] to outperform mono-static DAS, although

multi-static DAS still outperforms mono-static MIST [19].

More recently Xie et al. [19], [20] proposed a new data-adap-

tive algorithm for breast cancer detection based on robust Capon

beamforming (RCB) [24], [25]. We will refer to the data-adap-

tive algorithm as to MAMI, following [19]. Using full-wave

FDTD simulations with idealized antennas (point sources),

the authors showed that their new MAMI algorithm provides

better performance than multistatic DAS and MIST. These

interesting results motivated us to use MAMI as an alternative

beamforming method. We used [19], [20] as a guide in devel-

oping a data-adaptive algorithm which could be used with our

radar system. The main differences are that we do not use any

mono-static data from our array, and we have to take into ac-

count real antenna effects. To the best of our knowledge, results

from data-adaptive beamforming in breast cancer detection

with real measured radar data have not been presented before.

In a multistatic array the monostatic paths comprise a small

proportion of the available signals (e.g., in a 16 element array

only 13%), these paths also suffer the greatest skin reflection.

Furthermore, in a practical system they would require the use of

a directional coupler in the measurement system and this con-

tributes cost and complexity. For these reasons we do not per-

form any mono-static measurements in our radar system.

This contribution also presents for the first time:

• a performance comparison of DAS and modified MAMI

beamforming algorithms in the presence of preprocessing

errors (based on numerical simulations);

• comparison of DAS and modified MAMI based on real

measured radar data;

• Microwave radar-based imaging system for breast cancer

detection which has been used with real cancer patients.

The following section presents details of our system, in-

cluding information about the UWB antenna, the design of the

curved antenna array and the 3D hemispherical breast phantom.

In Section III we describe the signal processing techniques used

for focusing and image formation. Next, in Section IV using

numerically synthesized radar data we compare performance

of two beamforming techniques (described in Section III).

Section V presents a method to extract the tumor response from

measured data. The final part of the paper, Section VI, presents

experimental results of phantom tumor detection.

II. UWB HEMISPHERICAL ANTENNA ARRAY AND

MEASUREMENT SETUP

A. Antenna Design

An aperture stacked-patch antenna was designed to be used

for breast cancer imaging. It is a modified version of the antenna

Fig. 1. Cavity backed aperture stacked patch antenna for breast imaging:
(a) front side, (b) back side.

presented in [21] and in [22] where it was used in the planar

array for breast imaging. For the conformal array, the antenna

was redesigned. The final antenna design in presented in Fig. 1.

While the size of two stacked patches was kept the same as in

[21], the ground plane was substantially reduced (being now

). Additionally, as we learnt from the experience of

using the planar array (see [22]) it is better to shield the antenna

from the surrounding environment, therefore we added a cavity

at the back of the antenna. The cavity has planar dimensions of

and is 17-mm long. To absorb the back radiation

of the antenna and avoid any resonances the cavity was lined

with the broadband absorbing material (Eccosorb FGM-40 from

Emerson & Cuming). On the front face of the antenna a short

5 mm metallic screen [see Fig. 1(a)] was included to decrease

the coupling between adjacent array elements.

In Fig. 2 we present the antenna characteristics. We used a

FDTD numerical solver during the design process and included

the cavity, the absorber and the screen in the simulations. The

comparison between simulated and measured antenna input

match ( ) is shown in Fig. 2(a), a good agreement was

achieved and the antenna is well-matched between 4.5 and

10 GHz. Additionally, we performed a transmission measure-

ment between two antennas (face-to-face) immersed in the

matching liquid (described in the following paragraph). As an

input pulse we chose a waveform presented in Fig. 2(b), which

covers a frequency range between 4 and 9 GHz on

level. As described in [23], this type of pulse is suitable for

time-domain analysis of microwave systems when performing

measurements in the frequency-domain. The resulted pulse

transmitted between our antennas is presented in Fig. 2(c). A

distance between antennas was 6 cm. The transmitted pulse

is clearly longer than the input pulse, due to the antenna’s

response but also due to the lossy (and dispersive) matching

medium.

B. Conformal Antenna Array Design

Given the effort in designing and constructing a conformal

hemispherical array, the intention from the outset was to design

not only an array for laboratory use on a realistic, curved

phantom, but also one that would serve as an initial clinical

prototype. Approximately 20 female volunteers came forward

from the University and the fit between their breasts and var-

ious plastic spherical sections was assessed with them lying

in a prone position—the prone (face-down) position being

felt to offer the best chance of the breast forming a gently

and uniformly-curved shape. Following this assessment, the
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Fig. 2. Antenna characteristics: (a) simulated and measured input matching,
(b) synthetic pulse used as antenna excitation, (c) pulse transmitted between
2 antennas (along boresight direction, 6 cm distance) immersed in the lossy
matching liquid.

dimensions of the array were input into a 3D CAD model,

along with the antenna elements and all supporting metalwork.

The resulting antenna array is formed around lower part of a

78-mm radius sphere, in four rows of four antennas. The side

and top view of the array is shown in Fig. 3(a) and (b), respec-

tively. The staggered arrangement of elements seen in Fig. 3(b)

gives barely enough clearance for the cables and connectors,

which pass between the elements of adjacent rows. The use

of 3D CAD modelling was found to be vital, given the tight

geometrical clearances and the difficulty in foreseeing, in a

curved geometry, potential clashes between cables, connectors,

antennas and supporting metalwork. The partly-constructed

array is shown in Fig. 3(c).

Fig. 3. Hemispherical antenna array and breast phantom configuration: (a) side
view, (b) top view, (c) partly-constructed array.

In the measurement setup the array is connected with coaxial

cables to a custom-built network of electromechanical switches,

previously developed for the planar antenna array [13]. The

bank of switches selects all possible pairs of antennas within

the array and connects them in turn to a vector network ana-

lyzer (VNA), which performs the radar measurement in the fre-

quency-domain ( in this case)—monostatic data ( ) is not

recorded. In a post-reception step all measured data are trans-

formed into the time-domain. With sixteen antenna elements in

the array, one hundred and twenty independent measurements

(multistatic radar signals) are recorded. A computer controls

both the VNA and the switch bank, and the measurement takes

about 3 minutes to complete.

C. 3D Breast Phantom

For experimental testing we developed appropriate materials

and a 3D breast phantom. As shown in Fig. 3(a), during the

measurements the antennas are immersed in a matching liquid,

to reduce reflections from the skin and for a more compact an-

tenna design. We decided that the matching liquid would be the

same as the material simulating properties of normal breast-fat,
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Fig. 4. Measurement setup: (a) curved skin phantom, (b) skin phantom fitted
into the antenna array, (c) measurement setup for breast cancer detection
experiments.

mainly for practical reasons (only one liquid required in man-

ufacturing). The developed matching and normal breast tissue

equivalent liquid [26] has a relative dielectric constant of about

9.5 and attenuation of at 6 GHz. This material is also

dispersive (see [22] for frequency-dependent characteristics).

Next, a curved skin phantom was developed. The skin layer

is 2-mm thick, it is a part of a 58-mm radius hemisphere [shown

in Fig. 4(a)]. When skin phantom is fitted into the array, as pre-

sented in Fig. 4(b), it lies 20 mm above the antenna elements.

This distance between antennas and breast provides a reason-

able coverage of a breast by an antenna radiation pattern. Elec-

trical parameters of the skin layer were chosen again according

to the previously published data. The material is dispersive and

at 6 GHz it has a relative dielectric constant of 30 and attenua-

tion of .

At last, a tumor phantom material with a relative dielec-

tric constant close to 50 and conductivity (at 6 GHz)

was developed. The contrast between dielectric properties of

breast fat and tumor phantom materials is around 1:5. Recently

published data in [27], based on a large clinical study, suggest

that the contrast between healthy and malignant breast tissues

might be lower. The complete measurement setup is presented

in Fig. 4(c).

III. FOCUSING ALGORITHMS

To obtain the 3D image of the scattered energy, we employ

post-reception synthetic focusing. As described above, in this

contribution we employ two distinct focusing methods. The first

is based on the classical delay-and-sum (DAS) beamforming.

The second method is a data-adaptive focusing algorithm, based

on the robust Capon beamforming (RCB).

A. Preprocessing (Equalization)

Before applying either focusing algorithm we have to per-

form a preprocessing step. This process aims at equalization

of scattered tumor responses for different antenna pairs. Ideal

preprocessing would result in all received pulses being of the

same shape, amplitude and perfectly time-aligned. In our pre-

processing the following steps are performed: 1. extraction of

the tumor response from measured data (described in detail in

Section V), 2. equalization of tissue losses, 3. equalization of

radial spread of the spherical wavefront.

Although in our experiments there is frequency-dependence

of the tissue losses and of the antenna radiation patterns, for

simplicity we do not compensate for that dependence in our

processing.

B. Delay-and-Sum Algorithm

Delay-and-sum (DAS) beamforming is a basic and well-

known method [16], [28], [29]. First we perform the prepro-

cessing steps described above. Next, appropriate time-delays for

all received signals are computed. The time-delay for the

transmitting and receiving antenna is calculated based on

the positions of the two antennas, the position of the focal point

as well as an estimate of average wave propagation speed, which

in our case is simply assumed to be constant across the band.

During the focusing, the focal point moves from one position

to another within the breast, resulting in spatial beamforming.

At each location all time-shifted responses are coherently

summed and integrated. Integration is performed on the win-

dowed signal, the length of the integration window is chosen

according to the system bandwidth. Due to the antenna effects

and dispersion, the integration window we utilize following

coherent summation is 50 percent longer than the duration of

the synthetic input pulse [shown in Fig. 2(b)] and equals 0.55

ns. We have investigated the dependence of the window length

on focusing quality and this value gave best results.

A three-dimensional (3D) map of scattered energy is formed

in this way. The main advantage of DAS algorithm is its sim-

plicity, robustness and short computation time.

C. Data-Adaptive Beamforming

The second imaging algorithm we use is based on a robust

Capon beamforming (RCB) [24]. Unlike DAS (or MIST), RCB

can be classified as a data-adaptive (data-dependant) algorithm.

It accounts for some uncertainties during preprocessing steps,

e.g., nonideal time-delays, or errors in amplitude compensation.

The discussion here is based on [19] but with some additional

comments and steps in the mathematics provided for clarity and

completeness. Also after Xie et al. [19] we will refer to the

data-adaptive algorithm as MAMI. The following notation is

used: lowercase font for scalars, bold lowercase for vectors, bold

uppercase for matrices.

The data-adaptive algorithm (MAMI) assumes that the pre-

processed and times-aligned backscattered tumor response can

be described as

(1)

is a number of antennas used for focusing at a given focal

point (not a number of antennas in an array as in [20]), scalar

is the true backscattered tumor response, represents

the additive noise and interference (including remaining unde-

sired reflections), is the so-called array steering vector. In

our algorithm vector has a dimension , not

as in [19], because we do not use the mono-static signal.

is

the preprocessed signal vector, where represents the mul-

tistatic array response for the transmitting ( ) antenna

and receiving ( ) antenna. Note that would ideally

be equal to a unitary vector , since equalization and

time-shifting have already been applied. The signal model (1)

required by RCB, assumes that the steering vector depends
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only on time, and the tumor response depends on ( an-

tenna), but not on ( antenna). While these assumptions are

certainly not entirely true, the algorithm still performs well, as

illustrated by the results in the following sections.

We denote the sampled signal model (1) by . It can be

expressed as

(2)

where is a vector of weights, introduced to account for the

steering vector errors, denotes the conjugate transpose.

In standard Capon beamforming (SCB) the goal is to min-

imize and make . Equivalently this

objective can be stated as [30]: minimize , subject to

, where is a covariance matrix and

denotes the expected value. This SCB formulation provides

good results when the steering vector is known. The weight

vector in SCB problem is then derived as

(3)

However, in the presence of steering vector errors, SCB can

give worse results than simple DAS beamforming. To improve

the performance of SCB when the steering vector is not known,

RCB makes explicit use of an uncertainty of the steering vector.

RCB assumes that the true steering vector is:

(4)

where is the assumed steering vector, and

describes the error in .

In practical applications of Capon beamforming (SCB, RCB)

there is usually no prior information about the noise ( ), there-

fore an estimate of the covariance matrix derived from recently

received array output samples (including both signal and noise)

is used. In our case this new covariance matrix has the following

form:

(5)

Comparing to [19], has smaller dimension and is asym-

metrical. Additionally we need to take into account the finite

beamwidth of practical antennas—to do this, we only allow sig-

nals from antennas seeing a given focal point within a limited

solid angle to be included in the covariance matrix. This helps

ensure that only signals with an adequate signal quality will

contribute to the response. The covariance matrix will therefore

have a different size in different focal locations. This effect is

not considered in any of the [19], [20] papers, because authors

used idealized point sources as antennas in their simulations. We

also noted that using our real measured data, a larger value of

(steering vector error) needs to be employed for stable results,

compared to the values reported in [19].

As shown in [24] the problem can now be reduced to the

quadratic optimization problem

(6)

Additionally, we need to assume that , to exclude

the trivial solution . The problem (6) can be solved

using the Lagrange multiplier method [25], [30]

(7)

where is a real-valued Lagrange multiplier.

Next, following the steps presented in [20 Eq. (17)–(22)], the

final form of the RCB weight vector can be found.

It requires eigendecomposition of the covariance matrix and

the solution of a nonlinear equation. The resulted RCB weight

vector has the following form shown in (8) at the

bottom of the page.

In our case of the multistatic radar operation, the above pre-

sented RCB procedure needs to performed in two steps [20]. The

first step is performed as presented above. After obtaining the

weight vector (from 8), the beamformer output can be written

as:

(9)

Note here that , where is the time

window used in the integration of the DAS algorithm. Therefore,

we perform RCB for each time sample, to obtain the complete

waveform estimate . In the second step, we use the calculated

waveforms ( ), to estimate the backscattered energy at a

given focal point. can be seen as the snapshot from the

element array and can be described in a following form:

(10)

Clearly (10) is analogous to (1), allowing the use of RCB again

to estimate . Unlike the first step, RCB needs to performed

(8)
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only once now. The covariance matrix is composed using sam-

ples of in the following way:

(11)

Based on that created covariance matrix, we perform the

same steps of RCB as described in the first part (6)–(9),

to obtain the estimate of the weighted output of the array:

. The backscattered energy for a given

focal point can be finally calculated as

(12)

IV. SIMULATION RESULTS

In this section we investigate the degradation of results from

DAS and MAMI due to inaccuracies in calculation of time shifts

during the data preprocessing steps. This is important, since the

propagation velocity in the breast will vary between individuals

and within each breast, hence the time-alignment process can

only ever be approximate.

To do this, we used FDTD to numerically generate a tumor

response for a 6 mm tumor, 20 mm behind the skin, at two dif-

ferent locations: ( , , ) and

( , , ). Knowing the tumor location,

permittivity of the breast and antenna positions, the appropriate

time-delays for each antenna pair were calculated to include

pulses scattered by the tumor in transient data (120 signals).

These ideally calculated time-delays provide the best case for

coherent focusing since all signals are perfectly time-aligned.

In order to investigate the nonideal focusing case, we in-

troduced random variations to the time delays (according to

a normal distribution with mean zero and variable standard

deviation ( )). In each data set, we have assumed a value of

the standard deviation of the delay, and then for each one of

the 120 radar signals a random delay was calculated (using

the Matlab function). Several realizations for the same

were created, as obviously each realization provides unique

delays, which are also randomly distributed between different

paths (antenna pairs). It should be noted that during focusing

different paths make different contributions, depending on their

position in the array, and hence the affect of a variation in a

time delay will depend on the particular path it arises in.

Signal to clutter ( ) ratio, defined as the ratio between en-

ergy of the strongest tumor response to the strongest clutter en-

ergy within a single 3-D image, was used as a focusing quality

measure.

In Fig. 5 we present signal-to-clutter ratio results for standard

deviation values of up to 7% (in 1% steps). In the figure the

discrete results (circles for DAS, crosses for MAMI) represent

the single realization of random delays for a given . Based on

Fig. 5. Signal-to-clutter ratio [dB] for varying standard deviation of delay error
values. (a) Software tumor located at � � ��, � � ��, � � ���. (b) Software
tumor located at � � ���, � � ��, � � ���.

this discrete data the curves were calculated using least-

square fitting.

These numerical results show that the MAMI beamforming

outperforms DAS for lower values, providing more than 5 dB

gain in for of up to 2%. However, as time-delay error

increases, both curves get closer to each other, and around

we can observe that they cross.

In Fig. 6, we present a focusing result example (2D slice

through the real tumor location) for tumor position , and

delay error of , where DAS provides generally better

results than MAMI. We can observe that for DAS [Fig. 6(a)] in

spite of a significant level of clutter present in a large area of

the image, the tumor can still be identified. For MAMI beam-

forming [Fig. 6(b)] there is generally lower background clutter,

however the true tumor response (see figure) is not dominant

in the focused image. In this case the clutter “target” would be

more probably identified as the main scattering object.

Based on the results presented above we concluded that

MAMI based on [24] is relatively efficient in suppressing

the background clutter and improves the focusing quality.

But it does not improve the tumor detection, and when the

preprocessing errors are above certain level the simple DAS

provides better results. This is important in real-life situations

where experimental errors and variations between patients will

inevitably degrade the quality of the data.
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Fig. 6. 2D focused images of the tumor located �� (� � ��, � � ��, � �
���) for the case of delays error of � � ��. (a) Results for DAS focusing,
(b) results for adaptive focusing. Contour plots show signal energy on a linear
scale, normalized to maximum in the 3D volume, values below 0.1 rendered as
white.

V. EXTRACTION OF THE TUMOR RESPONSE—ARRAY ROTATION

Above we have presented the preprocessing step and the fo-

cusing algorithms. However, before these can be applied, the

tumor response must be extracted from measured data. Mea-

sured data contains the tumor response, as well as additional

undesired signals (antenna coupling, reflections from the skin,

reflections from mechanical parts of the array). To subtract all

unwanted signals, we physically rotate the antenna array. This

target displacement method is commonly used in radar cross-

section measurements [31], [32], to subtract all unwanted sig-

nals (in [33] authors use a 4-element planar antenna array for

breast imaging. They minimize the coupling between antennas

by using a lossy substrate, and use array rotation, with 4 posi-

tions, only to increase the number of measured data).

Rotation gives us two sets of measured data, in which unde-

sired signals such as antenna coupling, or skin reflections are

almost identical and appear at the same time position, therefore

they can be eliminated. In contrast, a tumor response will appear

at different time position in these two measured sets (unless it

is on the axis of rotation). Applicability of this technique will

depend on the homogeneity of the breast within a given angle

defined by rotation. We therefore assume that within the angle

of array rotation: (a) distance between antennas and skin re-

mains unchanged, (b) skin properties and thickness is the same,

(c) normal breast tissue properties do not change.

Depending on the angle of rotation and quality of data, we

can observe one or two scatterers in the focused images. Ex-

amples for a tumor located at two different location are pre-

sented in Figs. 7 and 8 below. For each location we present the

tumor detected at two positions (P1, P2) using ideal background

subtraction (with and without tumor), and the same tumor de-

tected using offset rotation (array rotated by 10 deg, from posi-

tion P1 to P2). After investigations concerning the angle of rota-

tion, we found out that 10 degree rotation provides satisfactory

performance. A more detailed analysis of this issue is beyond

the scope of this contribution. Background subtraction can be

treated as the ideal way of extracting tumor response. However,

it can not be used with real patients.

In Fig. 7 the example of the detected 6 mm tumor is

shown. Four measurements using our experimental setup

were performed to obtain presented results: M1- background

measurement without tumor, M2- measurement when tumor in

position P1, M3- measurement when tumor in position P2 (after

10 deg array rotation), M4- second background measurement

after taking out tumor. Using this set of measurements we are

able to detect tumor: (a) located in position P1 [see Fig. 7(a)],

using background subtraction (using measurements M1 and

M2), (b) located in position P2 [see Fig. 7(b)], using back-

ground subtraction (using M3 and M4), (c) located in position

P1/P2 [see Fig. 7(c)], using rotation subtraction (M2 and M3).

As we can see in Fig. 7(c) the subtraction based on array ro-

tation provides good results, and the tumor is clearly detected

at positions almost exactly matching those from the ideal back-

ground subtraction [Fig. 7(a) and (b)]. The offset subtraction

resulted in this case in two scattering centres of similar ampli-

tude, what we will call in the following a twin-target. Slightly

different results are presented in Fig. 8(c), showing detection of

a larger (10 mm) tumor. In this case we observe that the subtrac-

tion based on rotation results in one scattering center in position

P1 being stronger than in position P2 (but still visible).

VI. EXPERIMENTAL DETECTION RESULTS

In this section we present experimental results of tumor de-

tection using two focusing algorithms described above. In all ex-

amples presented below, tumor responses were extracted from

measured data using rotation subtraction. To prove that using

our radar system we are capable of detecting small tumors (at

least in phantoms), we present examples of 6 and 4 mm spherical

tumors located at two different positions: P1: , ,

; P2: , , (dimensions

in [mm]). The skin contour is visible for clarity on 2D and 3D

images.

A. 6 mm Tumors

In Figs. 9 and 10, we present detected 6-mm tumors located

at position P1 and P2, respectively. Each figure presents results

when using DAS and MAMI beamforming, for comparison.

A three-dimensional (3D) scattering energy image (showing

energy contour), as well as a horizontal cut containing

the maximum focused energy are presented. All images show

normalized (to the maximum energy within a 3D imaged

volume) results.
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Fig. 7. 2D images presenting detection of 6 mm tumor using different tech-
niques to extract tumor response: (a) background subtraction when tumor is in
position P1, (b) background subtraction when tumor is in position P2, (c) offset
rotation from P1 to P2 (10 deg). DAS used for focusing. Contour plots show
signal energy on a linear scale, normalized to maximum in the 3D volume,
values below 0.1 rendered as white.

As we can see, both algorithms clearly indicate the detected

tumors at the correct positions. Images are clear, with little

clutter content, though slightly higher for DAS. Results of

imaging for position P2 (Fig. 10) present the advantage of

MAMI algorithm in terms of focusing sharpness and back-

ground clutter reduction. Due to array rotation a twin-target is

observed, indicating the good quality of the measured tumor

response. Quantitative results of signal-to-clutter ratio will be

presented below (Section VI-C).

Fig. 8. 2D images presenting detection of 10 mm tumor using different tech-
niques to extract tumor response: (a) background subtraction when tumor is in
position P1, (b) background subtraction when tumor is in position P2, (c) offset
rotation from P1 to P2 (10 deg). DAS used for focusing. Contour plots show
signal energy on a linear scale, normalized to maximum in the 3D volume,
values below 0.1 rendered as white. Results are based on real measurements
using our radar system.

B. 4 mm Tumors

For the same tumor location as above we conducted detection

experiments with 4 mm spherical tumor phantoms. Imaging re-

sults are presented in Figs. 11 and 12 for locations P1 and P2,

respectively. We can observe that results for DAS beamforming

are clearly poorer, compared to the 6 mm tumor size. Strong

clutter is present on 3D as well as 2D images. It might be diffi-

cult to recognize the tumor position without a priori knowledge.

Significantly better results are obtained when using MAMI

beamforming for image formation (Fig. 11(c) and (d) for loca-

tion P1 and Fig. 12(c) and (d) for location P2). We can see that
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Fig. 9. 6 mm tumor located at the position � � ��, � � �, � � ��� (P1).
Offset rotation (10 deg) used to extract tumor response. (a) DAS results-3D,
(b) DAS results-2D, (c) MAMI-3D, (d) MAMI-2D. 3D figures present���� 	


contour map. 2D contour plots show signal energy on a linear scale, normalized
to maximum in the 3D volume, values below 0.1 rendered as white.

the clutter is greatly reduced, resulting in relatively clearer 3D

and 2D images. Unlike for 6 mm tumors, this time we do not ob-

serve the twin-target , which indicates the overall performance

degradation.

Fig. 10. 6 mm tumor located at the position � � ���, � � ���, � �

��� (P2). Offset rotation (10 deg) used to extract tumor response. (a) DAS re-
sults-3D, (b) DAS results-2D, (c) MAMI-3D, (d) MAMI-2D. 3D figures present
���� 	
 contour map. 2D contour plots show signal energy on a linear scale,
normalized to maximum in the 3D volume, values below 0.1 rendered as white.

C. Signal-to-Clutter Ratio

One possible quantitative measure of the detection quality is a

signal-to-clutter ratio ( ). As before we define the signal-to-

clutter as in the ratio between energy of the strongest tumor re-

sponse to the strongest clutter energy, within a single 3-D image.
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Fig. 11. 4 mm tumor located at the position � � ��, � � �, � � ��� (P1).
Offset rotation (10 deg) used to extract tumor response. (a) DAS results-3D,
(b) DAS results-2D, (c) MAMI-3D, (d) MAMI-2D. 3D figures present����	


contour map. 2D contour plots show signal energy on a linear scale, normalized
to maximum in the 3D volume, values below 0.1 rendered as white.

For the imaging experiments with 6 mm and 4 mm tumors pre-

sented above, we have listed the corresponding values (in

[decibels]) in Table I.

TABLE I
SIGNAL TO CLUTTER RATIO [	
]

Results show that in all experiments the for MAMI

beamforming are higher than for DAS. Results of of 7.1 dB

for location P1 and 8.2 dB for location P2 when imaging 6 mm

tumor are pleasing. MAMI gives improvement over DAS of

0.9 and 4.4 dB for positions P1 and P2. For 4 mm tumors the

absolute values are lower and range from 0.45 to 2.9 dB,

when both beamforming algorithms are considered. The

for MAMI is higher by 0.75 and 2.2 dB for location P1 and P2,

respectively. Improvement over DAS is slightly smaller than

for 6 mm tumors, however, due to the lower absolute values

of , although visually the improvement of imaging with

MAMI is more pronounced (e.g., compare results in Fig. 12).

VII. DISCUSSION

In previous sections we have presented the experimental

characterization of the multistatic radar-based system for breast

cancer detection. Experiments were based on a simplified

spherical breast phantom, with homogeneous tissue mimicking

materials and relatively light dielectric contrast between tumor

and surrounding breast tissue. Recently published data on

electromagnetic (EM) properties of breast tissues [27] suggest

that the contrast might be significantly lower and also that

the breast interior is more inhomogeneous that indicated in

previously published reports [34]–[36]. Our work has been

done before findings from [27] were known, we therefore shall

discuss their potential impact on a performance of our system

and microwave breast imaging in general.

Results the most recent study mentioned above show that the

EM contrast between cancer and normal fatty tissue was as high

as 10:1 but was no more than about 1.1:1 when malignant prop-

erties were compared to normal glandular and fibroconnective

tissue in the breast. It suggests that results of microwave imaging

will highly depend on a specific breast structure. We can envi-

sion two main scenarios:

1. Tumor can be embedded in a large dense tissue (glandular

or fibroconnective). If the contrast between tumor and this

tissue will be indeed 1.1:1, it would a major challenge for

microwave radar-based imaging.

2. Tumor will be surrounded by the fatty tissue (relatively

high contrast scenario), but there will be some portion of

the breast composed of the tissue with properties similar to

that of the tumor (e.g., fibro-glandular tissue).

Then, it will highly depend on a specific scenario: the relative

positions between the tumor and fibro-glandular tissue, shape

and size of the glandular tissues. Generally, tumor detection will

depend on a clutter generated by the glandular tissues within the

breast. It is possible that both, the tumor and glandular tissue

will be visible on the focused images.
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Fig. 12. 4 mm tumor located at the position � � ���, � � ���, � �

��� (P2). Offset rotation (10 deg) used to extract tumor response. (a) DAS re-
sults-3D, (b) DAS results-2D, (c) MAMI-3D, (d) MAMI-2D. 3D figures present
���� 	
 contour map. 2D contour plots show signal energy on a linear scale,
normalized to maximum in the 3D volume, values below 0.1 rendered as white.

Issues discussed above show that there is a need to further in-

vestigations of microwave imaging systems with more advanced

breast phantoms. This will be a subject of our future research

work.

VIII. CONCLUSION

The development of a multistatic UWB radar system for

breast cancer detection has been presented. First, we have

shown a novel hemispherical antenna array with sixteen UWB

aperture stacked-patch antennas. The proposed system does not

involve any mechanical scanning and provides a relatively fast

measurement capability. The system was developed with the

aim of future use in real clinical trials.

We use however the mechanical array rotation (angular rota-

tion around the array center) to extract the tumor response from

raw measured data. Therefore two scans (each 120 measure-

ments) are required to obtain the 3D focused response.

Based on these two measurements we are able to subtract any

undesired signals, e.g., direct antenna coupling, skin reflections

and reflections from mechanical parts of the array.

The 3D images of scattered microwave energy within the

breast volume are computed using post-reception focusing algo-

rithms. We have presented and compared two algorithms: DAS

and MAMI beamforming. Numerical simulations showed that

with good preprocessing equalization of raw measured signals,

MAMI provides better results in terms of signal-to-clutter ratio,

compared with standard DAS. These findings were confirmed

later by experimental results. Using a physical 3D curved breast

phantom, we have experimentally demonstrated the ability to

detect small (4 mm and 6 mm) tumors. Measured results show

that in all experiments the signal-to-clutter ratio for MAMI is

higher than for DAS. Experimental results agree qualitatively

with findings from on numerical simulations.

As mentioned in the abstract, our radar system was designed

to be used not only for laboratory experiments, but also for tests

with real breast cancer patients. Preliminary results of the small

clinical trial we have conducted is presented in [37].
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