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Predicted almost forty years ago, the radiation from thermally populated excited electronic

states has recently been recognized as an important cooling mechanism in free molecules and

clusters. It has presently been observed from both inorganic clusters and carbon-based molecules

in molecular beams and ion storage devices. Experiments have demonstrated that many of these

systems radiate at rates approaching microsecond time scales, and often with a distinct depen-

dence on the precise number of atoms in the system. The radiation acts as a strongly stabilizing

factor against both unimolecular decay and thermal electron emission. In astrophysical context,

radiative cooling provides a mechanism to dissipate internal energy in star-forming processes,

and stabilizes molecules selectively in the circumstellar medium. The consequences of an active

radiative cooling channel for nanoparticle production will likewise favor special sizes in non-

equilibrium formation processes. In this review, the radiative cooling of clusters is presented

and illustrated with examples of experiments performed on small carbon, metal, and semicon-

ductor clusters, and on PAH molecules. The experimental and theoretical techniques used are

discussed, together with the consequences of radiative cooling on size-to-size stability patterns

of clusters.
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1 Introduction

The properties of clusters, i.e. particles composed of a countable number of atoms, can

differ significantly from those of the corresponding bulk material and will often show a

strong size dependence for a number of properties [1–3]. This is particularly clear for

optical properties, which critically depend on the specific electronic structure, whether

described in terms of single, molecular-like transitions or collective excitations in the form

of surface plasmon excitations [4–8]. Also thermal properties, most importantly the heat

capacity, depend on size due to the limited number of degrees of freedom. This size effect

is particularly important in experiments on isolated clusters where equilibration with an

external heat bath is absent.

Thermal radiation from clusters must therefore be expected to be heavily influenced

by finite size effects. The subject was first investigated during the eighties and nineties, on

clusters composed of carbon and of niobium, produced with both broad size and excitation

energy distributions [9–16]. In these experiments, where emitted photons were detected

directly, spectra resembling black-body radiation within the measured visible spectral

range were observed. Also experiments on size-selected species were performed [17, 18],

although often the radiative cooling was investigated indirectly, without detecting any

photons [19–22]. Direct detection of photons emitted from small, size-selected clusters

was achieved only recently, and so far only for two clusters, C−

4 [23] and C−

6 [24], both in

experiments performed with an ion storage ring.

Both experiments with and without mass selection suggest that the emission of ra-

diation from clusters can proceed from thermally populated electronically excited states.

The indications are either the energy of observed photons or the high values of the indi-

rectly measured radiative cooling rates. Fig. 1 illustrates the idea by which this emission

happens in the scenario of the original prediction of the effect [25]. After absorption of

a photon, the energy can either be re-emitted as a fluorescent photon or, in a compet-

ing process, dissipated in a radiationless process [26–29], by coupling to the vast number

of vibrational states that exist at even moderate excitation energies. The motion from

the initial excitation into the entropic vibrational manifold, known as internal conversion

(IC), proceeds via some system-specific combination of Born-Oppenheimer surface dynam-

ics and possibly intersystem crossings. At the end of this sequence, the system returns

to the electronic ground state from which it may radiate vibrationally but obviously not

electronically. Such vibrational radiative transitions in the electronic ground state have

been observed in trap experiments, see for example [30, 31], and is well established.

The return of the system to the initial excited state, or to any optically active excited
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Figure 1: Schematic diagram of the main transitions in a molecular systems with a

ground state (g.s.) and low-lying excited electronic state (e.s.). The arrows represent

the processes of initial excitation (IE), internal conversion (IC), vibrational radiative

cooling (VC), inverse internal conversion (IIC) and recurrent fluorescence (RF). The

absorption of the photon from the ground state is shown as a dashed line as a reminder

that the mechanism is not restricted to the specific excitation of photon absorption.

electronic state is, however, also possible by detailed balance. This process is denoted

Inverse Internal Conversion (IIC), and for the same reasons that a photon can be absorbed

into this excited state, a photon can be re-emitted from it.

The process, responsible for the thermal emission of visible and near-infrared photons,

was initially considered in [25, 32, 33] as arising after absorption of a photon. Because

the theoretical predictions were associated with photon emission after energy dissipation,

which was until then considered the ultimate equilibrated state of the system, the process

was named recurrent fluorescence. However, by its nature of a statistical process, the

presence and characteristics of IIC are independent of the precise mode of excitation

of the molecule or cluster. In particular, it does not require that the initial excitation

is optical. An example of infrared excitation converted to an electronic excitation is

presented in [34].

The processes where the absorption of a photon is the method of initial excitation

have been considered quantum versions of a Poincaré process where a system returns to

its initial state [33]. Poincaré’s calculation showed that even though an isolated (classical)
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system will return arbitrarily close to an initial state, this recurrence time is extremely

long for a macroscopic system. So long, in fact, that the system in practice will never

return to it and that the monotonous growth of entropy predicted by Boltzmann will

therefore hold for all practical purposes. For smaller systems, however, the recurrence

time is much reduced and can become so short that it reaches experimentally observable

values. The analogy between IIC and a Poincaré recurrence should not be taken too far,

though. In particular, the populations of large systems will not be suppressed with the

size of the phase space, but rather be determined by the average excitation energy per

degree of freedom. For this reason, recurrent processes must be expected to be much more

common than the long period between prediction and discovery suggests.

The phenomenon is likely to be most relevant for the relatively strongly bound atomic

clusters, because these may be able to sustain the elevated internal energies needed for

the processes, and less relevant for molecular clusters, with their weak van der Waals

or hydrogen bonds. No molecular clusters have yet been found to radiate by the RF

mechanism. RF is inherently a high excitation energy phenomenon, and it appears most

clearly when the molecules and clusters are as highly excited as the experimental time

scales allow. Typical sizes investigated at the moment cover the range from very small

clusters, such a tetramers, up to systems composed of some tens of atoms, while cooling

times range from just a few microseconds (for RF) up to milliseconds (for VC). For Au+
9 ,

for example, a radiative time constant of only 1.3 µs has been observed. The principles

discussed here, however, are broader valid and values outside those ranges may occur in

specific situations.

2 Thermal decay channels of clusters

For gas phase clusters studied under high vacuum conditions, whether in molecular beams,

ion traps or in ion storage rings, reactions are restricted to decays that cause irreversible

energy loss. Different types of decays very often occur in parallel, shaping the observable

dynamics of thermal photon emission in an essential way, and the basic features of these

decays will therefore be outlined here.

Energy in excess of the lowest activation energy of any decay channel will ultimately

be dissipated. The possible processes are emission of atoms, small molecules or larger moi-

eties in a usual fragmentation process [35], electron emission [36–39], and photon emission,

as illustrated in Fig. 2. For multiply charged clusters also a fission process, analogous

to nuclear fission, can occur [40, 41], whereby charged fragments are emitted, resulting

in a charge separation. Although such processes can also occur thermally activated, they
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have not been studied with respect to photon emission and will therefore not be discussed

further here.

e-
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+

+
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Figure 2: Schematic representation of the three mechanisms by which excited clusters

decay. From top to bottom: fragmentation, electron emission and radiative cooling.

All of the three decay channels can in the simplest approximation be characterized by

a frequency factor and an activation energy. The branching ratios of the channels depend

critically on the numerical values of the frequency factors and on the activation energies

associated with each channel. The competition between fragmentation, electron emission

and radiation is exemplified in Fig. 3, showing a typical dependence of the decay rate

constants on the internal energy E, of the cluster.

Expressions for these rate constants can be derived by detailed balance considerations

[46]. For photon emission, the relative population of the emitting electronic state is

given by its statistical weight, i.e. the number of vibrational and other states that can

be characterized as belonging to the photon emitting configuration, relative to the total

number of states at the given energy [47]. This ratio of level densities is modified by the

stimulated emission. An analysis shows that the photon emission rate constant, kN,rad,

from such an excited state is, expressed in terms of the Einstein A-coefficient, equal to

[39]

kN,rad(E) = A

ρN (E−hν)
ρN (E)

1− ρN (E−2hν)
ρN (E−hν)

, (1)

where ρN is the density of states (DOS), for the cluster size N , and hν the photon energy.

The only assumption made in the derivation of Eq. (1), apart from the statistical

Ansatz, is that the photo-absorption cross section does not change after the emission of

a single photon [46]. For not too small systems this will be a reasonable assumption
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Figure 3: Rates of fragmentation, electron emission and radiation as a function of

internal energy, exemplified by the nine-atom cationic gold cluster, Au+9 . The rates of

fragmentation and radiation are calculated using input parameters from Refs. [42, 43].

The crossing point of the photon emission curve (krad,RF) with the dissociation rate

constant for dimer emission (kf ) has been determined experimentally. To calculate the

rest of the curve for krad,RF, the arbitrary value hν = 1.2 eV was used. A smaller photon

energy would make the curve flatter and vice versa. The rate of ionization is calculated

with the ionization energy, Ee, from Ref. [44], corrected with a charging energy to give

the relevant second ionization energy. Level densities are calculated with the Beyer-

Swinehart algorithm [45], assuming harmonic oscillators and frequencies calculated

with DFT.

when the photon emission competes with a unimolecular decay, because total excitation

energies will usually be much higher than a photon energy, and more so the larger the

system is. For emission below the unimolecular threshold, however, this is not necessarily

a good approximation and one may need to apply a system-specific analysis.

Some aspects of Eq. (1) are worth noting. First, that the activated nature of the

process is indicated by the presence of ratios of level densities of the same cluster size and

charge state, but evaluated at different energies. Secondly, we note that the term involving

the ratio of level densities in the denominator of the equation, ρN(E − 2hν)/ρN(E − hν),

which appears as the consequence of stimulated emission, is evaluated at a different energy

than the ratio in the numerator. This is a direct consequence of detailed balance [39, 46].

Any negative energies that may appear in the level densities, there or in the numerator,

are easily taken into account by setting the values of ρ to zero for these energies.
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The photon emission rate constant due to vibrational transitions comes with the special

feature that emission can occur from levels at different degree of excitation of the same,

optically active mode, as long as the effective temperature is high enough to populate more

levels than the lowest vibrationally excited state. The oscillator strengths associated with

the levels of a single vibrational mode are proportional to the energy of the emitting

level in the harmonic approximation. This makes the cross section energy-dependent.

Introduction of this systematics into the general photon rate equation gives the vibrational

photon emission rate constant for the vibrational mode m [48]

kN,m(E) = Am

[E/hνm]
∑

n=1

n
ρ′N(E − nhνm)

ρN(E)
, (2)

where ρ is the total density of states and ρ′ the density of states with mode m excluded,

and the square brackets in the upper limit of the summation indicate the integer part of

the number. Am and hνm are the emission coefficient and vibrational quantum energy

of mode m, respectively. Usually the summand has effectively vanished at values of n

far below the upper limit of the sum, and this can then be set to infinity without loss of

precision. This facilitates analytical and numerical manipulations of the result, but is not

a necessary step.

As photon emission is frequently measured by its effect on statistical, unimolecular

dissociation by loss of atoms or small molecules, such rate constants must therefore also

be considered. They are generally given approximately as (see e.g. chapter 5 of Ref. [46])

kN,∆N,f (E) = ωN,∆N
ρN−∆N(E −DN,∆N)

ρN(E)
, (3)

in which ωN,∆N is the frequency factor of the channel, ρN−∆N and ρN are the level densities

of the clusters indicated by the subscripts, and DN,∆N is the dissociation energy of the

fragmentation channel MN → MN−∆N + M∆N . The detailed balance rate constant are

particularly useful for clusters. Other expressions are in use, such as the RRKM theory

and phase space theories. Most of the differences between these expressions are manifested

in the precise value of the frequency factors in Eq. (3). In Eq. (3), and the one for

electron emission given below, the factor multiplying the ratio of level densities is set to a

size-dependent but energy-independent constant. This does not hold rigorously and much

effort has gone into the description of these energy dependencies in the past [35]. However,

for the application of the equations over the limited energy intervals relevant here it is a

good approximation to set this factor constant. To avoid obscuring the resulting equations

with unnecessary mathematical clutter, this will be done here.
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An expression similar to Eq. (3) can be written for the process of thermal electron

emission. This is known as thermionic emission when it occurs from bulk surfaces, and this

term has also been adopted for the process in clusters. The frequency factor is different

from that of a unimolecular decay, mainly because of the different translational kinetic

energy phase space factors of an electron compared with an atom or a small molecule.

A second difference is the activation energy for electron emission which is the electron

binding energy (Ee,N), i.e. the ionization energy or the electron affinity, depending on the

initial charge state of the particle. A third difference is the level densities involved, which

for electron emission correspond to clusters of the same size, but different charge states

[39]. The expression for the rate constant is

kN,(q),e(E) = ωN,(q)

ρN,(q+1)(E − Ee,N)

ρN,(q)(E)
, (4)

where the level densities refer to the charge states q, q + 1 of the parent and the product

cluster, respectively.

An important consequence of the different energy dependence and frequency factors

of the different types of emission rate constants is that usually a single type of decay will

dominate at a given time. Over the limited time ranges where two or, very rarely, three

curves cross, decays will be observed to occur in parallel.

The pattern seen in Fig. 3 with emission of massive particles (dimers in this case) at

high excitation energies and of photons at low energies is a general feature for all materials

and molecules. The reason is that the frequency factors for atomic/electron emission are

much larger than the A-coefficients for photon emission. The former have values of 1015

s−1 or larger [46]. In contrast, the A−coefficients are typically on the order of 109 s−1 or

lower, and they will in any case be limited by the Thomas-Reiche-Kuhn sum rule on the

dipole oscillator strength [49]. Photon emission will therefore not be a competitive channel

at high excitation energy. At lower energy, a reduced activation energy for the process,

viz. the photon energy, will compensate for this large difference in frequency factors and

make photon emission competitive. Another consequence of the smaller activation energy

for photon emission is that the variation of the photon emission rate constant is weak

compared with the rate constant for emission of atoms and electrons.
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3 Detection of thermal radiation

3.1 Direct and indirect detection

The direct measurement of photons emitted from mass selected clusters has been accom-

plished in the two cases mentioned: C−

6 [24] and C−

4 [23]. In these experiments, beams

were produced in a hot source and injected into an electrostatic storage ring [50–52], and

a photomultiplier tube detected photons emitted by the clusters. In a separate exper-

iment, the clusters were laser excited geometrically separated and hence also time-wise

separated from the photon detector, and the emitted photons detected analogously to

those produced from source-heated clusters. The main result from the work on C−

6 is

shown in Fig. 4. In panel (a), the measured photon yields for C−

6 are shown, with three

(a)

(b)

Figure 4: (a) Temporal profile of the photon yield after the C−

6 ion production in the

source. (b) Temporal profile of the neutral products. The time delay (∆t) between

the photon signals and the corresponding neutral product represents the flight time

of a neutral fragment between the photon detector and the neutral particle detector.

Reprinted with permission from [24]. Copyright (2016) by the American Physical

Society.

distinct peaks corresponding to the times where the clusters were passing in front of the

photodetector. Panel (b) confirms the identification of C−

6 as the source of the detected

photons, showing the coincidence between ions passage and photon detection.
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The effort required for such measurements is substantial, and alternatives techniques

are highly desirable. Methods to detect radiation without observing the emitted photons

have therefore been developed, historically before the direct detection. The general idea

behind these experiments is to measure the influence of photon emission on another chan-

nel that is easier to monitor, i.e. the unimolecular loss of atoms, of small fragments or

thermally emitted electrons. The idea was used in [19], where the influence of radiative

cooling was used to explain the time dependence of decay of cationic fullerenes by C2

emission. It was applied soon after on thermionic emission data of fullerenes [20] and

smaller carbon clusters [53], and again on cationic fullerenes [54].

Pump-probe experiments of the influence of radiation on competing unimolecular chan-

nels is the most direct method to measure radiative cooling with this strategy. In such

pump-probe experiments, clusters or molecules are one-photon excited to some energy

at or below the energy that will give an appreciable amount of unimolecular decay on

the experimental time scale. A probe laser pulse, from which also only a single photon

is absorbed, is then fired with a variable delay. In the absence of radiation, yields and

time constants measured after the second photon will be independent of the pump-probe

delay. Any change in e.g. measured unimolecular rate constants indicates the presence of

radiation.

The first such experimental determination of an energy dependent radiation rate was

reported in [55], where the pump-probe scheme was used to study the radiative cooling

of V+
13 clusters stored in a Penning trap. The stored ions were equilibrated to room

temperature with a buffer gas to an excitation energy of Ei = 0.53 eV, after which two

laser pulses of tunable wavelengths were used for single photon excitation in each laser

pulse. The sum of the two photon energies was kept constant at 7.71 eV. Absorption

of a photon from the pump pulse excited the clusters to an energy of E0 = Ei + hνpump

which did not produce any observable dissociation on the measured time scale. If a probe

photon of energy hνprobe is absorbed with no or little pump-probe delay, clusters undergo

fragmentation with some observable rate constant, kf , in the process V+
13 → V+

12 + V. This

situation is illustrated in the top frame of Fig. 5a, with generic rates of fragmentation

(full blue line) and radiation (dashed red line) shown vs. internal energy. With a pump-

probe delay of ∆t, say, clusters have time to cool radiatively, resulting in a lower internal

energy, E∗

0 , at the time the probe laser is fired. This situation is represented at the

bottom panel of Fig. 5a. As a consequence of the cooling, the fragmentation induced

by the absorption of the second photon proceed at the lower rate constant k∗

f . This rate

constant is determined mass spectrometrically, as a function of time delay.

The data showed a clear decrease in the measured rate constant with increasing ∆t.
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Fitting an exponential function gave the rate of radiative cooling for this photon energy.

Repeating the procedure with different photon energies then allowed a quantification of

the cooling rate as a function of internal energy, as shown in Fig. 5b (reproduced from

[55]).
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Figure 5: (a) Diagrams illustrating the experimental determination of the energy de-

pendent photon emission rate of the V+
13 cluster. See main text for details. (b) Mea-

sured photon emission cooling rates of V+
13, as a function of internal energy. Panel

(b) reprinted with permission from [55]. Copyright (1999) by the American Physical

Society.

3.2 Non-radiative 1/t decay

The simplest method to quantify radiative cooling is to measure the influence of radiation

on unimolecular decay rates (the term ’decay rate’ refers to the number of decays per

unit time, as opposed to the rate constant, which is the quantity that appears in the

exponential decay). The initial excitation may be provided by the production process

in the source or by post-production, non-resonant laser excitation. As mentioned these

excitation methods are equivalent in statistical processes.

The detection of radiation by its influence on a competing process of unimolecular

nature, without direct detection of the photons emitted or application of a pump-probe

scheme as above, would at first glance appear to run into a fundamental problem. Both

competing processes, photon emission and unimolecular decay, are assumed thermal. This

means that they both have an exponential time profile when decaying out of a state with

some specific energy. Appearing in parallel, the combined effect of the two channels is to
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decrease the population of the excited state as

P = P0e
−t(ka+kp), (5)

where ka is the unimolecular rate constant and kp the photon emission rate constant,

assuming for the sake of argument that the emission of a single photon quenches any

further unimolecular decay. The corresponding observable unimolecular decay rate is

R = P0kae
−t(ka+kp). (6)

Although it is relatively easy to measure unimolecular decays and to determine the sum

ka + kp from such data, it is usually not experimentally feasible to assign any value

specifically to kp.

The fact that the competing channel method nevertheless works is due to the huge

difference between the parameters that enter the rate constants for unimolecular decays vs.

those of photon emission. This makes it possible to circumvent the problem by modifying

one of the two exponential decays. This can be done within a statistical description

of both decays. An added advantage is that the protocol, described in detail below,

is also experimentally easy to implement. Under specific, but still fairly easily realisable

conditions, the resulting unimolecular decay rate will have a 1/t dependence in the absence

of radiation [56].

To understand the mechanism behind this conversion, consider first the situation where

only a single unimolecular decay, e.g. fragmentation, occurs with any significant amplitude

in an ensemble of clusters, and where the internal energy distribution of this ensemble

is broad. A schematic representation of this situation is given in Fig. 6, in which the

vertical axis represents internal energy, and E0 is the ground state.

Irrespective of the width of the energy distribution, the ensemble will decay with a

rate, R(t), given by an integration over the range of internal energies:

R(t) =

∫

∞

0

g(E, t)k(E)dE, (7)

where g(E, t) is the population of the excited clusters at time t and energy E. We

have used the common symbol k for the non-radiative rate constant in this equation to

emphasize that Eq. (7) is valid for fragmentation (kf ) as well as for electron emission (ke).

In statistical decays, populations decrease exponentially due to the destructive decay by

fragmentation or electron emission, i.e.

dg(E, t)

dt
= −k(E)g(E, t). (8)

13



E E

Excitation

E0 E0

Population

Population

g(E)

g(E)

ρ(E) ρ(E)

time

Figure 6: Schematic representation of the processes of excitation and cooling of an

ensemble of clusters and their population over vibrational states. The figure does not

include excited electronic

states.

The total decay rate can then be expressed as

R(t) =

∫

∞

0

g(E, 0)e−k(E)tk(E)dE. (9)

Clearly, this reduces to a single exponential decay if the excitation energy is found in a

very narrow distribution centered at E0, making g(E, 0)
∝

≈ δ(E − E0);

R(t) =

∫

∞

0

δ(E − E0)e
−k(E)tk(E)dE = e−k(E0)tk(E0). (10)

Matters change for broad energy distributions. These will arise from a number of fac-

tors, such as laser beam profiles, Poisson photon absorption statistics, stochastic energy

loss carried away by electrons or atoms during ionization and initial cluster decays, etc.

In experiments employing strong laser pulses to excite and ionize clusters in multiphoton

processes with photon energies below threshold, a significant width on the internal energy

distribution is virtually unavoidable. For the commonly used Gaussian laser beams also

the fluence profile across the beam will cause a significant broadening of the energy dis-

tribution [57]. For these commonly encountered situations, the calculation of the integral

in Eq. (7) can be simplified by noting that the factor e−k(E)tk(E) in the integrand in Eq.

(9) is a strongly peaked function of energy. This is exemplified for Au+
9 in Fig. 7, where

the fragmentation rate k(E) is compared with e−k(E)tk(E).
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Figure 7: Plots of the fragmentation rate constant, kf (E) (black dashed line), and the

function kf (E) exp(−kf (E) ·t) (red line) for the Au+9 cluster as a function of excitation

energy. For the plots, level densities were approximated by the high-energy limit of

harmonic oscillators [46]. The measured dissociation energy of [42], and the frequency

factor calculated in [58] were used, together with a time t = 90 µs. Em represents

the energy at which kf (E) exp(−kf (E)t) peaks. For reference, the two rate constants

corresponding to the half-maximum values of the function kf (E) exp(−kf (E)t) are

indicated. The ratio of the two is close to exp(1), which holds generally for pairs of

such half-width values. The curve kf (E) exp(−kf (E)t) has the peak value exp(−1)/t,

as expected on general grounds [46].

The narrow energy interval over which decays occur at a specific time means that the

integral in Eq. (9) can be approximated by evaluating g(E) at the energy, Em, at which

e−k(E)tk(E) peaks. Hence,

R(t) ∼= g(Em)

∫

∞

0

e−k(E)tk(E)dE = g(Em)

∫

∞

0

k

k′
e−ktdk, (11)

where the variable change dE = (dE/dk)dk ≡ k′−1dk was used. The exponential is the

strongest varying factor in the integrand. The factor k/k′ is slowly varying in comparison

and can therefore be evaluated at Em. This gives

R(t) ∼= g(Em)
k(Em)

k′(Em)

∫

∞

0

e−ktdk = g(Em)
k(Em)

k′(Em)

1

t
. (12)

It should be clear from the derivation and the close similarity of Eq. (3) and Eq.

(4) that this 1/t decay law holds for both fragmentation and electron emission, and only
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relies on the rate constant of the dominant process being a rapidly increasing function of

the excitation energy, in addition to the requirement of a broad energy distribution. It is

important to note, though, that the 1/t decay will only be observed when the detected

channel is the dominant channel, whether fragmentation or ionization. Otherwise another

rate constant will appear in the argument of the exponential describing the decay. See

[59] for an example of this case.

Another important aspect of a power law decay is less obvious from the derivation;

viz. the fact that the activation energy of the observed channel will set the energy scale

of the clusters with that decay. High activation energies mean high effective temperatures

and therefore easier thermal access to excited electronic states.

The 1/t decay rates have been observed in several experiments on highly excited

clusters studied in storage rings, linear ion traps and conventional time-of-flight mass

spectrometer setups [43, 56, 60–65]. Two examples are shown in Fig. 8. Panel (a) shows

the neutralization yield of Ag−5 clusters produced in a sputter source and measured as

a function of time in the electrostatic storage ring ELISA [56]. An electrostatic storage

ring is a device where ions can be stored for extended periods of time, moving in well-

defined trajectories with high kinetic energies. The long storage time combined with

the high detection efficiency of neutral decay products in these devices allow efficient

measurements of decay rates over extended periods of time. As observed in the figure,

the neutral yield follows a 1/t decay closely over two and a half order of magnitude in

time. Panel (b) of Fig. 8 shows the metastable fragmentation of Au+
18 to Au+

17, with

data measured in a reflectron time-of-flight mass spectrometer by the cluster group at

KU Leuven [43]. The line in the figure shows a fit with the integrated form of a 1/t decay

rate.

The use of reflectron time-of-flight mass spectrometers is common, and their applica-

tion to radiation studies is convenient. The procedure used to generate the data in Fig.

8 will therefore be given in some detail. A schematic view of the setup is shown in Fig.

9. A cluster beam is produced upstream and guided to the position shown, where it is

exposed to a strong laser pulse which excite the clusters and cause extensive fragmenta-

tion. The zero of time is defined as the absorption of the photons from the ns duration

laser pulse. After acceleration of the charged clusters in a pulsed field they travel some

field-free distance until they reach the reflectron, which acts as an electrostatic mirror.

After turning in the reflectron, they are directed toward the detector which records their

arrival time.

By tuning the potentials in the reflectron, the device allows measurements of two

different kinds of fragmentation products; those that occur before the initial acceleration
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Figure 8: (a) Yield of neutrals detected in a storage ring after injection of anionic

Ag−5 clusters decaying by electron emission. (b) Metastable fraction of cationic Au+18
clusters, decaying by neutral monomer emission, as a function of delay time in the

extraction. The abscissa is exclusive the zero delay acceleration time which is a few

µs. In both panels a power law decay is compared to the experimental data, in panel

(a) directly, and in panel (b) in the appropriate integrated form, given in Eq. (13).

Frame (a) reprinted with permission from [56]. Copyright (2001) by the American

Physical Society. Frame (b) reprinted with permission from [43]. Copyright (2017) by

the American Physical Society.

is over, lasting on the order of a few µs and that do not fragment further before entry into

the reflectron (prompt product), and those that fragment between the acceleration stage

and the entry into the reflectron (metastable component). The latter type will generally

be present in measurable quantities for 1/t decays. Obviously the distinction between

prompt and metastable fragmentation depends on known instrumental parameters such

as lengths and voltages.

The mass spectrometer can be used to measure the metastable decay because a prompt

fragment is accelerated and reflected with the same mass (m in Fig. 9), whereas a cluster

that decays in free flight to size m′ after the initial acceleration will lose translational

kinetic energy in proportion to the lost mass, m − m′. By a suitable tuning of the

reflectron potentials, the arrival time at the detector of this fragment can be displaced

from the arrival times of both the clusters accelerated with the masses m and m′. This

shift allows the identification of clusters that have decayed metastably and provides a

quantitative measure of the yield of this process.

An example of a mass spectrum measured with this procedure is shown in Fig. 10

for photo-fragmented Au+
N clusters [43]. The metastable fragments can be recognized as

additional peaks with an apparent number of atoms which is not integer. With only a
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Figure 9: Scheme of a reflectron time-of-flight mass spectrometer, showing the extrac-

tion and reflection stages of the system. Laser light excites a cluster beam within

a two-stage extraction stage, where they are accelerated by a potential given by V1

and V2 and their starting position. The clusters then fly freely until they reach the

reflectron, which consists of a two-stage static electric field, where they are decelerated

and reflected. Finally, the clusters hit the detector, which records their arrival time.

Prompt fragmentation takes place within the extraction stage, metastable fragmenta-

tion during free flight.

single mass spectrum, it is therefore possible to identify the fragmentation channels of the

photo-excited clusters and the amount of metastable fragmentation through that channel.

Fig. 10 (b) shows the metastable fractions, defined as the normalized metastable fragment

intensities for both the active channels of monomer and dimer evaporation, extracted from

the mass spectrum of panel (a) of Fig. 10. The strong oscillation between monomer and

dimer evaporation as the preferred fragmentation channel in the N = 6− 16 size range is

a consequence of the odd-even stability pattern of Au+
N clusters already seen by Katakuse

[66] in mass abundance spectra and later quantified in Ref. [42].

In order to obtain curves of the type shown in frame (b) of Fig. 8, it is necessary to

vary the extraction time in the initial acceleration in the time-of-flight mass spectrometer.

This is accomplished by introducing a delay between the laser pulse and the switching on

of the electric field. A detailed description of this procedure can be found in Ref. [67].

The reflectron time-of-flight experiments thus measure the integrated decay rate, which

after normalization is known as the metastable fraction, between the two instrumentally

defined times that are given by the mass selection time in the initial acceleration, t1,

and the time of entry into the reflectron, t2. In the absence of radiation the metastable

fraction is

M ∝

∫ t2

t1

R(t)dt ∝ ln(t2/t1). (13)

Experiments where the start and end of the time window are changed, thus changing the
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Figure 10: (a) Part of a mass spectrum of photofragmented Au+N clusters that are

produced by laser ablation and inert gas condensation, followed by excitation with an

intense pulse of λ = 355 nm laser light. The fragmentation channel Au+18 → Au+17 +

Au is indicated by arrows. (b) Metastable decay fraction versus cluster size monomer

(circles) and dimer (squares) evaporation, extracted from the mass spectrum of panel

(a). Reprinted with permission from [43]. Copyright (2017) by the American Physical

Society.

ratio t2/t1 in an experimentally controlled fashion, allow a comparison with the expected

power law decay. Panel (b) in Fig. 8 shows the amount of metastable decay as a function

of such a variation of the onset of the time window.

3.3 Radiative quenching of unimolecular decay

The presence of radiation will modify the power law decay rate. The effect is particularly

simple to describe for the case where the energy of the photon is sufficiently high for

a single photon emission to quench any future fragmentation [67]. The populations of

excited states then decreases as

dg(E, t)

dt
= −(kp(E) + k(E))g(E, t), (14)

where kp(E) is the rate constant for photon emission.

As illustrated in Fig. 3 for Au+
9 , kp has a much weaker energy-dependence than the k

rate constant for both dissociation and electron emission. As discussed in section 2, this

generally holds. We can therefore in the first approximation treat kp as a constant and

express R(t) as

R(t) =

∫

∞

0

g(E)e−(kp+k(E))tk(E)dE ∼= g(Em)e
−kpt

∫

∞

0

e−k(E)tk(E)dE. (15)
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The integral is identical to the one calculated previously for the non-radiative case, and

the unimolecular rate therefore becomes

R(t) ∼= g(Em)
k(Em)

k′(Em)

e−kpt

t
. (16)

As kp is the rate constant for an activated process, it is in principle energy dependent

and can therefore not rigorously be taken constant. A calculation of the leading order

correction caused by the energy dependence of kp corrects fitted values of kp to the slightly

different value kp (1− hν/Ea), where hν is the energy of the photon emitting state and

Ea the activation energy of the observed, competing decay channel [68].

It was implicitly assumed above that photons are emitted from a single level. A more

general expression will include contributions from several levels. This is not an unrealistic

situation, see for example [69, 70]. Apart from an increase of the radiated power, this only

affects the decay curves marginally due to the relatively constant value of radiative time

constants vs. energy. The main effect of two or more emitting states will be to replace kp

by a sum of the radiative rate constants involved. In summary, for the cases discussed so

far, that correspond to large photon energies (for a precise difinition see section 4), the

radiative modifications to the integrated decay rate in Eq. (13) is given by the exponential

integral [71], Ei, as

M ∝

∫ t2

t1

e−kpt

t
dt = Ei(kpt1)− Ei(kpt2). (17)

For emission of photons with small energies, the emission rate and the corresponding

integrated metastable rates take a slightly different form. In this limit, where the cooling

can be considered continuous, the decay rate is obtained by including a time dependence

into the rate constant k, in addition to its energy dependence. It is found by expanding

the logarithm of k(E, t) in time yielding, to leading order [19],

k(E, t) = k(E, 0)e−wt, (18)

with

w ≡ −

d ln(k)

dt
. (19)

The expression corresponds to a variation of the rate constant with energy that can

be approximated with a first order exponential function and a constant emitted power.

Although logarithms of quantities with physical units are undefined, derivatives of such

logarithms are well defined and independent of the unit system used. See p. 15 of [46] for

a short discussion of this. With this time dependence of the rate constant, the analogue

of the large photon energy expression in Eq. (7) becomes

R(t) =

∫

∞

0

g(E, 0)e−k(E,0)
∫ t

0
e−wtdtk(E, 0)e−wtdE, (20)
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where now the time dependence is on the rate constant as opposed to the population in

the large photon energy case. Performing the integral in the exponential gives

R(t) =

∫

∞

0

g(E, 0) exp

(

−

k(E, 0)

w

(

1− e−wt
)

)

k(E, 0)e−wtdE. (21)

Defining a fictitious time, τ , as

τ ≡

1− e−wt

w
, (22)

the decay rate can be written as

R(t) = e−wt

∫

∞

0

g(E, 0)e−k(E,0)τk(E, 0)dE. (23)

Apart from the exponential prefactor, this is identical to the non-radiative case if τ is

substituted for t. Calculating the integral with the same approximations as for the non-

radiative case and reinserting the definition of τ then gives the decay rate

R(t) ∼= g(E ′

m)
k(E ′

m)

k′(E ′

m)

w

ewt
− 1

, (24)

where E ′

m is the energy at which exp
(

−k(E,0)
w

(1− e−wt)
)

k(E, 0)e−wt peaks. This provides

the suppression of the power law in the small energy photon limit.

The low photon energy analogue of Eq. (17) for the metastable decay fraction is given

by the integral of Eq. (24) between times t1 and t2. If the radiation is a small perturbation

to the power law decay, the integral can be expressed as [22, 72]

M ∝ ln(t2/t1)−
1

2
w(t2 − t1). (25)

As the last term is often constant in the measurements, M plotted vs. ln(t2/t1) will give

a straight line with a negative intercept if radiation is present. The ratio of this intercept

to the slope of the line will cancel the constant of proportionality and give w in terms of

the two instrumental times. A similar expansion holds for the large photon energy case,

with w replaced by kp and the factor 1/2 by 1.

The two parameters kp and w characterizing the high and low photon energy regimes

are both coefficients quantifying the presence of radiation and both have dimensions of

inverse time. They also give rise to very similar temporal dependencies. With identical

numerical values of kp and w, the main difference is that the former decreases a factor

of 1.3 faster than the latter [73]. However, for the interpretation of experimental data it

should be kept in mind that they have different physical meaning. From the derivations

it is clear that for the large photon energy, the exponential decrease of R(t) with time
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has the same origin as the standard exponential decay, viz. a exponential decrease of

the population of the decaying states. The exponential modification of the power law

decay for the small photon expression in Eq. (24), on the other hand, is derived from an

exponential decrease of the rate constants, k(E, t).

Both measurements of decay rates and integrated decay rates have been used to iden-

tify the presence of radiation as a cooling channel for a number of systems, mainly clusters.

Fig. 11 gives three examples. Panel (a) shows the electron emission decay rates of anionic
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Figure 11: (a) Yield of neutrals detected turn by turn in a storage ring after injection

of anionic C−

4 clusters. The different (hardly discernible) symbols represent different

wavelengths and firing times of the excitation laser (Ref. [69] - Reproduced by permis-

sion of the PCCP Owner Societies). (b) Metastable fraction of the cationic Au+9 and

Au+11 clusters as a function of delayed time of extraction. Reprinted with permission

from [43]. Copyright (2017) by the American Physical Society. In both panels a power

law decay (dashed line) is also plotted, showing that the decreases of the decay rate

are much faster than 1/t in all three cases. The continuous lines represent a fit with

an exponentially quenched power law. Note that quantities plotted are different in the

two frames, one is the decay rate, the other the integrated yield. The plot in frame (b)

involves instrumental times and the dotted, non-radiative curve is therefore not 1/t.

C−

4 clusters after laser excitation of the ions in an electrostatic storage ring [69]. The

measured points are the decay rates at each turn of the ions in the ring. Different ion

storage times (waiting times before laser excitation) and different photon energies were

examined. They are shown in the figure, normalized to the first point. The decay is

much faster than a power law, showing the presence of radiative cooling competing with

the measured signal of electron emission. Different excitation parameters give identical

decays, demonstrating that the decay is determined by internal properties of the clusters,

and does not result from source conditions. It also demonstrates unambiguously that the
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quasi-exponential decay is not the result of a single exponential decay that would arise

from a delta-function excitation energy distribution of a thermally activated process. As

is well known, such unimolecular process would show a strong dependence on the energy

of the absorbed photon. Another case is shown in Fig. 11b, for the cationic Au+
9 and

Au+
11 clusters. The channel is fragmentation, measured as the metastable decay fraction

in the reflectron time-of-flight mass spectrometer described above.

The radiative rate constants measured for these three clusters are all orders of mag-

nitude higher than time constants associated with any vibrational transitions, pointing

clearly to an origin of the photons in thermally populated electronic excitations. For the

C−

4 case, the excited states are known experimentally from spectroscopic studies and the

measured rates reproduce these facts very well [69]. For the gold clusters, much less is

known about the emitting states and only limits can be placed on the energies of the

photon emitting states [43].

As the case of the gold clusters shows, the quenched power law decay provides a

convenient tool for observing the radiative decay, but it will not give all information of

the radiative channel without some additional input. In particular, it is not possible

to determine absolute energy emission rates from the quenching of the power law decay

alone. A measurement of energy loss per time unit can not be derived from measurements

of time constants alone.

A possibility to measure emitted power is, however, available. The method is based on

the fact that power law decays, including the quenched variety, have a zero of time. This

sets them apart from exponential decays which have a characteristic time but not a zero of

time. The procedure consists of reheating the clusters at some specific time with a single

photon absorption. The photo-excited clusters will decay with an enhanced rate compared

to the spontaneous contribution. Shifting this observed enhanced decay backwards in time

to a point where the (logarithmic) slope of it is identical to the corresponding value for the

spontaneous decay gives directly the time interval over which the clusters have emitted

one photon energy. In this procedure, the energy scale, otherwise absent in the problem,

is provided by the photon energy, and the time scale by the reheating time shift. Fig. 12

illustrates the procedure for C−

60 measured in a storage ring.

The cooling measured in these experiments is in general the sum of radiative cool-

ing and depletion by the spontaneous decay intrinsic to the powerlaw decay, radiatively

quenched or not. The absolute cooling curve of such a study on C−

60 [74] is shown in Fig.

13. The figure includes the radiative cooling rate determined from the spontaneous decays

in [20] for a single time (5 ms) with the value 100 eV/s, in good agreement with the results

here. The method is applicable also for the curves influenced by radiative cooling alone,
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Figure 12: The procedure used to find the time during which the stored C−

60 loses one

photon energy. The excitation photon energy was 2.0 eV in this case. The data were

published in [74].

with no unimolecular decay present. The method requires that the measured decay rates

are sufficiently different from exponential decays.

4 The boundary between large and small photon en-

ergies

An exponential suppression was derived in Eq. (16) for the quenching effect of radiation

on the power law decay. That analysis is only valid if the emission of a single photon is

sufficient to quench the unimolecular decay. In the other limit of small photon energies,

the non-radiative power law is quenched by emission of low energy photons in what is

effectively a continuous process with a decay profile given by Eq. (24). In this section we

establish the boundary between the two regimes in terms of the photon energy and other

relevant parameters.

The boundary separating the two types of quenching processes is defined by the mag-

nitude of the change of the unimolecular rate constant upon emission of one photon. A

large photon energy is defined as one that will quench any further unimolecular decay.

The small photon energy, or continuous cooling limit, corresponds equivalently to a small
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Figure 13: The measured absolute energy loss from the high energy edge of excited C−

60

as a function of time. Cooling rates for different laser firing times and photon energies

are subtracted to get the points shown. Black open circles give the total cooling rate,

blue filled circles the cooling by depletion, and red triangles the radiative cooling. The

line is the depletion cooling rate derived from the observed spontaneous decay rate. It

should be compared with the blue filled circles. The point from [20] is given with a

black cross. The point should be compared with the curve given by the red triangles.

relative change of the unimolecular rate constant after photon emission, i.e.

d ln(k)

dE
hν . 1, (26)

where hν is the energy of the emitted photons and k is the relevant unimolecular rate

constant (for fragmentation or electron emission). The photon energy corresponding to

the equality sign is roughly equal to the width of the peak in Fig. 7.

An important observation is that in the derivation of expressions for the decay rates,

no assumptions were made of the physical mechanism responsible for the photon emission

process. A consequence of this is that the distinction between the high and low photon

energy regimes is not the result of the mechanism underlying the photon emission process,

in particular whether it is emission from vibrationally or electronically excited states.

Other parameters decide this question, most importantly the heat capacity Cv and the

dissociation energy D (or the electron binding energy). Considering the decays of the

hottest clusters in a beam, that are the ones that give the measured signals, we can

separate the parameter space in three regions, as shown in Fig.14.
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A is the parameter space where a single photon emission quenches fragmentation.

In region B the quenching is by continuous cooling, and in region C fragmentation

dominates and radiative cooling can be neglected. The derivations of the boundaries

of the three regions are given in the main text. See also [73]. The parameters used in

the figure are ω = 1015 s−1, t = 100 µs, A = 107 s−1.

In region A fragmentation (or electron emission, we will use the term fragmentation

for simplicity) is quenched by the emission of a single photon. This region has a boundary

to B by the complement to the inequality in Eq. (26). With an Arrhenius expression for

the unimolecular rate constant, which includes the frequency factor ω, the boundary is,

with the (average) emitted photon energy hν, given by Eq. (26) with an equality sign

hν

D
=

Cv

ln(ωt)2
, (27)

where D is the unimolecular activation energy, Cv is the heat capacity in units of kB,

and the time in the denominator may be replaced by 1/kp. The boundary between A

and C is defined by the requirement that the photon emission is competitive with the

unimolecular reaction. With Eq. (1), the Arrhenius unimolecular rate constant, and the

estimate T = D/ ln(ωt) from the Arrhenius expression, the boundary is located at

hν

D
=

1

ln(ωt)
ln (1 + At) , (28)

where A is the Einstein coefficient for spontaneous photon emission from the state con-

sidered.

26



In region B fragmentation is quenched by continuous cooling. The boundary between

B and C is defined by requiring that

ka
w

. 1. (29)

This translates into the condition

1

At

D

hν

Cv

(ln(ωt))2

(

(ωt)
hν
D − 1

)

. 1. (30)

This must be solved numerically for hν/D.

Finally, in regionC fragmentation dominates the decay and radiation can be neglected.

Fig. 14 shows these regions calculated with the parameters given in the figure caption.

Although the precise borders of the regions in Fig. 14 require a calculation with

specified parameters, we can understand the features qualitatively. For small values of hν

relative to D, emission of a single photon is insufficient to suppress fragmentation, which

places us in region B. For larger photon energies and/or smaller heat capacities, emission

of a single photon can be enough to quench any further fragmentation, corresponding to

a case located in region A. The crossover from region A to C, by increasing the value of

hν relative to D, is a consequence of the fact that although fragmentation and photon

emission are both activated processes, the frequency factor associated with fragmentation

is much larger than that of radiation. The same argument applies to the cross-over from

regionB to regionC when the photon energy increases and the photon emission activation

energy becomes too high for this channel to be competitive.

Both the borders between A and C and between B and C will move up with time.

Photon energies once too high for the radiative channel to compete with the unimolecular

decay will at a later time move into the radiative regime. No cluster will cross between

the regions A and B, however.

In summary, decay rates will take the form

R(t) ∝
e−kpt

t
(31)

for large photon energies (region A in Fig. 14), and

R(t) ∝
1

ewt−1
, (32)

for small photon energies (region B in Fig. 14).
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5 The effect of radiation on abundances

Fragmentation, both laser induced and spontaneous, are frequently used to identify par-

ticularly stable clusters. Rate constants depend strongly on the evaporative activation

energies, which for clusters in most, if not all, cases are equal to separation energies, i.e.

the differences of total ground state energies of the decaying cluster and the decay prod-

ucts. If a distribution of hot clusters spanning a range of different sizes is measured, the

intensities of the individual cluster sizes will reflect this measure of their stability.

Seminal experiments that revealed the non-monotonous size dependence of cluster

properties, the electronic shell structure of sodium clusters in 1984 by Knight et al. [2]

and the atomic packing shell structure of xenon clusters in 1981 by O. Echt et al. [1], both

used ensembles of hot clusters. Irrespective of the different origin of these two types of

shell structure, the measured abundances reflect in both cases relative cluster stabilities.

A third case of a highly nontrivial size dependence are the fullerenes, of which C60 is the

best known representative, which recently attracted renewed interest after the discovery

of its presence in space [75, 76]. Although the precise production mechanism of these

all-carbon molecules is still debated, there is ample evidence to show that the molecules

emit thermal photons in competition with both electron emission and unimolecular loss of

C2. This will stabilize the molecules that radiate with particularly high rates and enhance

their abundances, both in quasi-equilibrium and for free molecules. The mechanism will

obviously be in effect for any other homologous series of molecules or clusters that radiate

thermally.

The possibility to identify and quantify the stability of clusters by their hot ensemble

abundances is so useful that it is also applied experimentally to cold sources, for exam-

ple when clusters are produced with laser ablation [77], sublimation [78], or magnetron

sputtering in combination with inert gas cooling [79]. The clusters must then be excited

prior to detection to develop the abundance contrasts. This may be achieved by photo-

excitation or by collisional heating. Irrespective of the mode of production, the measured

abundances will be influenced by any radiative cooling present. It is therefore of interest

to know how this will affect the abundance-stability relation.

5.1 Non-radiative abundances

Abundances of hot clusters in a molecular beam do not map stabilities directly. Funda-

mentally, this is due to the absence of an external heat bath to which the clusters can

thermalize. This endows hot cluster molecular beams with special features that influ-

ence the relation between stability and abundances. In the absence of radiation, this
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relation is well understood [80], and has been used to extract dissociation energies from

experimental data [81–83]. The situation where radiative cooling is the only de-excitation

channel present has also been analyzed [84], but will not be discussed in detail here. In

this section, we describe the intermediate case between these two situations, for which

both evaporative and radiative cooling are present and compete.

The non-radiative relation is given by [80]

IN ∝

1

2

(

D′

N +D′

N+1

)

+
Cv,N

G

(

D′

N −D′

N+1

)

, (33)

where IN is the intensity in mass spectra of cluster sizeN , which has heat capacity Cv,N (in

units of Boltzmann’s constant). The dissociation energies are DN and the prime indicates

a correcting term on the bare values [46], which is 3~ω/2 for the harmonic approximation

and loss of one atom. The dimensionless quantity GN ≡ ln(ωN tN) ≃ G, with ωN the

frequency factor of the rate of fragmentation, is known as the Gspann parameter [85, 86]

and has a value of typically 25-30. It is fairly independent of size, as indicated by the

use of a universal value for all cluster sizes. tN is the time between creation of the

cluster and the measurement of the abundances in the experimental setup. The constant

of proportionality in the expression is size dependent, but the dependence is a smooth

function of size (see also [46]).

An example of the use of Eq. (33) is given in Fig. 15, applied to laser excited Pt+N
clusters in a time-of-flight mass spectrometer [65]. In panel (a) the metastable fractions

versus time delay of extraction are shown for Pt+3 and Pt+8 . In both cases, the decays

follow a power law, indicating the absence of radiative cooling on the time scale of the

experiment. This also holds for all other platinum clusters measured in this experiment.

We can therefore apply the non-radiative relation Eq. (33). In this example, instead of

inverting Eq. (33) to obtain experimentally observed dissociation energies, the dissocia-

tion energies calculated by DFT were used as input values. The frequency factors entering

the GN parameters were estimated from vapor pressure data of bulk platinum, and the

instrumental flight times of the clusters were used. With this information, the intensity

ratio of two consecutive sizes, IN/IN+1, can be calculated and compared directly with the

measured values. This comparison is presented in panel (b) of the figure. The very good

agreement between the modeled and measured ion intensity ratios confirms the quality of

the quantum chemical calculations of the clusters’ dissociation energies. Another, more

direct, experimental check of the relation Eq. (33) has been made on sodium clusters

with a comparison of two independent experimental determinations of binding energies

of medium size clusters [87].
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Figure 15: (a) Metastable fraction (MN ) versus delay time (∆t) of extraction for the

photoexcited clusters Pt+3 and Pt+8 . A 1/t law decay is assumed in the continuous line.

As in Fig. 11, an instrumental time has been added to the abscissa to get the total

value of the extraction delay time. (b) Comparison of cluster intensity ratios IN/IN+1

obtained mass spectrometrically (experiment) with those calculated from DFT values

for dissociation energies and Eq. (33). Ref. [65] - Reproduced by permission of the

PCCP Owner Societies.

5.2 Radiative cooling and abundances

The activation energy-abundance relation given in Eq. (33) is closely related to the power

law decay, and when the latter is modified by radiative quenching, changes will also arise

for abundances. If we restrict ourselves to the small photon energy cases, it is possible to

find this effect by considering the effective time defined in Eq. (22). The integrand in the

calculation of the rate in Eq. (23) gives the survival probability as a function of energy

for a cluster excited with a broad energy distribution. This defines the abundances, as

discussed in detail in [73, 80]. The abundances in the presence of radiation are then found

by the simple substitution of the time in Eq. (33) by the (size dependent) effective time;

t → τN ≡

1

wN

(

1− e−wN tN
)

. (34)

The instrumental time tN is only weakly size dependent, and is only mentioned for

completeness. τN is shorter than tN , and less fragmentation is therefore going to occur in

the presence of radiation, in agreement with expectations.

The derivation of the abundances leading to Eq. (33) included two values of the

Gspann parameter, one for each of the clusters involved in a decay, N and N + 1. In

the non-radiative case, these two quantities will have practically identical values. For the
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radiative case, inserting the redefined and size-dependent time gives a formula similar to

Eq. (33) with the substitution

GN ≡ ln(ωN tN) → ln(ωNτN), (35)

with the size-dependence introduced by τN . The resulting abundances become

IN ∝

1

2

(

D′

N +D′

N+1

)

+ Cv,N

(

D′

N

GN

−

D′

N+1

GN+1

)

. (36)

The effect of radiation is to modify the denominators of the two terms in the last bracket

with factors that are generally size dependent. One must expect large relative size varia-

tions of the radiative constants for electronically emitted photons, due to the effectively

exponential suppression of the population of the high lying states with energy. Emission

time scales can therefore vary by orders of magnitude. This difference is amplified by the

heat capacity that multiplies the difference of these terms. In the harmonic approximation

this factor is between 3N − 6 and 3N − 9.

An example of this analysis is presented in Fig. 16 for boron clusters. Using the

method of delayed extraction of ions after laser excitation in the initial accelerating stage

of a time-of-flight mass spectrometer, rates of photon emission were obtained for the

small cationic boron clusters B+
N (N = 8− 18). These rates are presented in panel (a) of

the figure, showing that all the clusters in the investigated size range decay radiatively,

although with very size dependent rates. The ratio of dissociation energies, DN/DN+1,

can be extracted from mass spectra using Eq. (36) with a numerical solution of the

difference equation. For comparison, the inversion has also been performed using the

physical time t. Both cases are presented in panel (b) of the figure (blue triangles without

radiation and black squares with it). As seen, both analyses give very similar results

for the larger sizes, where the values of kp are small compared to the reciprocal initial

acceleration time in the mass spectrometer. However, for the sizes N = 10 and 11, where

rates of photon emission are much higher, the radiative and non-radiative analysis give

very different results. Disregarding thermal radiation, we would erroneously conclude that

B+
11 is much more stable than B+

12. Inclusion of the measured radiative cooling constants

changes the pattern dramatically, as seen when comparing the two curves in panel (b)

of Fig. 16. A comparison with the corresponding ratios using energies calculated with

density functional theory (DFT) (ref. [88]) shows a remarkably good agreement with the

values extracted from the mass spectra but only when radiation is taken into account as

done here.
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Figure 16: (a) Rate constants for photon emission from B+
N clusters. (b) Ratio of

dissociation energies extracted from metastable fractions after photofragmentation.

The analysis with and without radiative cooling is presented, together with the values

calculated by DFT in Ref. [88]. Panels reprinted with permission from [89]. Copyright

(2018) by the American Physical Society.

6 Vibrational cooling versus recurrent fluorescence

6.1 Decays of carbon-based clusters

So far the competition between fragmentation and radiation have been discussed with

an emphasis on recurrent fluorescence. Vibrational radiative transitions is a well studied

subject that can also give rise to the inverse process of IR heating of clusters and molecules

in traps by absorption of ambient radiation [30, 31, 90–93]. In the vibrational cooling (VC)

channel, a system decays by emitting photons in the far infrared (IR) range. Because

the emitted photons have little energy, VC may be categorized as a process that occurs

without any activation energy, although the quantum energy of the emitting modes may

be significant relative to the temperature in interstellar space, for example. Vibrational

transitions have small oscillator strengths and IR emission is therefore slow, with time

constants on the order of tens of milliseconds or longer, as those seen for instance on the

carbon cluster anions C−

5 and C−

7 [94, 95].

A striking example of the contrast between vibrational cooling and recurrent fluores-

cence are the decay times of laser excited C6H
− and C−

6 clusters [96]. The decays of both

clusters were investigated in an electrostatic ion storage ring, in which neutralization yields

were measured as a function of storage time after excitation with the third-harmonic of

a nanosecond Nd:YAG laser (355 nm, 3.49 eV). The neutralization rates were measured

delayed by one half turn in the storage ring, corresponding to a time of 15 µs, thus elimi-

32



nating direct processes. The photon energy was below the electron detachment thresholds

of both clusters, and emission therefore required the presence of internal energies to reach

the electron affinity. Combined with the delayed detection, this ensured that the emission

was thermal.

The time profile of the decays are shown for different storage times, i.e. times before

the laser was fired, in Fig. 17, in panels (a) and (b) for C6H
− and C−

6 , respectively [96].

The different colors represent different laser firing times, relative to t = 0 when clusters

were produced. It is obvious from the figure that the decays of the two clusters are very

different. Whereas C6H
− decays are quenched on a time scale of 1 ms or longer, the

quenching of C−

6 decays proceed significantly faster than the 30 µs circulation period in

the ring.

The difference between the decays is directly related to the electronic structures of

the two clusters. The first excited electronic state of C6H
− has an energy of 3.77 eV. The

population at the detachment threshold energy is unobservably low, less than 10−12, and

recurrent fluorescence is consequently absent for C6H
−. In contrast, C−

6 has several states

below 3 eV (1.16 eV, 1.32 eV, 2.04 eV and 2.49 eV), of which all except the 1.32 eV state

have optically allowed dipole transitions. The population of these states are calculated

to 0.035, 0.0013 and 2.8 ×10−5 for the states at 1.16 eV, 2.04 eV and 2.79 eV. Multiplied

by the relatively large Einstein A-coefficients associated with electronic transitions, these

populations give recurrent fluorescence rates on the order of 104 s−1, in good agreement

with experiments.

Rates of this magnitude not only contrast strongly with those of C6H
−, but also to

those of the cluster C−

5 and C−

7 . These are best described as cooling by VC, in the tens

of ms time range. An oscillatory pattern then appears with RF cooling for C−

4 [69, 70],

VC for C−

5 [94], RF cooling for C−

6 [70, 96–98], and VC for C−

7 [95].

Experiments on positively charged C+
N clusters, in contrast, indicate RF cooling for

all the non-fullerene sizes measured, N = 8, 10, 13− 16 [68], with rate constants scattered

around 104 s−1. The consistently higher rates for these clusters may be caused by the

higher internal energies per degree of freedom of these species compared with the anions.

Carbon dissociation energies are significantly higher than electron affinities, and these two

activation energies determine the internal energies, or the effective temperatures, of the

clusters. Although the tendency for carbon cations to radiate electronically is therefore

not surprising, the numerical values of the radiative constants of the carbon cations in

[68] are not well understood theoretically at the time of writing.

An important example of recurrent fluorescence is the cooling of anthracene, (C14H10)
+.

Polycyclic aromatic hydrocarbons (PAHs) are common molecules in the interstellar medium
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Figure 17: Storage time dependence of the decay profiles for (a) C6H
− and (b) C−

6 .

The different colors represent decay profiles after excitation at different storage times,

showing that the difference in cooling rates of C6H
− and C−

6 are not due to the ini-

tial cluster temperature before photoexcitation. Reprinted with permission from [96].

Copyright (2014) by the American Physical Society.

(ISM), which become highly excited by the UV radiation emitted by nearby stars. The

cooling mechanisms of PAHs is an important factor determining the dynamics of the ISM,

which will provide raw material for the formation of new planets and next generation stars

[99]. Many PAHs have been detected in the ISM, among them anthracene, discovered in

2004 in neutral form [100], and in 2010 as a cation [101]. Gas phase experiments per-

formed in a storage ring device, mimicking the conditions encountered by this molecule

in the outer space, have shown that a beam of (C14H10)
+ cools down radiatively at rates

of around 200 s−1 upon laser excitation. These rates are two orders of magnitude higher

than those expected from vibrational transitions, thus suggesting transitions of electronic

nature via the RF mechanism [102–105].

Another molecule known to be present in the ISM is C60 [75, 76, 106]. Gas phase

experiments have shown that radiative cooling also proceeds via RF for a range of smaller

fullerenes by experiments that could be performed in single pass mass spectrometers [19]
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for cations, and in a storage ring for the anions [20, 107]. The emitted power at the

cross-over time from the electron emission to the radiative cooling regime is between 102

and 103 eV/s, with a growing trend from the smallest to the largest molecules. These

emission rates have been successfully modeled with a semiclassical description of the

surface plasmon resonance [108], where the width of the resonance extends so far into the

low energy regime that the otherwise very high electronic transition energies come into

reach of thermal excitation.

A clear demonstration of the effect on the temperature generated by binding energies is

provided by the results on the radiative cooling on naphtalene cations, C10H
+
8 , reported in

[109] and [110]. The first paper gives measured quenching rates for the cationic molecule

that are assigned to RF, whereas the second paper, on the dimer cluster (C10H8)
+
2 , reports

a much slower cooling rate, consistent with vibrational cooling. The reason for the differ-

ence is the large difference in binding energies of the two species. The isolated molecule

requires several eV to activate the lowest dissociation channel, which is a molecular disso-

ciation, and the molecule is therefore able to support a fairly large effective temperature.

The dimer, in contrast, is bound by relatively weak van der Waals forces that give a

binding energy on the order of 0.5 eV. The dimer can only survive at lower temperatures,

effectively reducing the population of electronically excited states to a vanishing value.

6.2 Radiative cooling rates of metal and semi-metal clusters

The radiative cooling of mass selected metal cluster cations of different elements have

been investigated both in electrostatic storage rings/traps and in time-of-flight mass spec-

trometers, such as the one depicted in Fig. 9. Metals are of interest for their potential

applications and because a large amount of valence electron oscillator strength resides in

the surface plasmon resonance. This resonance is frequently found in the visible part of

the spectrum, occasionally with strong tails to both sides, which can bring it into reach

of thermal excitations, as for the fullerenes.

The radiative cooling measured with single pass mass spectrometers have mainly been

on cationic clusters, although a positive charge is not a restriction in principle. At present,

five metal or semi-metal cluster systems have been investigated with the delayed extrac-

tion/metastable fraction technique described previously, viz. Nb+
N [111], Si+N [67], B+

N

[89], Au+
N [43] and Pt+N [65], all of them using the same experimental setup and similar

experimental conditions. This allows a direct comparison of the emission rates for the

different clusters.

For Pt+N (N = 3 − 8) no signs of radiative cooling are seen within the time scale of
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the experiment, and metastable fragmentation yields can be well fitted by an unmodified

power law (see Fig. 15a). All the four other cluster species mentioned radiate, in some

cases with very high rates and distinct size-dependences. Measured rate constant for the

species not already discussed, assigned to single photon quenching, are shown in Fig. 18.
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Figure 18: Rates of photon emission of Nb+N (Reprinted from [111], with the permission

of AIP Publishing), Si+N (Reprinted from [67], with the permission of AIP Publishing)

and Au+N clusters, measured in a reflectron time-of-flight mass spectrometer (Reprinted

with permission from [43]. Copyright (2017) by the American Physical Society).

The rates of Nb+
N show an overall decrease with cluster size, within the size range

N = 8 − 22, without much size-to-size variation, and with values between 105 s−1 and

4 × 105 s−1. In Si+N , kp is consistent with zero for Si+7 , after which values increase up

to 3 · 105 s−1 for Si+13. The boron data show radiation, as already witnessed by Fig. 16.

For B+
N a maximum in kp is observed for B+

9 , with the high value of 5.4 · 105 s−1. Above

this size, the rates tend to decrease monotonically except for a pronounced drop at B+
14,

which has a rate consistent with zero. The final case is Au+
N , showing the most interesting

size-dependence. Within the size range N = 6 − 15, kp presents a pronounced odd-even

oscillation, with higher values for clusters composed of an odd-number of atoms. These

clusters have an even number of electrons and will have a higher than average stability.

The highest rate constant for the measure sizes is seen for Au+
9 , with the value of 8 · 105

s−1. A potential cause for this high radiation rate, and those of other gold clusters with

even valence electron numbers is the high binding energy of these clusters. However, an

analysis of the influence of the higher stability of even-electron numbered gold clusters

on the radiative time constants has shown that only a small amount of the very strong

radiative odd-even effect can be explained by this factor [43].

The very high rates obtained for several of the sizes of the four metal and semi-metal

cluster species shown in Figs. 16 and 18 point directly to recurrent fluorescence as the

underlying physical mechanism responsible for photon emission. By the nature of RF,
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this requires the presence of sufficiently low-lying electronic states. The states must also

have sufficient oscillator strength, as this enters into the A-coefficient (see Eq. (1)). The

measured cooling constants puts constraints on a combination of these two quantities.

An analysis of this question for the gold cluster cations is given in [43]. One result of the

analysis is that the optically active excited states are limited in energy by the Thomas-

Reiche-Kuhn sum rules to be below 2 eV, and most likely will be found below 1.5 eV.

Storage ring experiments on radiative cooling of metal clusters have focused on an-

ions. At present aluminium [56, 64, 112, 113], copper [114–116], and silver [56, 117] have

been studied. The clusters tend to be small, due to the characteristics of the frequently

used cesium sputter sources. The long storage times possible in these devices, recently

expanded significantly by the introduction of cryogenic techniques, allows the determina-

tion of effects that manifest themselves on very long time scales, reaching into hours of

storage time. The lower limit of the time range is in the tens to hundreds of µs, defined

by the transfer time of the cluster from source to ring.

One effect identified in the experiments on copper clusters in [116] is the possible

co-existence of isomeric structures caused by different and very high angular momenta

of the clusters produced in the hot sources. As angular momentum is conserved, apart

from the very slow rotational cooling, this allows the existence of populations of clusters

that do not interconvert. The effect of the largest angular momenta, which can reach

into hundreds of units of ~, is to stretch the rotating clusters. Such structure decay

differently from the non-rotation species, both with respect to electron emission/atomic

evaporation and to radiative cooling. For distributions of this type, decay curves that

display radiation are sums of two radiatively quenched power laws. A remarkably good

agreement with the experimental data for the copper cluster anions was obtained if the

neutralization process is assumed to be quenched by the emission of large energy photons

with cooling times that were fitted to in the range from 2.6 ms to 830 ms for the different

cluster sizes. Such long cooling times are most likely due to vibrational cooling. In this

case even vibrational cooling corresponds to the large photon energy regime due to the

small size of the investigated clusters. The rotational population effect is still unexplored

for RF radiation, but must be expected to be present for this also.

7 Comments on the theoretical status

Some comments on the theoretical state of the field is in place. The most common

method to compute excited electronic states is time-dependent density functional theory

(TDDFT), due to its favorable computational cost and accuracy when calculating optical
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absorption spectra in the visible range [118, 119]. The predicted excited electronic states

in gold clusters, however, are found above 2 eV by this method [120], which is too high

in energy to give the required populations, and with much too low oscillator strengths.

A few theoretical studies predict low-lying electronic states in gold clusters, but these

studies are restricted to the dimer, trimer, and tetramer clusters [121, 122]. These studies

use complete active-space multiconfiguration self-consistent field theory with multirefer-

ence configuration-interaction calculations in order to include electron correlations. Since

such calculations are not available, to the best of our knowledge, in the size range inves-

tigated experimentally for the gold cations (N = 6− 15), is it not possible to judge their

predictability.

An important aspect of these theoretical modelings is that they are all based on

geometric ground-state structures and do not consider the high internal energy of the

clusters at the moment of photon emission. Geometry fluctuations, caused by the high

temperature of the clusters, may well have a significant influence on the energy of the

excited energy and hence its population, as considered in [123]. At present this effect is

unexplored, and more theoretical work is required to judge its importance.

8 Conclusions and outlook

In this article we have presented a description of the radiative decay mechanisms available

for an excited cluster in the gas phase. The rate at which radiation is emitted was shown

to depend strongly on the cluster species. Both vibrational cooling and recurrent fluo-

rescence were discussed, with an emphasis on the latter. In the former, several photons

are emitted through vibrational transitions in the electronic ground state, whereas in the

latter, photons in the visible or near-IR spectral range are emitted from one or more

thermally populated excited electronic state. Several examples of experiments performed

with ion storage rings or single-pass time-of-flight mass spectrometers were discussed,

showing the presence of radiative cooling from thermally excited electronic states in very

different type of clusters, including small carbon-based clusters, fullerenes, semiconduc-

tor and metal clusters. Furthermore, the difference between a small and a large energy

photon was derived, based on the effect emission has on a competing unimolecular rate.

Also the effect of an active radiative cooling channel on the abundances of clusters was

discussed. Radiative cooling can have important consequences for the determination of

relative stability patterns of clusters by mass spectrometrical means, as demonstrated with

an example. Theoretically, the attempts to reproduce the size- and element-dependent

recurrent fluorescence rates of radiation of the many clusters discussed in this article by

38



quantum chemical simulations have not been successful to date, and the quantum theoret-

ical description is facing the challenge of catching up with the experimental development.

Finally we should mention that most studies of recurrent fluorescence have been per-

formed in molecular beams. This is not a fundamental limitation; also ion traps and in

principle neutral particle traps can be used for this purpose. An obvious extension will

be the detection of the spectra, including time-resolved versions, of photons emitted by

highly excited species.
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