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Introduction
It is well known that the IEEE 802.11/wireless LAN market is
expanding rapidly, but there is more to the story. While first-
generation IEEE 802.11 technology is adequate for residential
and small office/home office (SOHO) customers, the same is
not always true for enterprise customers. In fact, some chief
information officers (CIOs) and information technology man-
agers are reluctant to deploy wireless LANs. Among their
concerns are security, reliability, availability, performance
under load, deployment, mobility, and network management.

While security is often mentioned as CIOs’ greatest worry
about wireless, some of their other concerns (e.g., reliability,
availability, performance, and deployment) can be directly
addressed through radio resource management techniques.
The use of such techniques can make possible the rapid
deployment of wireless infrastructure with much greater flexi-
bility than has previously been available.

Wireless LAN technology evolved gradually during the
1990s, and the IEEE 802.11 standard was adopted in 1997 [1, 2].
As the technology has evolved, current products do not scale as
well as they might in large-scale enterprise networks. Further-
more, as IEEE 802.11 wireless networks have become increas-
ingly popular and more widely deployed, the need to expand the
functionality of wireless LAN equipment has become obvious.
In fact, IEEE 802.11 task groups and study groups are working
to improve the standard, and some of these improvements will
help with the issues that have been mentioned.

This article discusses how radio resource management is
beginning to be used to mitigate some of the problems in
enterprise wireless LANs. First, the problems of reliability,
availability, performance, and deployment are described. Then
a new architecture and its use with three radio resource man-
agement techniques are explained.

Enterprise Wireless LAN Problems
Enterprise CIOs want wireless networks that have several
important qualities. High security (which is not addressed by
radio resource management) is one, but in addition they want

networks that are highly reliable and available with very little
downtime. The networks should also perform well (i.e., be
capable of high throughput and low latency). The ideal is to
have reliability, availability, and performance that are compa-
rable to those of wired enterprise networks.

In addition, it should be possible to deploy wireless net-
works very quickly and without the need for extensive and
time-consuming site surveys. Furthermore, the networks
should have the flexibility needed to adapt to shifts in traffic
loads and changes in the radio environment.

Reliability and Availability
The user experience in a wireless LAN is dependent on the
radio propagation environment in which the wireless LAN
operates. The radio propagation environment may change
from time to time, affecting connection speeds and error
rates. In a manufacturing environment, for example, where
the multipath environment changes as equipment is moved
about, it is quite possible for a link to fail completely even if
the mobile is stationary.

To make matters worse, network management personnel in
information technology departments are often unable to man-
age the network all the way to the user’s mobile computer.
The network operations center may be completely unaware of
the ways in which radio propagation conditions are affecting
the quality of the service received by the user. In fact, network
personnel may be dependent on users to notify them of some
types of problems. (This contrasts with many CIOs’ increasing
interest in network management solutions that extend all the
way to users’ laptops and other handheld devices.)

Furthermore, as users move around within the wireless
LAN, the number of users being served by an access point
(AP) may vary dramatically from a very low number to a very
high one. When an AP is called on to serve a high number of
users, it is likely to become overloaded, and the resulting con-
gestion may significantly degrade the service received by users
dependent on that AP.

These and other factors inevitably lead to problems of reli-
ability and availability. Users have become accustomed to high
levels of reliability and availability in wired data networks.
The ideal is for wireless LANs to provide similar reliability
and availability, and, to the extent possible, wireless LAN
designers strive to provide the kind of service to which wired
network users have become accustomed.

Performance
Wireless LANs often provide worse performance than wired
data networks. Wireless users are likely to experience slower
service, which is the result of the often lower transmission
speeds and higher error rates on wireless links.

Raw data rates on wireless LANs are typically lower than
those on Ethernet networks. For example, at one time most
Ethernet networks provided 10 Mb/s service to users. At that
time, wireless LAN technology provided no more than 1 or 2
Mb/s raw data rate to the user. Today the numbers have
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increased considerably, but there is still a gap. Ethernet net-
works can provide 100 Mb/s or even 1000 Mb/s service to
users. While IEEE 802.11n promises higher speeds, wireless
LANs currently in use operate at speeds up to 11 Mb/s in the
case of IEEE 802.11b, and up to 54 Mb/s in the case of IEEE
802.11a/g.

But these numbers make wireless LANs sound much faster
than they really are. Like a stepdown modem, a station in a
wireless LAN will reduce its data rate from the maximum (11
or 54 Mb/s) to a lower rate, one that is sustainable by the
quality of the radio path that exists. So, for example, an IEEE
802.11b link may step down from the data rate of 11 Mb/s to
5.5, 2, or even 1 Mb/s. Furthermore, overhead bits dramatical-
ly reduce the effective data rate available [1, 3–5].

Congestion further reduces the throughput experienced by
a user. An AP and the mobile computers it serves share a sin-
gle radio channel. As with Ethernet, when the traffic level or
number of active computers is high, congestion occurs, and
poor performance is the result. With switched Ethernet, how-
ever, each station can have a segment of its own. On the other
hand, all stations using an IEEE 802.11 AP share the same
bandwidth resource, and congestion is likely to be particularly
severe in areas of high user density [3, 6]. It is highly desirable
for wireless LAN equipment to include provisions to mitigate
this problem.

Deployment
Although it may appear that one attraction of a wireless LAN
is ease of deployment, in fact, the deployment of a well-
designed, large-scale wireless LAN requires a careful site sur-
vey and design, which can be difficult and time consuming.

There are normally two parts of a careful wireless design:
selection of AP locations and assignment of radio channels to
the APs. The design is usually based on signal strength mea-
surements and on consideration of radio propagation issues.
This can be challenging because the building is a three-dimen-
sional space, and an AP located on one floor of the building
may provide signal coverage to adjacent floors of the same
building and perhaps to other buildings, as well [3, 7].

The first part of the process, selection of AP locations,
should be done to provide complete coverage of the target
space without undue coverage overlap. Consideration of the
characteristics of the radio propagation environment in which
the wireless LAN is being deployed can be difficult but is
important in a wireless LAN design [7].

In a coverage-oriented design one would like to space the

APs as far apart as possible while still providing complete
coverage of the target space. This will minimize equipment
and installation costs, and it will also allow the minimization
of coverage overlap between APs operating on the same
radio channel. Such “co-channel overlap” degrades perfor-
mance [7].

Channel assignment, the second part of the design process,
is normally done in a way that minimizes co-channel overlap.
This is because, with carrier sense multiple access with colli-
sion avoidance (CSMA/CA), the IEEE 802.11 multiple access
scheme, co-channel overlap causes interaction between sta-
tions in different cells, degrading performance [7].

A good site survey and design for a large-scale enterprise
wireless LAN requires radio expertise. Since most data com-
munications personnel lack this kind of expertise, enterprise
organizations often provide personnel with the necessary
training or hire an outside company to handle deployment.

Careful site survey and design are time consuming but are
important to the successful deployment of first-generation
wireless LAN networks. Although many customers attempt to
shorten the process, they may experience performance prob-
lems resulting from a less than adequate design.

Architecture
In a first-generation IEEE 802.11 wireless LAN, the network’s
intelligence is distributed among the APs. But radio resource
management techniques require access to information that
must be gathered across a number of APs, and the techniques
involve control decisions that apply to a number of APs, not
just one.

Thus, some centralized decision making is appropriate. An
architecture that makes this possible is shown in Fig. 1. Illus-
trated is a wireless LAN that includes APs deployed through-
out the target space but connected to and controlled by an
intelligent switch. The software running on the intelligent
switch is capable of collecting information from the APs and
also sending control signals back to the APs, thereby making
radio resource management and other features possible.
Depending on the number of APs in an installation, it may be
necessary to use more than one intelligent switch in the same
network.

In this architecture, lightweight APs are little more than
radio transceivers. Their operating parameters (e.g., radio
channel, transmit power) can be controlled by the intelligent
switch.

The intelligent switch controls a number of APs, and the
intelligence that makes radio resource management and other
features possible resides in the intelligent switch’s software.
This software can instruct the APs on which channels they
should operate, which transmit powers they should use,
whether or not to accept association requests from specific
clients, and so on. These actions, among others, are needed to
make dynamic channel allocation, dynamic transmit power
control, and load sharing possible, which can be expected to
significantly improve the performance of the wireless LAN.
They also will make the site survey and design process easier
because these techniques can, to some degree, compensate for
errors in designing the network.

Dynamic Channel Assignment
There are 14 2.4 GHz radio channels available for use in
IEEE 802.1b/g networks. Table 1 lists these channels, and
which of them can be used in North America, most of Europe,
Spain, France, and Japan. Each of these channels has substan-
tial bandwidth, and therefore they have significant spectral
overlap with each other. In North America channels 1–11 are
available for use. Of these channels, channels 1, 6, and 11
have minimal spectral overlap with each other, so these three

FIGURE 1. Wireless LAN architecture with access points controlled
by an intelligent switch.
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channels are frequently used in wireless LANs in North
America [1, 3].

On the other hand, the IEEE 802.11a channels are laid
out somewhat differently. The 5 GHz unlicensed band,
called the unlicensed national information infrastructure
(U-NII) band, has 12 available channels, exclusive of the
new 5 GHz spectrum recently allocated for unlicensed oper-
ation by the U.S. Federal Communications Commission
(FCC) [5, 8]. These fall into three contiguous blocks, the U-
NII lower, middle, and upper bands (Table 2). Unlike IEEE
802.11 b/g, there is no significant spectral overlap, even
between adjacent channels, in these bands, and a transmit-
ter sending on one channel will cause little interference on
an adjacent channel [5].

A recent order of the FCC opened a new band, 5.470–5.725
GHz, to unlicensed operation [8]. It is likely that this new
spectrum will add approximately 11 new channels to those
that can be used in IEEE 802.11a networks.

As described above, the performance of a network
depends, in part, on the assignment of radio channels to APs.
This assignment is often done using a manual process in
which the designer attempts to assign the channels in a way
that minimizes co-channel overlap. The coverage areas, and
therefore the channel assignments, are dependent on, among
other things, the radio propagation environment. But the
radio propagation environment changes, so one cannot be
sure that the channel assignments valid at the time the net-
work was designed will continue to be valid.

Using radio resource management techniques, a second-
generation wireless LAN can sense the radio environment
from time to time and then dynamically adjust channel assign-
ments accordingly. Such a process eliminates the necessity of
doing the channel assignment as part of the design, and also
helps to ensure that the current set of channel assignments
reflect the current radio environment.

As described above, the optimal channel assignment for
a given wireless LAN should minimize the overlap between
coverage areas of co-channel APs. This will enhance the
performance of the network by reducing interaction
between co-channel APs and between clients associated

with different APs but operating on the same
channel. The optimal set of channel assign-
ments is the one that minimizes co-channel
coverage overlap.

The problem of assigning channels to APs can
be characterized as a graph-coloring problem.
For example, Fig. 2 shows the graph associated
with a small-scale IEEE 802.11b wireless LAN.
The nodes represent APs whose channels are to
be assigned. The edges represent coverage over-
laps between APs, and the weights associated
with the edges represent the amount of overlap
measured in square meters.

One would like to color the nodes (represent-
ing APs) of a graph in a way that minimizes the
sum of the weights of the edges (representing
coverage overlaps) connecting nodes of the same
color (representing channel). This is equivalent
to assigning channels to APs in a way that mini-
mizes the total co-channel coverage overlap.
Converting the channel assignment problem to a
graph-coloring problem allows the known tech-
niques used in graph coloring to be employed
directly to solve the problem of channel assign-
ment [9, 10].

Since it is not feasible to directly measure cov-
erage overlaps while the network is in operation,
inter-AP signal strengths (signal strengths
received by APs from other APs) can be used as
a proxy for coverage overlap. Thus, one can rea-

sonably assume that two APs that receive high signal strengths
from each other have a high degree of coverage overlap. 

But there are also other factors that influence the selec-
tion of the optimal set of channel assignments. These other
factors include the noise and non-802.11 interference being
received by each AP on each of the channels available for
use, and the interference being received from other 802.11
networks. If such interference and noise are considered, it
is possible that some APs will receive more interference
and noise on some channels than on others. If this is the
case, one would like to avoid assigning these APs to the
channels on which they are receiving higher levels of inter-
ference and noise. 

Finally, since an AP, along with its associated clients,
might transmit only occasionally (low utilization or duty
cycle), it is less likely to cause co-channel interference to
other APs using the same channel than an AP that, along
with its associated clients, is transmitting frequently (i.e., hav-
ing a high utilization or duty cycle). Thus, one might, if nec-
essary, assign this AP to a channel that causes some
co-channel interference because little damage will be done.

TABLE 1. IEEE 802.11b/g channels in various parts of the world [3].

Channel Frequency North Most of Spain France Japan
number (GHz) America Europe

1 2.412 x x x

2 2.417 x x x

3 2.422 x x x

4 2.427 x x x

5 2.432 x x x

6 2.437 x x x

7 2.442 x x x

8 2.447 x x x

9 2.452 x x x

10 2.457 x x x x x

11 2.462 x x x x x

12 2.467 x x x

13 2.472 x x x

14 2.483 x

TABLE 2. IEEE 802.11a channels in the United States [5].

Band (GHz) Operating channel Channel center
numbers frequencies (MHz)

U-NII lower band 36 5180
(5.15–5.25) 40 5200

44 5220
48 5240

U-NII middle band 52 5260
(5.25–5.35) 56 5280

60 5300
64 5320

U-NII upper band 149 5745
(5.725–5.825) 153 5765

157 5785
161 5805
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Thus, inter-AP signal strengths should be considered in com-
bination with AP utilization levels.

Assignment of channels to APs can be made systematically
according to a set of decision criteria that consider interfer-
ence among APs, AP utilization, noise and non-802.11 inter-
ference, and interference from other 802.11 networks.
Channel assignments can be dynamically updated as the oper-
ating environment changes in order to maintain optimal net-
work performance.

To illustrate the performance improvement of dynamic
channel assignment, we tested an IEEE 802.11b wireless LAN
with four APs operating on channels 1, 6, and 11. With 10
fixed clients, each streaming traffic at 1 Mb/s, we moved
another client to each of 41 locations in the space covered by
the network. Without dynamic channel assignment operating,
excessive co-channel overlap caused degradation in perfor-
mance, but, as shown in Fig. 3, the situation was improved
with dynamic channel assignment in operation. Figure 3 is a
histogram that shows the throughput distribution across the
41 locations both with and without dynamic channel assign-
ment.

Dynamic Transmit Power Control
AP locations and antenna types are normally selected by the
wireless LAN designer in order to provide complete coverage
of the target space. In most cases the designer will necessarily
include some coverage overlap between APs but attempt to
keep such overlaps to a minimum because the coverage over-
laps make it difficult to assign radio channels in a way that
minimizes co-channel coverage overlap.

But the radio environment may change from time to time.
Thus, the conditions that existed when the APs’ locations and
antenna types were selected may no longer exist. If one could
adjust the transmit power of each AP to reflect the current
radio environment, one could perhaps maintain continuous
coverage throughout the space without undue overlap. One

difficulty with this approach, however, is that AP transmit
power control only affects the coverage area in the downlink
direction. If the transmit power of the client is unchanged, the
effective coverage area of the AP in the uplink direction is
also unchanged.

Still, it is clear that dynamic transmit power control has the
potential to reduce the effort involved in the site survey and
design of a wireless LAN. It may be possible to carry out an
abbreviated site survey and design process, placing APs in
good, if not the best, locations and allowing the dynamic
transmit power control capability to make the necessary
adjustments.

After the wireless LAN is operational, there may be
changes in the propagation environment (e.g., when equip-
ment is moved in a factory) that can cause gaps or “holes” in
coverage. Dynamic transmit power control can compensate
for such changes, filling in the coverage holes. Thus, the tech-
nique can help to ensure that coverage will remain continuous
throughout the target space.

Furthermore, APs fail from time to time. Depending on
the exact AP locations and antenna types, dynamic transmit
power control can be helpful in temporarily filling in coverage
holes caused by AP failures.

To facilitate dynamic channel assignment, one would like
to set the transmit powers of the APs in a wireless LAN in a
way that will provide complete coverage without excessive
coverage overlap. Dynamic transmit power control can
improve the results of the channel assignment process, accom-
modate changes in the propagation environment, and also
compensate for lost coverage due to failed APs.

As with dynamic channel assignment, one can use inter-AP
received signal strengths as a proxy for coverage overlap. If
the system is well calibrated, this technique can be effective.
APs listen to each other’s signals, and each AP’s transmit
power is set in a way that will achieve the desired signal
strengths at (and coverage overlaps with) other APs. The situ-
ation is complicated somewhat by the fact that path loss as
well as inter-AP received signal strength between APs depend
on the physical environment. Thus, such an approach depends
on calibration of the target received signal strengths to the
radio environment.

Dynamic transmit power control can be very helpful in
reducing coverage overlap, as shown in Fig. 4, which is
based on radio frequency (RF) propagation modeling
results and presented here for illustration purposes. In Fig.
4a, with no transmit power control the APs have significant
coverage overlap, even when one considers the –50 dBm
coverage contours. In Fig. 4b, with transmit power control

FIGURE 2. The graph associated with a small-scale wireless LAN.
Nodes represent APs whose channels are to be assigned. Edges
represent coverage overlaps between APs.
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operating the coverage overlap has been significantly
reduced. There is virtually no coverage overlap at the –50
dBm level, an even at –60 dBm the coverage overlap has
been reduced considerably.

As noted,  the transmit  power control  technique
described here affects only AP transmit power and there-
fore only the downlink coverage area. At the present time
the IEEE 802.11 standard does not provide a way for the
wireless LAN infrastructure (e.g., an intelligent switch/AP
combination) to control clients’  transmit powers, and
therefore uplink coverage areas. It would be very helpful
if an AP were able, via the air interface, to request that a
client increase or decrease its transmit power. Fortunate-
ly, a study group within the IEEE 802.11 Working Group
is currently considering the transmission of client power
control and other control signals to be sent over the air
interface.

Load Sharing
Since an AP and its associated clients share a limited band-
width resource, APs can become overloaded, leading to con-
gestion and poor network performance. On the other hand, a
client may be able to communicate quite successfully with two
or more APs. Thus, one would like to have a wireless LAN
that is capable of distributing client associations among APs
more or less uniformly so that no one AP is unduly overload-
ed. Wireless LAN equipment with this capability can enhance
network performance considerably.

Association between a client and an AP begins with an
association request that is initiated by the client. This associa-
tion request is normally preceded by the client’s transmitting
one or more probe requests on channels it selects. In each of
these probe requests, the client asks for a response from all
APs operating on that channel and able to receive the client.
This tells the client which APs are within radio range, and the
signal strengths received from the APs give an indication of
which APs will be able to provide higher-quality service.
Before sending an association request, a client should also
have previously sent an authentication request that has been
granted.

The method by which a client decides with which AP to
request association is not specified in the IEEE 802.11 stan-
dard. Thus, client cards produced by different manufacturers
use different algorithms for requesting association.

When an AP receives an association request, it  can

either accept or deny the request. Although the IEEE
802.11 standard does not specify an algorithm for making
this decision, APs (or the intelligent switch that controls
them) can profitably consider the load currently carried by
the AP and also the loads being carried by nearby APs.
For example, an AP that is heavily loaded might not be the
best one to accept a new association request. If such a
request is received and the radio resource manager run-
ning on the intelligent switch knows that a lightly loaded
AP is also within radio range of the requesting client, it
may decide that it is best for the requested AP to deny the
association request.

If, of course, the AP receiving the association request is
lightly loaded and receiving a good signal from the client,
there may be no reason not to accept the request. But denial
of an association request by a heavily loaded AP may be best
for the overall performance of the network.

In a wireless LAN controlled by intelligent switches
running such a load sharing algorithm, we have a situation
in which decision making is distributed between clients and
APs. Clients look after their interests, and APs look after
their interests. The client is likely to request association
with the AP that from the client’s point of view is most
likely to provide the best service. On the other hand, an
AP will accept association requests only if they are unlike-
ly to degrade the quality of service provided to other
clients.

As with transmit power control, load sharing techniques
can be effective with the current IEEE 802.11 standard, but
such techniques can be even more effective if there are appro-
priate changes to the standard. In this case, changes to facili-
tate communication regarding load sharing decisions between
APs and clients would be helpful.

For example, network resources might be allocated using a
method that relies on information received by the intelligent
switch from a set of APs. This information would help an AP
determine what service level it can provide to a client request-
ing association. If the AP can meet the level of service
requested by the client and is the best AP for association with
the client, the request is accepted. Otherwise, the AP can
deny the request and advise the client with which AP it should
request association.

Although we have not yet run definitive performance tests,
we believe that optimized load sharing software, running on
both clients and switches, can in some situations double or
triple a network’s throughput.

FIGURE 4. Propagation modeling results showing received signal strength contours (in dBm) without transmit power control (4a) and with
transmit power control (4b).
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Conclusion
The architecture that has been described has the potential to
improve reliability, availability, performance, and deployment
effectiveness in enterprise and other large-scale wireless
LANs. These improvements arise from the radio resource
management algorithms contained in the software running on
the intelligent switches that control APs.

In the approach that has been described, the software con-
trolling the APs attempts to optimize performance without
having any direct control over client behavior, and this limits
the effectiveness of the approach. Efforts currently underway
in the IEEE 802.11 Working Group promise to allow for com-
munication between APs and clients in ways that will allow
better radio resource management techniques than those
described here.
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