
Radio-Triggered Wake-Up for Wireless Sensor Networks

Lin Gu and John A. Stankovic

Department of Computer Science, University of Virginia�
lingu, stankovic ✁ @cs.virginia.edu

Abstract

Power management is an important technique to prolong

the lifespan of sensor networks. Many power management

protocols employ wake-up/sleep schedules, which are often

complicated and inefficient. We present power management

schemes that eliminate such wake-up periods unless the node

indeed needs to wake up. This type of wake-up capability

is enabled by a new radio-triggered hardware component

inspired by the observation that the wake-up radio signal

contains enough energy to trigger a wake-up process. We

evaluate the potential power saving in terms of the lifes-

pan of a sensor network application, using experiment data

and SPICE circuit simulations. Comparing the result with

always-on and rotation-based power management schemes,

we find the radio-triggered scheme saves 98% of the energy

used in the always-on scheme, and saves over 70% of the en-

ergy used in the rotation-based scheme. Consequently, the

lifespan increases from 3.3 days (always-on) or 49.5 days

(rotation-based) to 178 days (radio-triggered). Furthermore,

a store-energy technique can extend operating distance from

10 feet to 22 feet, or even longer if longer latency is accept-

able. Wake-up efficiency is evaluated in NS-2 simulations,

which show that radio-triggered wake-up has fewer failures,

shorter latency, and consistently larger sensing laxity than

rotation based wake-up. We also present amplification and

radio-triggered IDs which can further enhance performance.

1. Introduction

A sensor network is comprised of a number of low-power
devices with sensing and computing capability. In many sen-
sor network systems, the power supply for the network nodes
is usually a depletable power source, such as batteries. To in-
crease the lifespan of sensor networks, researchers have de-
signed a number of power management schemes.

Many power management schemes take advantage of the
energy saving features of sensor network hardware. For ex-
ample, the ATmega128 processor, which is designed for em-
bedded systems and is used in the Berkeley Mica2 mote, has
six working modes with different energy saving features [12]
[1]. In one of the working modes, the processor shuts down
all the hardware components except for the memory, a timer,

and the interrupt handler, hence energy consumption reduces
to less than ✂☎✄ of the active working mode.

Power management schemes need to control when a net-
work node should enter a high-power running mode and
when to enter a low-power sleep mode. The high-power to
low-power transition can usually be done with a set of in-
structions that shuts down hardware components, and the
power management scheme may perform this action when
certain conditions hold, e.g., there are no events in the sys-
tem for a long time. The low-power to high-power transi-
tion is, however, a tricky problem because the network node
has its CPU halted and is unaware of the external events. In
many applications, it is desirable to have the network awak-
ened when some events of interest happen. But the network
node cannot easily know exactly when events happen.

To solve this problem, many power management schemes
require that each network node wake up periodically to lis-
ten to the radio channel [14]. When an event of interest hap-
pens, some nodes (possibly some sentry nodes) detect the
event and send power management messages to the network.
All the nodes that were in their listening mode and hear the
power management messages stay awake – they do not en-
ter sleep mode. By choosing a good wake-up/sleep schedule,
the network may save much energy without compromising
the system functionality. The implementation of the wake-
up/sleep scheduling often involves a timer that wakes up the
CPU via an interrupt.

The wake-up/sleep scheduling approach has some disad-
vantages. First, the design of a good wake-up/sleep schedule
is often application dependent and complicated. Hence, it is
hard to design a general power management service based on
wake-up/sleep scheduling. For each application, the designer
needs to carefully analyze the timing of the system events
and tune the scheduling parameters, otherwise some nodes in
the network may miss wake-up calls. Second, a good wake-
up/schedule often involves collaboration among a group of
nodes, or even all the nodes in the network. This often im-
plies that the network needs a time synchronization service.
With low-speed processors and radio communication links,
to perform high-quality time synchronization in sensor net-
works is an even more challenging task than in traditional
distributed systems. Finally, a common phenomenon is that,
in most of the wake-up periods, no event happens and the
nodes enter sleep mode again. This means that nodes wake
up too often, and it is a waste of energy.

Another approach is to use a low-power stand-by hard-



ware component to watch the environment when the node
enters sleep mode. For example, a node can use a stand-
by radio-transceiver subsystem to listen to the radio channel
when the node sleeps. When the stand-by radio transceiver
receives radio signals, it wakes the node up. Otherwise, the
node keeps sleeping. PicoRadio has such functionality [17].
It separates the radio hardware for data communication and
channel monitoring. A separate low-power radio, called the
“wake-up radio”, monitors the radio channel and wakes up
the node when a power management beacon is received [19].

The disadvantage of a stand-by component is that it uses
extra energy. For example, the most important power man-
agement related event is a power management message. To
keep listening to the power management messages, the node
needs to use a radio transceiver in the listening mode. In cur-
rent sensor network systems, a listening transceiver uses a
non-negligible amount of energy.

If we break down the energy consumption throughout
the lifespan of a network node, an interesting observation
is that, in current surveillance systems, most of the energy
is “wasted” in the sense that it is used in operations that
do not actively fulfill the system’s purpose. For example, a
node without power management is always turned on, but
there is no target most of the time. Hence, most of its en-
ergy is dissipated in a waiting status. Fig. 1 shows the distri-
bution of energy consumption in a typical surveillance net-
work, whose configuration is to be described in detail in Sec-
tion 4. As the figure shows, only one per cent of the energy
is used in actually tracking targets, the other 99% of the en-
ergy is used in waiting for targets to show up. With a rotation
based power management, the energy efficiency is much bet-
ter. Fig. 2 shows the energy distribution. Throughout the net-
work’s lifespan, 21% of the energy is used in really tracking
targets, and 7% is used in sleep mode. However, 72% of en-
ergy is still wasted in a waiting status because the node pe-
riodically wakes up to listen to potential wake-up signals,
or continuously operates in a low-power stand-by listening
mode.
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Figure 1. Analysis of Energy Distribution with

the Always-On Scheme

As we can see from the study of energy distribution, most
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Figure 2. Analysis of Energy Distribution with
the Rotation Based Scheme

of the energy saving should come from eliminating the en-
ergy consumed in the waiting status. Aiming at this goal, we
propose another approach to power management. The events
of interest in a system often contain energy, and the moment
when an event happens is exactly the moment when we want
the system to enter wake-up mode. So we can potentially use
the energy in the event to trigger the transition of the sys-
tem from sleep mode to wake-up mode.

In our study, the events of interest are wireless power
management messages themselves. We use the energy in the
radio communication signals to trigger system transitions
and, based on this technique, explore designs of novel power
management schemes. Hence, we name our power manage-
ment scheme radio-triggered power management. The rea-
son for focusing on power management messages is that this
event also triggers most of the transitions in real applications.
Besides, the components to collect and manipulate energy in
the form of electromagnetic waves is easily available from
the market.

In our radio-triggered power management, a special hard-
ware component – a radio-triggered circuit – is connected
to one of the interrupt inputs of the processor. The circuit
itself does not have any power supply. The node can enter
sleep mode without periodic wake-up. When a power man-
agement message is sent by another node (possibly a sen-
try node) within a certain distance, the radio-triggered cir-
cuit collects enough energy to trigger the interrupt to wake
up the network node. This is significantly different than using
the radio transceiver to listen to messages because a listen-
ing radio transceiver requires help from the processor (or a
radio subcontroller) to conduct channel monitoring and mes-
sage parsing and the listening process consumes energy of
the node. The radio-triggered circuit, on the contrary, is pow-
ered by the radio signals themselves. It is powered off when
there is no suitable radio signals and naturally starts work-
ing when suitable radio signals arrive. Except for activating
the wake-up interrupt, the radio-triggered circuit is indepen-
dent of any other components on the node.

Our wake-up mechanism is simple, timely, and energy-



efficient. Based on it, flexible power management protocols
can be constructed to ensure network nodes neither wake up
too often nor miss wake-up calls.

The rest of the paper is organized as follows. Section 2
describes the related background. Section 3 presents basic
radio-triggered hardware and a basic radio-triggered power
management scheme, followed by performance evaluation
in Section 4. After Section 5 introduces store-energy radio-
triggered hardware components to extend the operating dis-
tance of the wake-up hardware, Section 6 discusses the effi-
ciency of the wake-up service in the context of a surveillance
application. Section 7 presents two extensions to the radio-
triggered hardware – the more powerful amplified radio-
triggered circuit and the more selective radio-triggered IDs.
Finally, Section 8 concludes the paper.

2. Background and related work

Knowing that energy efficiency is a vital part of perfor-
mance in sensor networks, people studied the energy con-
sumption of different operations in sensor nodes and tried to
find suitable sensor node architectures to reduce power con-
sumption [18].

Though hardware design emphasizes low-power features
to reduce the energy consumption in the working state, it is
obvious that more energy saving can only come from putting
nodes into a deep sleep mode. In one of the earliest deployed
sensor networks, researchers at Berkeley and Intel Berkeley
Research Lab put the network in sleep mode and used wake-
up messages to inform the whole network (800 nodes) to en-
ter working mode when the event of interest happened.

To implement the wake-up, timer-based protocols ap-
peared. In [13], the authors suggest that a sensor node keep
awake for 100ms in every cycle of 4 seconds. This results in
a duty cycle of 2.5%. Lower duty cycles are sometimes pos-
sible. [13] suggested a very low duty cycle of 0.00125%. But
it needs special support from the radio transceiver hardware.

Recent power aware protocols employ carefully designed
scheduling techniques to save energy. In [21], an energy effi-
cient MAC protocol, S-MAC, is proposed. In S-MAC, nodes
listen to the channel and synchronize their schedules with
neighbors. In one of the experiments, S-MAC can keep the
node in sleep mode for 60-70% of the time. This approxi-
mately means the duty cycle is around 30-40%. As another
example, the wireless sensor network deployed on the Great
Duck Island carefully scheduled all the events in the network
to acquire as much sleep time as possible without missing
events of interest [15]. This scheduling needs a priori knowl-
edge about the system.

In some sensor networks, a fraction of the network nodes
operate in full power mode or have a much higher duty cycle
than other nodes in the network. These nodes, called sen-
tries, provide a sensing coverage or communication back-
bone as required by the application. The system service that
controls the selection and rotation of sentries is called a sen-
try service, which is relevant to power management and en-
ergy efficiency. If the application requires a full-time mon-

itoring of possible events of interest, the sentry service se-
lects a number of nodes as sentries to form a monitoring
network, which provides the required sensing coverage. The
sentry service saves energy by selecting as few sentries as
possible. Also, sentries send out power management pack-
ets to wake up non-sentries when the events of interest hap-
pen [14]. The work presented in this paper can significantly
improve sentry services.

Current power management schemes use power manage-
ment packets or power management radio signals exten-
sively. But they use them only as signals, not as energy
sources. On the other hand, the research on passive RFID
has been utilizing the energy in radio signals to drive RFID
circuitry [20] [8]. But RFIDs usually employ powerful read-
ers to send strong radio signals to excite the transponders.
This is not a good solution in wireless sensor networks.

3. Basic radio-triggered power management

and basic radio-triggered circuits

In this section, we present the radio-triggered power man-
agement in its simplest form, and describe the related hard-
ware support. We first describe a basic radio-triggered power
management scheme in Subsection 3.1. To support basic
radio-triggered power management, a design of a circuit
powered by electromagnetic waves and generating a certain
voltage output is described in Subsection 3.2. The output
voltage can be used as an interrupt signal. Subsection 3.3
evaluates the effectiveness of the basic circuit design, and
subsection 3.4 discusses possible engineering improvements
that can make the basic design more efficient.

3.1. Basic radio-triggered power management

Most of the current power management schemes use a
carefully designed wake-up/sleep schedule. In the wake-
up period, the node listens to incoming radio packets and
chooses to go back to sleep or stays awake based on the
presence and content of the packets. We call the packets that
wake up nodes “wake-up packets”.

To keep the network responsive, the wake-up pe-
riod should happen frequently enough so that the nodes
wake up more or less “immediately” when needed. This re-
sults in a large portion of the wake-up periods to be in vain –
in most cases, the nodes wake up and, after waiting for an in-
terval without hearing a wake-up packet, decide to go back
to sleep again.

The radio-triggered power management scheme aims to
avoid the useless wake-up periods. In this scheme, nodes stay
asleep after they decide to go to sleep. They do not wake up
until a special radio signal is sent by another node. The spe-
cial radio signal wakes up the sleeping node almost instantly.
Consequently, we save all the energy spent in previous wake-
up and listen intervals.

In the basic radio-triggered power management, the spe-
cial radio signal is just a wake-up packet, as used in cur-
rent power management protocols. If supported by hard-
ware, the wake-up packet is sent at a special radio frequency.



Other types of radio communication, at a different radio fre-
quency, do not wake up the nodes even if the nodes are within
the radio communication range. Note that hardware cost
for adding multiple-frequency support is usually fairly low.
Many recent low-end radio transceivers support multiple-
frequency operations. [4] In some embedded systems where
a single frequency is used, e.g., Berkeley Mica2 motes, the
radio transceiver can actually support multiple frequencies
and some modification to the peripheral hardware setting can
enable multiple-frequency operations[2]. The separation of
power management radio communication from other types
of radio communication by frequencies avoids confusion and
facilitates advanced power management features. For exam-
ple, if the application requires that part of the network be
in sleep mode when the rest is exchanging packets, the de-
signer can control the awakened portion of the network by
only sending special wake-up signals within the portion to
be awakened. In the rest of the network, where no special
wake-up signals are present, the nodes can stay in sleep mode
even if other types of radio communication, e.g., routing to a
base-station via a backbone routing path, exist.

There are four main requirements for radio-triggered
power management.

�
A node should wake up almost instantly when it re-
ceives a wake-up packet. Here “instantly” means that
it should be ready to work after the wake-up packet has
finished arriving.�
The node should use approximately the same amount
of energy in sleep mode as in power management pro-
tocols without radio-triggered support.� The node should not wake up when the event of interest
does not happen.�
The node should not miss wake-up calls – when the
event of interest happens, the node should not keep
sleeping and thus miss the event.

3.2. Design of the basic radio-triggered circuit

In this subsection we present the design of the basic radio-
triggered circuit that collects radio energy to trigger an in-
terrupt. Using this circuit, we can implement basic radio-
triggered power management. The circuit is called “basic”
because the design is simple and, consequently, it can pro-
vide limited power. This means it can only operate within
a limited distance (10 feet in our example) from the source
of the radio signal. While the basic circuit is effective, some
improvements can increase the operating distance. In later
sections, we present more advanced designs that can oper-
ate over a longer distance.

All circuits consume energy. The ideal situation, how-
ever, requires that the stand-by hardware use no power sup-
ply. Hence stand-by hardware must power its circuit by col-
lecting energy from the environment. For the radio-triggered
hardware, its function is triggered when and only when there
is a suitable radio signal. Therefore, a natural way of pow-
ering the circuit is to collect the energy in the radio signals,
which must be present when the function is needed. The en-
ergy in the radio signals is not much, but still enough to drive

a very small “start” signal that turns on the node which then
can be powered on its own power supply.

So the radio-triggered circuit has two essential tasks.
First, it needs to collect energy from radio signals, which
are electromagnetic waves. Second, it needs to distinguish
trigger signals from other radio signals, thus meeting the re-
quirement of not waking up for false positives. In the design
of the basic radio-triggered circuit, both tasks are fulfilled by
the antenna.

An antenna transforms electromagnetic wave into current.
By choosing the length, size, or shape of an antenna, we
can make it selective for radio signals – it is strongly acti-
vated when an electromagnetic wave of a certain frequency
is present, but is weakly activated otherwise. 1

If a certain radio frequency is present and the antenna is
activated, the electrical energy on the antenna can be used to
power other parts of the circuit, and generate an output volt-
age signal.

Fig. 3 shows a schematic of a design of the basic radio-
triggered circuit. The antenna in the circuit can be a patch,
monopole, dipole, or any other antenna, given it provides
suitable selectivity and efficiency. In Fig. 3, the antenna re-
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Figure 3. Basic radio-triggered circuit

acts to the electromagnetic wave and generates an input volt-
age, which is rectified by a diode,

✁✄✂✆☎✞✝
, to produce the out-

put voltage, ✟ ✂✠☎✞✝ . ✁ ✂✆☎✞✝
should have a low bias threshold.

In a real system, engineers may choose to add more com-
ponents to the circuit to enhance performance and reliability.
In this paper, we keep the circuits simple so that their func-
tionality is easier to understand.

3.3. Effectiveness of the basic radio-triggered cir-
cuit

We evaluate the effectiveness of the basic radio-triggered
circuit in the context of sensor network platforms and appli-
cations.

The radio communication in sensor networks is usually
low-power. This is a critical difference from the RFID tech-
nology. A typical radio transceiver for a sensor network node

1 For simplicity, we assume that the radio-triggered circuit has its own an-
tenna, which is tuned to the frequency the radio-triggered circuit uses.
Implementations may choose to share a single antenna with normal data
communication while maintaining frequency selectivity by techniques
such as tunable and switchable passive fi lters. [16]



transmits radio signals from -10dBm to 10dBm. For exam-
ple, the Chipcon CC1000 radio transceiver transmits with
10dBm power when the potentiometer setting is 255. [4]

In many scenarios, a sensor network node is able to
transmit a small number of control radio signals with high
strength. Suppose the node transmits the control signal at
10dBm(10mW), and suppose the distance between the send-
ing node and the basic radio-triggered circuit is 10 feet (about
3 meters). The power received on the basic radio-triggered
circuit’s antenna, �✂✁ , is given by the following formula.

� ✁☎✄ �✂✆✞✝✟✆✞✝✠✁☛✡✌☞✍✏✎✒✑✔✓ ✁✖✕ ☞ (1)

Here �✗✆ is the transmission power. ✝✘✆ and ✝✟✁ are both an-
tenna parameters. ✝✘✆ is the transmission antenna gain, and✝ ✁ is the receiving antenna gain. ✡ is the wavelength of the
electromagnetic wave. D is the distance between the trans-
mitting node and the receiving antenna on the basic radio-
triggered circuit.

Using Berkeley Mica2 motes as an example, we find the
transmission power is 10dBm (10mW). The antenna gain
varies depending on the length, size and shape of the an-
tenna. We choose a typical 5/8-wavelength monopole an-
tenna as an example [3]. According to the manufacturer, the
gain of the antenna is 8.2dB. Considering environmental is-
sues, we choose 8dB as the transmitting antenna’s gain and
6dB as the receiving antenna’s gain. They corresponds to nu-
merical values of 6.31 and 3.98 for ✝ ✆ and ✝ ✁ , respectively,
in the formula above. The wavelength, ✡ , depends on the ra-
dio frequency used in the system. The Berkeley Mica2 mote
uses 433MHz radio which has a wavelength of 0.69 meter.
With the distance, D, assigned a value of 3 meters, the re-
ceived power is given by the following equation.

�✗✁ ✄ ✂✚✙ ✓✜✛✣✢ ✤ ✂ ✓✚✤✣✢ ✥✒✦✧✓ ✙ ✢ ✛✒✥ ☞✍✏✎✟✓✜✤★✢ ✂ ✎✧✓✚✤ ✕ ☞ ✩
✪ ✄ ✙ ✢ ✙ ✦✫✎ ✩

✪

With the received power known, we can estimate the out-
put voltage, ✟ ✂✠☎✞✝ , with the voltage sensitivity value of the
diode

✁ ✂✆☎✞✝
. ✟ ✂✆☎✞✝ is dependent on the electrical characteris-

tics of
✁ ✂✆☎✞✝

. As an example, the zero-bias Schottky diode
MSS-20,051-C15 has a voltage sensitivity of 8000. Hence,
when the input power is 0.084mW, ✟ ✂✆☎✞✝ is about 0.6V.

When there is no radio signal at 433MHz, ✟ ✂✆☎✞✝ is zero.
When the radio signal is present, the antenna receives energy
input and drives the circuit. Accordingly, ✟ ✂✆☎✞✝ increases to
about 0.6V.

We argue that, for sensor network systems, an electrical
signal of ✙ ✢ ✛ ✟ is sufficient to trigger an interrupt, which can
then trigger various functionalities as desired. There is no
theoretical limit on how “high” the high voltage must be,
given that the interrupt input circuitry does not confuse it
with a low voltage. Traditionally, computer designers choose
to use a relatively high voltage level, e.g., 5V, to represent
a logic “high” in order to maintain a wide “dead band” be-
tween the “high” and “low” to resist noise. In our system,

when ✟ ✂✆☎✞✝ grows beyond 0.6V, we consider it as a valid sit-
uation to trigger the interrupt. Put in another way, any noise
that the system is designed to handle should not drive ✟ ✂✆☎✞✝ up
to a fraction of 0.6V. Hence, we only need a gap wide enough
to avoid unstable behavior of the interrupt circuit. This is
a lower requirement than in traditional computers. Further-
more, many recent low-power embedded systems choose to
operate on very low voltage to reduce power consumption
[5] [7]. Some of them can operate on 1.2V power supply
and some accept as “high” a 1V voltage. Using comparators,
the interrupt voltage threshold can be reduced to even much
lower than 0.6V, as long as the wake-up signal can still be
distinguished from noise. The next subsection discusses us-
ing comparators to accomplish a very low voltage threshold.
With such low-power technology, interrupt devices that han-
dle 0.6V input are definitely feasible in the near future.

Therefore, the radio-triggered circuit is activated when ra-
dio signals are present and triggers an interrupt. We call it a
radio-triggered interrupt. In the Berkeley Mica2 mote, the
wake-up logic is implemented as an interrupt caused by a
timer. With slight modification on the wake-up circuitry, the
wake-up logic can work with the radio-triggered interrupt.

Therefore, we have proven the effectiveness of the basic
radio-triggered circuit. When a suitable radio frequency ex-
ists, the circuit generates a signal strong enough to drive an
interrupt. Specifically, it is possible to wake up a sensor net-
work node in sleep mode with this circuit.

3.4. Improve the basic radio-triggered circuit

The calculation in the previous subsection assumes that
the transmitting node is 10 feet from the radio-triggered cir-
cuit. In some applications this distance is acceptable. How-
ever, it is obviously desirable to extend this distance. With
some engineering effort, this is possible.

Equation 1 indicates that the received power, �✬✁ , in-
creases as the transmission power � ✝ or antenna gains ✝ ✆
and ✝ ✁ increases. In sensor networks, usually we avoid in-
creasing the transmission power unless necessary, because
of concerns over power consumption and radio interference.
The antenna gains may be increased by using more sensitive
antennas. With other parameters unchanged, Fig. 4 shows the
relation between the distance

✁
and gain of the receiving an-

tenna ✝✠✁ .
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The antenna gain cannot increase infinitely. Both packag-
ing issues and physical laws limit the sensitivity of antennas.
So the increase of

✁
while increasing ✝✟✁ has a limit. A more

promising way of increasing
✁

is to decrease ✟ ✂✆☎ ✝ needed to
drive the load circuit. Since the main purpose of the radio-
triggered circuit is to trigger interrupts, we can lower the
interrupt threshold voltage. This requires redefinition of the
electrical specification of the interrupt logic, and some mod-
ification of the interrupt-related circuit. So it involves a cer-
tain amount of engineering effort and production cost.

Engineering effort is needed in the modification of the in-
terrupt related circuit. But the effort is likely to be an easy
one. First, we do not have to modify the circuit of all types
of interrupts. We can choose to only modify the interrupt cir-
cuit for the wake-up logic. Second, we need not modify the
internal circuit of the interrupt handler. All we need is to
use a small voltage to trigger the interrupt. So we can add
a biased voltage on to ✟ ✂✆☎✞✝ to make it a suitable interrupt
source – apply a constant voltage supply to the output cir-
cuit so that ✟ ✂✆☎ ✝ instantly exceeds the threshold when the
wake-up packet triggers operation of the circuit. This makes
the interrupt input voltage high enough to trigger the inter-
rupt without modifying any circuit beyond the input connec-
tor. A more promising way is to add a comparator before the
interrupt input. The comparator can serve as a device to mea-
sure the voltage output from the radio-triggered circuit and
generate a much higher voltage when it exceeds a thresh-
old. Finally, if the interrupt circuit needs a big gap to de-
termine whether its input is 1 or 0, we can use transistors
(or even amplifiers) to make the small radio-triggered signal
strong enough to enable the interrupt circuit to clearly dis-
cern the input. Therefore, it is feasible to lower the interrupt
voltage threshold to make it work with small radio-triggered
signals.

Note that the comparators and amplifiers consume en-
ergy. One of the requirements of the radio-triggered circuit
is to maintain approximately the same energy consumption
level in sleep mode. We thus need to select comparators or
amplifiers to make sure their stand-by current does not no-
ticeably increase the overall power consumption of the sys-
tem in sleep mode. For example, Dallas Semiconductor’s
MAX9119 comparator works at a current of 350nA. Com-
pared to the ✂✚✙✒✙✁�✄✂ sleep mode current we observed, it in-
creases the energy consumption by 0.3%, which we consider
negligible. Furthermore, with radio-triggered hardware, we
can stop the wake-up timer which must keep running in sleep
mode with existing power management schemes. This re-
duces energy consumption. Overall, the node should con-
sume approximately the same amount of energy in sleep
mode as with other power management schemes.

The production cost includes the add-on circuit for han-
dling low-threshold interrupts and, possibly, the complexity
of maintaining two sets of electrical specifications for inter-
rupts. Yet the cost is worthwhile since as we can see, in Sec-
tion 4, the performance gain is significant.

With the output voltage ✟ ✂✆☎✞✝ lowered, the input voltage
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✟✆☎✞✝ can also be lowered, hence the distance
✁

increased. Fig.
5 illustrates the relation between the distance

✁
and voltage

output ✟ ☎✟✝ required to trigger the interrupt. For example, if
the input voltage was 0.25V, we can increase the distance be-
tween nodes to 30 feet (a 3 times improvement).

4. Performance evaluation of the basic radio-

triggered circuit

In this section, we evaluate the potential power saving in a
representative sensor network application, and calculate the
increase of the lifespan of the network when the basic radio-
triggered power management is used.

We choose a tracking application as the representative
application because tracking applications are well studied,
practically deployed, and technically challenging and hence
qualify as a good representative of sensor network applica-
tions.

We suppose a specific scenario for a sensor network with
a tracking application. All the parameters and assumptions
used in this scenario are based on our observation in exper-
imental systems based on Berkeley Mica2 motes unless ex-
plicitly noted otherwise [11]. In this scenario, there are to-
tally ✂☛✙ ✙✒✙ nodes randomly deployed. There are ✂☛✙ events to
be detected every day, and each event lasts ✠ minutes. Also
suppose that the each network node uses two ✂ ✛ ✙✒✙ ✩ ✂☛✡ AA
batteries. 2 The average voltage of the AA batteries during
the lifespan of the network is ✂ ✢ ✎✌☞ ✟ . We further assume the
network nodes have two working modes – wake-up mode
and sleep mode. The wake-up mode is the usual working
mode with all the functional units ready to work, and the av-
erage wake-up mode current is ✠✫✙ ✩ ✂ . In sleep mode, a node
shuts down all its components except the memory, interrupt
handler, and the timer. The sleep mode current is ✂☛✙✒✙✍�✄✂ .
When a network node changes from sleep mode to wake-up
mode, there is a surge current on the average of

✤ ✙ ✩ ✂ for☞
✩
✎
.

2 A network node may only effectively use part of the energy in its batter-
ies because the node may malfunction when the voltage drops below a
certain level. Therefore, a ✏✒✑✒✑✒✑✔✓✖✕✘✗ battery may only effectively pro-
vide a capacity of ✙✛✚✒✑✒✑✔✓✖✕✘✗ . For simplicity, we assume that the net-
work nodes are actually using ✏✒✑✒✑✒✑✔✓✖✕✘✗ batteries and the ✙✛✜✒✑✒✑✔✓✖✕✢✗
capacity is effectively available.



We compare the energy consumption of three schemes
– always-on, rotation, and radio-triggered. The always-on
scheme is a network without power management – all the
nodes are on throughout the lifespan of the network. The
rotation scheme is a wake-up/sleep schedule based scheme
much like many current power management protocols. And
the radio-triggered scheme uses the basic radio-triggered
power management. We assume that the application requires
the entire network to wake up within

✎
seconds when an

event occurs in order to provide more accurate tracking. We
assume that power management message exchange in the
network takes ✠✒✙✒✙ ✩

✎
. 3

First, let’s look at the always-on scheme. With this
scheme, the network nodes last until their batteries de-
plete. So the network lifespan � ✂ ✝ is

� ✂ ✝ ✄ ✂ ✛ ✙ ✙ ✩ ✂☛✡✂✁✍✠✫✙ ✩ ✂ ✄ ✦ ✙✁✡ ✄ ✤★✢ ✤☎✄✝✆✟✞ ✎
Second, let’s evaluate the rotation scheme. With this

scheme, when there are no events, a node enters sleep mode
for a period of time and then wakes up for another pe-
riod of time. The length of the periods depends on how re-
sponsive the application requires the network to be and
how reliable the network can deliver wake-up pack-
ets. As the network needs to respond to an event within✎

seconds, the maximum length of the sleep period is✎
seconds. Furthermore, if the network can reliably de-

liver wake-up packets within ✠✫✙ ✙ ✩
✎
, the wake-up pe-

riod can be as short as ✠✒✙✒✙ ✩
✎
. Consequently, the opti-

mal wake-up/sleep schedule is to have each node stay in
sleep mode for

✎
seconds (

✎ ✙ ✙✒✙ ✩
✎
) and then stay in wake-up

mode for ✠✫✙ ✙ ✩
✎
. Thus one wake-up/sleep cycle is com-

prised of
✎ ✠✒✙✒✙ ✩

✎
. The

✎
-second time in sleep mode includes

the
☞
✩
✎

sleep-to-wake-up transition time. This schedule cor-
responds to a duty cycle of

✎✌✢ ✦ ✦ ✄ .

Each day has 1440 minutes, or
✦ ✛✫✎ ✙✒✙ seconds, among

which a node spends 20 minutes, or 1200 seconds, on
tracking. In the remaining

✦ ☞ ✠✫✙✒✙ seconds, a node en-
ters wake-up and sleep cycles alternatively. Obviously,
the total number of 4200ms wake-up/sleep cycles each
day is

✦ ☞ ✠✫✙ ✙ ✎ ✁ ✎ ✠✒✙✒✙ ✩
✎ ✄ ✠✫✙ ✠ ✦ ✛ . The energy that a

non-sentry node consumes in one wake-up/sleep cy-
cle is

✍ ✍ ✎ ✙✒✙ ✙ ✩
✎✡✠ ☞

✩
✎ ✕ ✓ ✂✚✙✒✙✁�✄✂☞☛ ☞

✩
✎ ✓☛✤ ✙ ✩ ✂✌☛ ✠✫✙ ✙ ✩

✎ ✓
✠✒✙ ✩ ✂

✕ ✓ ✂ ✢ ✎✌☞ ✟ ✓ ✠ ✄ ✂ ✤ ✂ ✥✒✤★✢ ☞ ☞ �✎✍ . Therefore, a nodes con-
sumes ✂ ✤ ✂ ✥✒✤★✢ ☞ ☞ �✎✍ ✓ ✠✒✙ ✠ ✦ ✛ ✄ ✠ ✛✑✏ ✢ ✛ ✍ each day when
there is no event of interest. For each event, there is one
sleep-to-wake-up transition, and a node stays awake for
120 seconds. Hence, the energy consumption per event is✍ ☞
✩
✎ ✓ ✤ ✙ ✩ ✂✒☛ ✂ ✠✫✙ ✎ ✓ ✠✫✙✔✓✖✕ ✕ ✓ ✂ ✢ ✎✌☞ ✟ ✓ ✠ ✄ ✛★✢ ✥ ✛ ✍ . With

10 events, this adds up to
✛✒✥★✢ ✛ ✍ each day. Adding the two

parts of energy consumption, the total energy used per day

3 This is an assumption that differs from what we observe in real sys-
tems. Usually, there is a delay between the event and the fi rst detec-
tion of the event. And the power management message can be delayed
due to collision and multi-hop communication. We use this assump-
tion for simplicity.

is ✠ ✛✑✏ ✢ ✛ ✍✗☛ ✛✒✥★✢ ✛ ✍ ✄ ✤✒✤✑✏ ✢ ✠✑✍ . Consequently, we can calcu-
late the lifespan, � ✁ ✂

, of the network as follows.

� ✁ ✂ ✄✙✘✛✚✢✜✣✜✢✤✡✥✧✦✩★ ☞ ★ ✘✫✪ ✬✣✭✫✮✯✣✯✢✰ ✪ ☞✲✱✄ ✎ ✥✣✢ ☞✩✄✳✆✟✞ ✎

Now let’s evaluate the network lifespan with basic radio-
triggered power management. We denote the lifespan as

� ✁ ✝
. With radio-triggered power management, nodes do not

wake up until an event happens. There are totally � ✁ ✝ ✓✍ ✂✚✙✔✴✶✵✑✴✸✷✺✹✢✁ ✂✸✻✽✼✽✾ ✕ events. Each day there are approximately

✂☛✙ events which correspond to ✂☛✙ ✓ ✠✿✓✖❀❁✷ ✄ ✠✒✙✩✓✖❀❁✷ , or ✂ ✢ ✤✒✥ ✄
of the time in a day. For each event, a node is in the wake-up
state for ✠ minutes ( ✂ ✠✫✙ ✙✒✙✒✙ ✩

✎
), with

☞
✩
✎

in the ✠ minutes
experiencing higher surge current. So the energy consumed
for each event is

✍ ✂ ✠✒✙✒✙✒✙ ✙ ✠ ☞ ✕
✩
✎ ✓ ✠✫✙ ✩ ✂

✓ ✂ ✢ ✎ ☞✩❂ ✓ ✠
☛ ☞ ✩

✎ ✓☛✤ ✙ ✩ ✂
✓ ✂ ✢ ✎ ☞✩❂ ✓ ✠

✄ ✛✒✥ ✛ ✙ ✂ ✎ ☞ ✩
✎ ✓

✩ ✂
✓❃❂

Consequently, � ✁ ✝
can be solved by the following equation.

✂ ✛ ✙✒✙ ✩ ✂ ✡
✓ ✠ ✓ ✂ ✢ ✎ ☞✩❂ ✄

� ✁ ✝ ✓ ✍ ✂ ✠ ✂ ✢ ✤ ✥ ✄ ✕ ✓ ✂☛✙ ✙✁�✄✂ ✓ ✂ ✢ ✎✌☞✿❂ ✓ ✠❄☛
� ✁ ✝ ✓ ✍ ✂☛✙✔✴✶✵✑✴✶✷✺✹✢✁ ✂✸✻✽✼✽✾ ✕ ✓✜✛ ✥✒✛ ✙ ✂ ✎✌☞ ✩

✎ ✓
✩ ✂

✓❅❂
(2)

Solving the equation, we get � ✁ ✝ ✄ ✠ ✂ ✠ ✦☎❆ ✄ ✂ ✏ ✦☎✄✝✆✟✞ ✎ .
Note that in these calculations, we do not consider the

sentry service. The reason is that there are a variety of sentry
devices with quite different implications on power manage-
ment schemes, and usually sentries constitute only a small
portion of the network.

Figure 6. Comparison of the network lifespan

of three power management schemes

Fig. 6 shows the comparison of the power saving in terms
of the lifespan of the networks. The basic radio-triggered
power management has a lifespan 2.6 times longer than the
rotation-based scheme. If we calculate the average power
of these schemes, the always-on scheme’s average power
is 58mW, the rotation scheme is 3.9mW, and the radio-
triggered scheme is 1mW. The radio-triggered scheme saves
74% of the energy that the rotation scheme uses.



5. Store-energy radio-triggered circuit

The radio-triggered circuit described in Subsection 3.2
has a limited operating distance of 10 feet with current
Berkeley motes. We discussed improvements to the circuit in
Subsection 3.4. In this section, we present two additional en-
hanced designs which use a capacitor to store energy and en-
able the radio-triggered hardware to operate at a much longer
distance.

5.1. Charge pump approach

The major problem when operating at a long distance is
the low energy level received by the receiving antenna. If the
energy received is not sufficient to instantly drive an inter-
rupt, we can still store energy for a period of time and then
trigger the interrupt when the energy has accumulated to a
certain level.

Fig. 7 shows such a design. It uses a charge pump to step
up the input voltage to a suitable level, and stores the electri-
cal energy on a capacitor � ✆✂✁ . The diodes in the schematic
are zero-bias Schottky diodes. When the voltage across �☎✆✂✁
increases beyond a certain level, it generates an increasing
edge at ✟ ✂✠☎✞✝ , and triggers a wake-up interrupt.
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Figure 7. Store-energy radio-triggered circuit
– charge pump approach

We use SPICE to simulate this design. Suppose the wake-
up radio signal excites an alternating current of 0.1V ampli-
tude. Fig. 8 shows the curve of ✟ ✂✆☎ ✝ versus time. ✟ ✂✆☎✞✝ in-
creases in a sharp curve to above 0.4V in the first 0.3ms,
then increases steadily to 0.6V in 1ms. After the first mil-
lisecond, ✟ ✂✆☎✞✝ increases slowly. The simulation shows that

✟ ✂✆☎ ✝ reaches to 0.69V within 5 milliseconds.

One advantage of this design is that all its elements are
easy to implement in integrated circuits. Hence, this circuit
can be easily incorporated in a system-in-chip design with
the exception of the antenna.
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Figure 8. Output voltage vs. time – charge

pump approach

5.2. Radio-Triggered circuit with an RC-filter

Still employing the idea of an energy-storing capaci-
tor, we may use a front-end RC-filter to enhance the fre-
quency selection of the radio-triggered wake-up circuit. The
schematic of the circuit is shown in Fig. 9. The resistor ✄✆☎ ,
capacitors �✞✝ and �✠✟ form a band filter to filter out radio
frequencies higher or lower than the wake-up signal’s fre-
quency. They enhance the selectivity of the radio-triggered
circuit. The resistance of ✄✡☎ and the capacitance of � ✝ and
�✠✟ depend on the property of the antenna and the wake-up
signal. Their values are thus not specified in the schematic.
After the filter, we use a step-up voltage transformer to in-
crease the input voltage on the antenna. Suppose the voltage
waveform on the antenna is a sinusoidal curve. The trans-
former increases the peak voltage of the sinusoidal curve to
a certain level. Increasing the voltage level makes it easier to
reach the voltage threshold required for triggering an inter-
rupt.

There is some energy loss during the voltage transform-
ing process. But modern transformer technology has reached
a point where this energy loss is negligible for our purpose
– energy efficiency of more than 90% is common. Further-
more, the circuit is to store energy over a relatively long
period of time (on the order of several milliseconds). The
lost energy only makes the energy-storing process slightly
slower, but does not affect its functionality.

We use a capacitor, � ✆☛✁ to store energy. When the an-
tenna receives radio signals, the flow of current accumulates
energy on � ✆✂✁ and the voltage across the capacitor increases
accordingly.

Again, we use SPICE to simulate the circuit and evalu-
ate how quickly the circuit responds to radio signals. Based
on characteristics of the experimental platform, we assume
the wake-up signal’s frequency is 433MHz. Fig. 10 plots the
change of the output voltage, ✟ ✂✠☎✞✝ , versus time.

The 433MHz wake-up radio signal begins at time 0. As
we can see from Fig. 10, the output voltage ✟ ✂✠☎✞✝ increases
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Figure 9. Store-energy radio-triggered circuit
with a filter

quickly in the first 1ms. In this period, the � ✆✂✁ is quickly ac-
cumulating energy. After 1ms, ✟ ✂✆☎ ✝ grows very slowly. The
simulation results show that ✟ ✂✠☎✞✝ reaches 0.6V at around
2.8ms. In most wireless sensor network applications, we be-
lieve a latency of 2.8ms is acceptable.
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Figure 10. Voltage output of the store-energy

radio-triggered circuit.

To compute the operating distance of the store-energy
radio-triggered circuit, we examine the energy accumulated
on the capacitor � ✆✂✁ . As mentioned above, an interrupt can
be triggered by a signal higher than ✙ ✢ ✛ V voltage. If we use

✙ ✢ ✛ V as a threshold, and requires that � ✆✂✁ be sufficiently
charged so that ✟ ✂✆☎✞✝ is no less than 0.6V, we can compute
the amount of energy needed to charge � ✆✂✁ as follows.

Using the capacitor energy formula � ✄ � ✟ ☞✟✁✁✠ , we
know � ✆✂✁ has 36nJ energy when it reaches 0.6V. Note that
the incoming power is given by Equation 1. Assuming that✦ ✙ ✄ of the received energy can be used to charge �☎✆✂✁ , we
have the following equation about the relation between re-
ceived energy and the energy on � ✆✂✁ .

� ✆ ✝ ✆ ✝ ✁ ✡✌☞✍ ✎ ✑✔✓ ✁✖✕ ☞
✓ ✠ ✢ ✦ ✓✂✁

✓☛✦ ✙ ✄ ✄ ✤ ✛ ✷✎✍ (3)

With parameters assigned the same values as specified in
Subsection 3.3, we solve the equation and find the distance✁

is 22 feet.

If we want a longer distance, we may choose to increase
the step-up rate of the transformer. This enables the circuit to
still charge � ✆☛✁ to a certain level, though it takes longer time.
Fig. 11 shows the relation between distance and latency. So

as much as 30 feet (three times of the 10-foot operating dis-
tance with the basic radio-triggered circuit) can be accom-
plished if we can accept 5ms latency. If the application al-
lows a latency of 55ms, the operating distance can be 100
feet (about 30 meters).
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Figure 11. Distance and latency.

6. Performance Evaluation of the Wake-Up

Efficiency

The performance of a power management scheme has
two aspects. First, it should enable network nodes to enter
as deep sleep mode as possible for as long a time as possi-
ble, hence increasing system lifespan. In Section 4, we have
shown that radio-triggered power management has excellent
performance in this aspect. Second, when events of inter-
est happen, the power management scheme should wake up
nodes as reliably as possible and as quickly as possible. We
call this aspect wake-up efficiency, and discuss it in this sec-
tion.

The wake-up efficiency directly affects the application. If
some nodes fail to wake up, or wake up after the event of
interest has finished, the network suffers a degraded perfor-
mance. We define three metrics to measure the wake-up ef-
ficiency – wake-up probability, wake-up latency and sensing

laxity. The wake-up probability is the probability of a node’s
successful wake-up when wake-up packets are sent within
its radio range. The wake-up latency is the time between
the transmission of the wake-up signal and the node’s suc-
cessful wake-up. The shorter the wake-up latency, the higher
the wake-up efficiency and the easier to hide the complex-
ity of the wake-up process from network protocols and ap-
plications. The sensing laxity is the interval between ✹☎✄ , the
moment that the node wakes up, and ✹✝✆ , the moment that
the event occurs in the node’s vicinity. Intuitively, it is the
amount of time that sensors are given to prepare for the de-
tection of an event. This metric is of high practical impor-
tance to a wireless sensor network application. The longer
the sensing laxity, the higher the sensing and classification
quality. Specifically, if the sensing laxity is negative, the sen-
sors do not wake up before the event occurs in the vicinity.
This means that the sensors either have to miss this event (a
false negative) or have severely degraded capability to sense
and classify the event.

To evaluate the wake-up efficiency, we use NS-2 to sim-
ulate a recent surveillance network – VigilNet [10]. The
VigilNet is comprised of a number of tripwire sections, each



of which is an autonomous surveillance area. Each tripwire
section has 100 nodes, which approximately form a 10 by 10
grid. When a person or a vehicle travels through the network,
the network nodes along its path detect the person or vehicle
and report the event. We simulate 20 nodes – a 2 by 10 lane
of a tripwire section – and their wake-up behavior when a tar-
get enters one end of the lane and leaves from the other end.
Among the 20 nodes, 5 nodes are sentry nodes and the re-
maining 15 nodes are non-sentry nodes.

In this evaluation, we compare two types of power man-
agement schemes – rotation based and radio-triggered. With
each scheme, we simulate targets entering the network at dif-
ferent speeds from 10MPH to 100MPH, and collect data on
wake-up probability, wake-up latency, and sensing laxity.

6.1. Wake-up probability

Wake-up probability characterizes the reliability of a
wake-up scheme. The current implementation of VigilNet
employs a rotation based scheme [10]. When a sen-
try detects a target, it transmits a long wake-up pream-
ble for one second. Non-sentry nodes wake up periodically
so that it stays in sleep mode for no more than one sec-
ond. Hence, when a sentry transmits a long wake-up pream-
ble and no collision happens, all nodes in this sentry’s ra-
dio range hear the preamble sooner or later and wake up.
When there is other communication, such as group commu-
nication, or reports to the base station, or another preamble
sent by another sentry, collision may happen and will re-
duce the probability of non-sentry nodes’ successful recog-
nition of the wake-up preamble.

We assume that, when collisions involving multiple long
preambles happen, a node is able to successfully recognize
the wake-up preamble with a probability of 60%. 4 Fig. 12
shows the number of nodes that fail to wake up when the ro-
tation based scheme is used. When the target’s speed is be-
low 50MPH, all nodes are successfully awakened. When the
speed further increases, one or two nodes fail to wake up.
This represents a wake-up probability of 87%-93%. The de-
crease of wake-up probability is caused by the increase of
colliding preambles when the target travels faster.

With radio-triggered wake-up, the collision of wake-up
signals do not prevent non-sentry nodes from waking up.
Therefore, the wake-up probability is 100%, outperforming
the rotation-based scheme. Actually, this resilience to in-
terference is an important advantage to the radio-triggered
wake-up over any content based wake-up, content being a
preamble or any other part of a packet that has a semantic
meaning.

6.2. Wake-up latency and sensing laxity

In this subsection, we examine two temporal characteris-
tics related to wake-up. The first characteristic is the wake-up
latency, which denotes the interval between the sending of a

4 Wireless collision is a complicated process. Here we assume that when
two nodes are transmitting long preambles simultaneously, the proba-
bility of collision is 40%. This is a slightly optimistic setting favoring
the rotation based wake-up scheme.
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Figure 12. Number of wake-up failures in a ro-

tation based network

wake-up packet from a sentry node and the wake-up of the
non-sentry node. With the rotation based scheme, wake-up
latency is a random variable with a range from 0 to 1 sec-
ond, because clocks are not precisely synchronized. If we
assume an even distribution of clock difference, the mean
wake-up latency is 500ms. With the radio-triggered scheme,
the wake-up latency is the time for the radio-triggered circuit
to accumulate energy and generate an interrupt. It’s a con-
stant value independent of the workload in the network. For
example, the wake-up latency is 5ms if store-energy radio-
triggered hardware is used and the operating distance is 30
feet (about 9 meters). If the operating distance increases to
100 feet (about 30 meters), the wake-up latency becomes
55ms, which is a non-negligible period of time, but still sig-
nificantly shorter than the mean latency of 500ms with the
rotation based scheme.

The second characteristic is the sensing laxity. It indicates
how much time the wake-up process finishes before the most
significant detection moment of a node. The formula to com-
pute the sensing laxity is ✹ ✆ ✠ ✹ ✄ , with ✹ ✆ and ✹ ✄ defined be-
fore.

The precise definition of the sensing laxity deserves some
consideration. We need two “moments” to compute the sens-
ing laxity. One moment is unquestionably the time that the
node wakes up ( ✹ ✄ ). The other, denoted as ✹✝✆ , is the mo-
ment that the event of interest happens in the node’s vicin-
ity. This deserves more consideration. If we defined “vicin-
ity” as the detecting area of the node, ✹ ✆ would be depen-
dent on the detecting range of the sensor on the node. For an
acoustic sensor whose detecting range is longer than a mag-
netometer, ✹ ✆ would be earlier. As a result, the latency would
be dependent on the detecting range, too. Put another way,
given a fixed network and a target trajectory in the network,
the latency would change if we change the sensors used. It
would be confusing if the sensing laxity changes when some-
thing not directly related to wake-up changes. So we use an-
other definition for ✹ ✆ . We define ✹ ✆ as the moment of time
that a target is closest to the node. Given a network and a tra-
jectory, ✹ ✆ can be unambiguously determined for each node
in the network. More importantly, the moment that the target
is closest to a node is often the moment the node senses the
strongest signal for the target. Therefore, it is usually a mo-



ment of the most significance that the node should be awak-
ened to monitor.

Fig. 13 shows the average sensing laxity for the rotation-
based scheme and the radio-triggered scheme. As we can see
from the figure, the sensing laxity decreases when the target
speed increases. This is because the faster the target, the less
time it leaves to a node to wake up and detect the target.

Fig. 13 indicates that, again, radio-triggered wake-up
shows better performance – its sensing laxity is consistently
larger than that of the rotation based scheme. When the tar-
get’s speed is 100MPH, the rotation based scheme has a neg-
ative average sensing laxity. This means that a significant
portion of nodes wake up after the target has passed the clos-
est point to them. At the same speed, the radio-triggered
scheme still maintains a laxity of about 300ms, which is suf-
ficient for most sensors to initiate a detection process.
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Figure 13. Sensing laxity

7. Advanced radio-triggered hardware

This section presents two ways to extend the basic radio-
triggered hardware component to support better performance
and stronger selectivity.

7.1. Amplified radio-triggered circuit

All the designs described above avoid using a depletable
power supply – the wake-up radio signals are the only source
of energy. If we relax this requirement, we can construct
more powerful hardware components with longer operat-
ing distance and more sophisticated functions, such as false-
alarm reduction and the ability to control more complicated
hardware than the interrupt circuitry.

Fig. 14 shows the schematic of a radio-triggered circuit
with amplification. An amplifier is added before the out-
put of the radio-triggered circuit. The amplifier has inter-
nal power supply so it can generate an output signal that has
more power than the received wake-up signals. By choos-
ing an amplifier that has a suitable amplification capability,
the amplified radio-triggered circuit generates a voltage out-
put signal powerful enough to trigger an interrupt, or conduct
other functions of choice. For example, it may perform some
local computation to filter out false alarms, turn on some sen-
sors, or initialize some components before the main proces-
sor resumes working.

The disadvantage of the amplifier circuit design is that
the amplifier uses energy when there are no wake-up sig-
nals. To maintain a certain level of responsiveness, the am-
plifier must stay on and consume energy when there are no
events of interest. This leakage energy in the idle state is what
radio-triggered hardware is designed to avoid. Undesirable
as it is, the leakage energy of an amplifier is often not a se-
rious problem. For example, Texas Instruments’ TLV240x
amplifier typically draws 880nA, which is about 0.8% of
the sleep mode current we observed [6]. Consequently, the
amplified radio-triggered hardware can potentially provide
more powerful functionality without compromising the en-
ergy efficiency. This makes it a useful option when the wake-
up logic needs to support sophisticated functions. The am-
plifier circuit can also increase the operating distance of the
radio-triggered circuit.
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Figure 14. Amplified radio-triggered circuit

7.2. Radio-triggered ID

Radio-triggered circuits can serve as a basic structure to
construct more advanced hardware components. In this sub-
section, we explore one such construction – a radio-triggered
ID component.

In Section 3, we mentioned that the wake-up packets
should be sent at a special radio frequency so that normal
radio communication does not unintentionally wake up the
idle part of the network. It is, however, impossible to prevent
a node from waking up when the node is within the range of
the wake-up signals, even though the node is not actively in-
volved in the current event of interest. This means that selec-
tivity provided by using a special wake-up radio frequency
is still not strong enough to support fine granularity power
management.

In this subsection, we explore the use of multiple fre-
quencies to enhance the selectivity of radio-triggered hard-
ware component. Physically, multiple frequencies can coex-
ist and serve different circuits working at different frequen-
cies. Technically, a node can employ multiple transceiver
to transmit radio signals at different frequencies simultane-
ously. 5 Furthermore, recent progress in transceiver design
has made it possible to transmit at multiple frequencies si-
multaneously from one transceiver and consume less energy

5 Antenna confi guration is a concern with multiple frequencies. For
simplicity, we assume that multiple transceivers (or one multi-band
transceiver) use multiple antennas. Multiple antennas are likely to in-
crease the size and packaging complexity of a node. Implementations
may choose to share some antennas given that the antenna system pro-
vides adequate signal quality.



than the sum of energy that would be used when transmit-
ting signals at those frequencies separately [9].

Applying a multiple-frequency technique, we can design
an ID system, radio-triggered ID (RTID), determined by
the combination of a number of frequencies. Based on this
RTID, we can implement better selectivity in a power man-
agement service, and, for some mission critical applications,
it can even replace the traditional ID system because RTID
is more robust and secure.

RTC0


RTC1


RTC2


AND


AND


Output


Figure 15. Radio-triggered ID component

Fig. 15 illustrates the design of the RTID component with
three radio-triggered circuits, RTC0 - RTC2, that operate on
distinct frequencies. Let’s denote the corresponding frequen-
cies Freq0 - Freq2. When and only when Freq0 is present,
is RTC0 activated. If RTC0 is activated, it generates a posi-
tive output which is interpreted as “1” for the input of the first
AND gate. Similarly, RTC1 generates “1” to the input of an
AND gate when Freq1 is present, RTC2 generates “1” to the
input of another AND gate when Freq2 is present. The out-
put of the RTID component is “1” when and only when all
Freq0 - Freq15 are present. The output of the RTID compo-
nent can then be connected to the wake-up interrupt input,
or a register bit that indicates whether the ID is matched. If
the output is connected to the wake-up interrupt, the node is
awakened when and only when all Freq0 - Freq2 are present.
Similarly, if the output is connected to a register bit, the bit
is set when and only when all Freq0 - Freq2 are present.

If there are 6 distinct frequencies in the network and the
RTID component in Fig. 15 is used, the network can have 20
unique frequency combinations, and these frequency combi-
nations can be assigned to nodes in the network. These com-
binations can serve as group IDs or locally unique IDs of net-
work nodes. We call these combinations RTIDs.

When a node, say, node A, wants to wake up another
node, say, node B, node A sends out wake-up signals si-
multaneously at 3 distinct radio frequencies corresponding
to node B’s RTID. This wakes up node B but not any other
nodes with a different RTID.

To approximately assess the performance gain us-
ing RTIDs, let’s examine a simple example. Suppose the net-
work has a density that each node has 8 neighbors in its com-
munication range. A node sends out a wake-up packet to
wake up one specific neighbor. This wake-up packet also
wakes up other neighbors with the same RTID. As a sim-
ple case, let’s first assume that no sophisticated RTID
assignment scheme is used and the RTIDs are evenly ran-
domly distributed. In this case, the probability that exactly
no other neighbor is awakened is 0.698, and the probabilities
that exactly one, two, . . . , seven other neighbors are awak-
ened are 0.257, 0.041, 0.004, 0.0002, 0.000006, 1.04e-07,

and 7.8e-10. If the energy consumed in one wake-up pe-
riod, before the node enters sleep mode again, is � , the
expected energy consumed by the neighbors on receiv-
ing one wake-up packet is

✙ ✢ ✛✒✥ ✦✧✓ � ☛ ✙ ✢ ✠ ☞☎✏ ✓ ✠ ✓ � ☛ ✙ ✢ ✙ ✎ ✂ ✓✚✤ ✓ � ☛
✙ ✢ ✙✒✙ ✎ ✓ ✎✠✓ � ☛ ✙ ✢ ✙✒✙✒✙ ✠ ✓ ☞✧✓

� ☛ ✙ ✢ ✙✒✙✒✙ ✙ ✛☎✓☛✛ ✓ � ☛
✂ ✢ ✙ ✎ ✓ ✂☛✙ �

✰ ✓✟✏ ✓
� ☛ ✏ ✢ ✦✧✓ ✂☛✙ � ✘✛✜ ✓✜✦ ✓ �

✄ ✂ ✢ ✤ ☞ ✓
�

Without RTID, a wake-up packet wakes up all the neigh-
bors. In this case, the expected energy consumed is

✦✖✓
� .

Therefore, the RTID technology enhances the selectivity of
a radio-triggered wake-up, and reduces

✦✒✤ ✄ of the energy
consumption.

In the above example, RTIDs are randomly assigned to
nodes. This corresponds to a random addressing scheme.
With a more advanced addressing scheme that assigns differ-
ent RTIDs to neighbors in a one-hop communication area, 6

we can achieve more energy saving. When there are no dupli-
cate RTIDs among one’s neighbors, a wake-up packet wakes
up exactly one node. The energy consumed is � , which is

✠ ✛ ✄ less than that with the random scheme and
✦✒✦ ✄ less

than that with no RTID support.

If the network has a higher density or needs finer selectiv-
ity, it is technically straightforward to add more frequencies
and radio-triggered circuits to the node. For example, if we
use 8 frequencies and 4 radio-triggered circuits on a node,
the RTID system can provide 105 unique IDs.

An important feature of RTID is jamming-resistant. Tra-
ditional ID systems in network protocols embed the desti-
nation ID in the packet header. The receiving node parses
the incoming packet and reads the ID in the header to deter-
mine the addressee. If there is radio jamming, the receiving
node may not correctly read the ID, thus be unable to realize
that the message is for itself. The RTID, on the other hand, is
less vulnerable to radio-jamming. When node A uses RTID
to identify that the recipient of the packet is node B, jam-
ming radio signals can only add more energy to the frequen-
cies used. Hence, node B is still able to be awakened. This
meets the requirement that a node should not miss a wake-up
call. Note that a node may be awakened by the radio jam-
ming signals if the signals are transmitted at the frequencies
corresponding to its RTID. This is a “false positive” situa-
tion. In this case, a node can listen to the channel to estimate
the network status. If it does not receive a correct packet in
a period of time, node B can easily realize that jamming has
possibly happened and try to solve the problem.

There is, obviously, hardware cost involved with RTID.
For a component shown in Fig. 15, three radio-triggered cir-
cuits are needed. Besides, three radio transceivers or one ra-
dio transceiver capable of transmitting multiple-frequency

6 This is equal to a coloring problem. Whether or not this is feasible de-
pends on application requirements. Technically, this type of advanced
addressing scheme can be accomplished by frequency-tunable radio
component or controlled deployment.



signal is needed. Therefore, RTID might be used in mission
critical systems where robustness and fine power manage-
ment granularity are more important than cost.

8. Conclusions

In this paper, we present radio-triggered hardware and ex-
plore its applications in power management. By extracting
energy from the radio signals, the radio-triggered hardware
provides wake-up signals to the network node without us-
ing internal power supply. If adequate antennas are used, this
wake-up mechanism does not respond to normal data com-
munication signals and thus does not prematurely wake up
the network node. More importantly, the radio-triggered cir-
cuit becomes energized and generates a wake-up signal ex-
actly when suitable wake-up signals arrive. Because of the
zero stand-by power consumption and timely wake-up ca-
pability, radio-triggered hardware can be used to construct
highly flexible and efficient power management schemes.

Based on our observations in real-world experimental sys-
tems, we assess the performance of radio-triggered power
management. Simulations and calculations show that power
management schemes based on radio-triggered hardware can
significantly enhance energy efficiency. It saves 98% energy
used in a system without power management and over 70%
energy used in a system with typical existing power manage-
ment schemes.

Using the NS-2 network simulator to simulate part of a
VigilNet surveillance network [10], we evaluate the wake-up
efficiency of the rotation based wake-up and radio-triggered
wake-up. The result shows that the radio-triggered wake-up
consistently outperforms the rotation based wake-up.

We also explore extensions to radio-triggered hardware to
enable longer operating distance and stronger selectivity. A
store-energy radio-triggered circuit accumulates energy ex-
tracted from radio signals for a period of time before trigger-
ing the wake-up interrupt. This enables a longer operating
distance. Relaxing the zero stand-by power requirement, an
amplified radio-triggered circuit can also increase the operat-
ing distance. An RTID component is a combination of radio-
triggered circuits at different frequencies. It features stronger
selectivity and can further improve energy efficiency. Based
on the radio-triggered hardware, efficient power manage-
ment protocols can be constructed to ensure network nodes
neither wake up too often nor miss wake-up calls.
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