
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 56, NO. 6, JUNE 2010 2887
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Abstract—We study cellular-like wireless networks in which the
cells may overlap substantially, and a common channel is used for
all cells. Thus, transmissions intended for one destination (or base
station) can cause interference at neighboring destinations. We as-
sume the use of a “collision-channel” model, in which arbitrary
communication and interference regions are associated with each
destination. The interaction between such cells is best exemplified
if the protocol of access in each cell is pure random access, i.e.,
Slotted Aloha. We derive a mathematical formula for the max-
imum achievable throughput for multiple-cell networks that satisfy
a “balance” condition, which is related to (but not as stringent as)
symmetry. This formula implies that the throughput achieved in a
cell is affected only by the degree of overlap with adjacent cells, i.e.,
a cell’s throughput is not affected by transmissions that are outside
of its interference region. Moreover, we show that, at the point of
maximum throughput, the expected channel traffic is one packet
per slot in each cell, an extension of the result obtained many years
ago for single-destination networks.

Index Terms—Aloha, cellular, channel traffic, collision channel,
multiple destinations, random access.

I. INTRODUCTION

W E study channel access in wireless networks that con-
sist of multiple overlapping cells. To understand such

networks at a fundamental level, we consider a single channel
that is used in all cells of the networks. This departs from the
classical model of assigning distinct frequency channels to ad-
jacent cells. We focus on the uplink channel (i.e., the channel
from the users to the destinations). As a consequence of the use
of a single channel, the interference from neighboring cells at a
destination can be substantial.

Our objective is to study the impact of other-user interference
on throughput in multicell networks. We derive the expression
for the maximum throughput in heavily loaded networks that
use stabilized Slotted Aloha and satisfy the “balance” condi-
tion (see Section IV). As expected, the maximum throughput
depends on the degree of overlap. We also show that the channel
traffic is equal to one packet per slot at each destination at max-
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Fig. 1. Multiple access to two destinations by overlapping user populations.

imum throughput, regardless of the amount of overlap. This is a
generalization of the original result derived many years ago for
single-destination Slotted Aloha networks [1]–[4].

II. INTERFERENCE IN MULTIPLE-DESTINATION

RANDOM-ACCESS NETWORKS

We start by considering a simple network with two destina-
tions ( and ) and a number of users that are within their
interference regions (Fig. 1). We assume that each packet is in-
tended for a particular single destination. Successful (i.e., colli-
sion-free) reception at the wrong destination does not add to suc-
cessful throughput. Note that interference region can be greater
than communication region and the regions (or cells) can have
arbitrary shape.

We say a transmission is “heard” at a destination if its signal
strength at that destination is sufficiently large to cause destruc-
tive interference (i.e., a collision), although it may not be strong
enough to be received successfully (i.e., it may be outside the
communication region of the destination). We define group 1 to
be the set of users within interference region of only . All of
group-1 users are intended for . Similarly, group 2 is the set
of users within interference region of only . All of group-2
users are intended for .

Users that are within the intersection of the two interference
regions are said to be in group 3. We assume that some group-3
packets are intended for , while other group-3 packets are in-
tended for . Transmissions by group-3 users are heard by both

and , and can cause interference (collisions) with packets
for either destination. As in [5], we assume that the destructive
interference caused by the combined effect of two or more users
outside the interference region is negligible.

The notion of groups is easily extended to networks with
destinations. As in [5], we define groups in terms of the subset
of destinations at which transmitted packets in that group are
heard. Because there are nonempty subsets of destina-
tions, there are possible groups, which are labeled from
1 through . Note that some groups may be empty.

Let the label of a group be denoted by , which is an integer
between 1 and . We then expand into a binary number
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Fig. 2. Three-destination network .

consisting of ones and zeroes. A one in the th position in
this binary number indicates that destination will hear trans-
missions from group . A zero in the th position indicates that
destination will not hear from group . We now let be
the set of destinations that are within the interference region of
group . That is, is the set of destinations determined by
the 1’s in the binary expansion of group . A complete listing
of the sets of destinations corresponding to each group for a
three-destination network is (see Fig. 2):

, and .

III. SLOTTED ALOHA FOR MULTIPLE-DESTINATION NETWORKS

We now describe the operation of Slotted Aloha in a net-
work with multiple destinations and overlapping user popula-
tions. Each newly generated packet is a member of one of the
groups defined in the previous section, as determined by the set
of destinations at which it can be heard. Moreover, each such
packet is intended for one specific destination (which is implic-
itly assumed to be within its communication range).

The total packet-generation rate (or, equivalently, total arrival
rate), summed over all destinations in the network, is designated
by , and is measured in packets per slot. All packets have the
same fixed length, which is equal to one time slot [4]. Each
newly arriving packet, rather than being transmitted immedi-
ately, joins the “backlog.” In any arbitrary slot, each backlogged
packet is transmitted with a suitable transmission probability (to
be specified later in this section). Packets that experience colli-
sions remain in the backlog, and must be retransmitted in a later
slot. A packet permanently leaves the network when it is suc-
cessfully transmitted.

To simplify the discussion, we frequently use the term “users”
to refer to backlogged packets. That is, a new user is created
when a new packet arrives to the network, i.e., we identify this
new packet with this new user. This user exists in the network
until the packet is successfully transmitted, and then the user
disappears.

A. Transmission Probability, Cells, and Channel Traffic

For the Slotted Aloha protocol, the transmission probability
is defined as the probability with which a backlogged packet
is transmitted in a slot. In single-destination stabilized Slotted
Aloha, the throughput is maximized when this transmission
probability is chosen as , where is the number of back-
logged packets. The maximum throughput approaches as

approaches [2], [3], [6]. Similarly, in the multiple-destina-
tion networks studied in this paper, the transmission probability

of a packet is chosen based on the total backlog summed over
all users that can be heard at the packet’s destination (which
now also includes packets intended for other destinations), as
is discussed below.

Definition 1: The “cell of destination in slot ,” denoted by
, is defined as the set of backlogged packets that are within

the interference region of at the beginning of slot .
Thus, in this paper, a “cell” refers to a time-varying set of

backlogged packets that are within the interference region of a
particular destination. For example, the network in Fig. 1 has
two cells: is the union of group 1 and group 3, and
is the union of group 2 and group 3. Thus, some packets are
members of more than one cell.

Let be the number of backlogged packets that be-
long to group and are intended for destination in time slot .
We assume that these packets are transmitted with the
same transmission probability, denoted by . Further, we
require that

(1)

i.e., all packets that are intended for the same destination are
transmitted with the same probability, even if they belong to dif-
ferent groups. We denote the common transmission probability
in (1) by .

Let be the channel traffic at destination (i.e., the
average number of transmissions per slot) when the backlog in
slot is packets. We have

(2)

Let be the channel traffic caused by the transmitted
packets in cell , i.e.,

Let be the fraction of the packet arrivals that belong
to group and are intended for destination , i.e.,

(3)

where is the total arrival rate for the network, given by

(4)

and is the arrival rate of packets belonging in group and
intended for destination .

Let be the fraction of arriving packets that are
within the interference region of destination , and
be the fraction of arriving packets that are intended for . We
have

(5)
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IV. MAXIMUM THROUGHPUT OF BALANCED NETWORKS

For the classic case of a single-cell network (in which the only
cell is denoted by ) with a large number of backlogged
packets, stabilized Slotted Aloha’s maximum throughput of
packets/slot is achieved when the transmission probability is

[3], [6]. Thus, the transmission probability
is inversely proportional to the number of packets in cell .
In practice, this number may not be precisely known and may
be estimated by, for example, the method in [6]. Motivated by
this fact, for the case of multiple destinations, we implement sta-
bilized Slotted Aloha for cell by letting the transmission
probability for each packet intended for destination (which is
a subset of the packets in ) be inversely proportional to the
total number of backlogged packets in .

Because cells overlap, a backlogged packet may be a member
of several cells. Its transmission probability is based on ,
which includes packets in that are intended for other des-
tinations, in addition to those intended for . That is, in slot , we
require that each packet intended for destination transmit with
probability for some constant , which we
determine later.

Let us now derive the maximum throughput at an arbitrary
destination . Thus, consider an arbitrary time slot , and let us
focus our attention on the cell , because packets that are
not in cannot interfere at destination . We can write

where is the number of packets in cell that are
intended for destination . Let be the random variable
representing the number of transmitted packets in that are
intended for destination .

Recall that all the packets in that are intended for
are transmitted with the same transmission probability

. A transmission is successful at if (a) there is ex-
actly one transmission of a packet in that is intended for
, and (b) there are no transmissions of packets in that are

not intended for . Thus, the throughput (i.e., the probability of
successful transmission) at is given by

(6)

where

for . From (6), we have

(7)

In the following, we consider a special class of networks for
which we are able to derive the exact formula for the max-
imum throughput. First, note that the total number of back-
logged packets in the network at the beginning of slot is

Definition 2: We say that a network with destinations is
balanced in time slot if the following conditions are satisfied
for each destination and each group

1) ,
2) , where is a constant, and
3) .

Remark 1:
1) Condition 1 for balanced networks means all cells expe-

rience the same level of average offered traffic load. Net-
works that satisfy this condition are easy to construct (see
Section V). Condition 2 states that the same constant is
used in for all destinations . This condition restricts
the class of networks for which we can provide a definite
result (see Theorem 1). However, it is in harmony with the
approaches used for single destination networks, and can
be considered as an interesting special case that employs
uniform transmission control.

2) Recall from (3) that , where is the
total arrival rate for the network, given by (4). Thus, Con-
dition 3 of Definition 1 is equivalent to

3) Condition 3 requires . (i) One (obvious but im-
practical) method to ensure that is by letting
the average number of packets arriving into the network
per time slot to approach infinity, i.e., . With this
method, we have for every slot . Further,
from a strong law of large numbers, it can be shown that

with probability 1, i.e., Con-
dition 3 of Definition 1 holds. (ii) Another (experimental)
method is to choose an arrival rate slightly larger than
the total throughput (i.e., the departure rate), so that the
number of backlogged packets steadily increases as time
progresses. With this method, we have as

. Our simulations for a variety of networks indi-
cate that Condition 3 holds as long as both Conditions 1
and 2 hold.

4) For balanced networks, depends on through
Condition 3. Thus, we have

for all groups , and all destinations , such that
. Similarly, it can be shown from Conditions

2 and 3 that as
.
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5) For a single-destination network (which clearly satisfies
our definition of balance), it is well known that the max-
imum throughput is achieved when the channel traffic (i.e.,
cell traffic) is one packet per slot [2], [3]. The following
theorem shows that the same conclusion also holds for
balanced multiple-destination networks. Note that the the-
orem is valid for both symmetric and asymmetric networks
(see Section V).

Theorem 1: For a balanced network that contains a very large
number of backlogged packets in time slot , i.e., ,
the maximum throughput at destination is given by

which is achieved if and only if and the
channel traffic is one packet per slot, i.e., .

Proof: Using Condition 1 of Definition 1 in the general
throughput expression (7), we have

By letting , we have (by
Remark 1.4), and, hence

To summarize, for the balanced network with an infinite number
of backlogged packets, we have

Next, we have

For the balanced network with , we have
by Remark 1.4. Thus

In summary, we have for the balanced network
with an infinite number of packets. Similarly, it can be shown
that for any slot and any destination .

It is well known that , and the equality is
achieved if and only if . Using this fact in the above
throughput expression, we have

in which the equality is achieved (i.e., when is maxi-
mized) if and only if . Thus, the maximum throughput
at destination is

which is achieved if and only if (i.e.,
.

Remark 2:
1) From Theorem 1, the maximum throughput and the

channel traffic do not depend on the time slot variable
, as long as . Thus, for balanced networks

with infinite backlog, we can omit from the expressions
for maximum throughput and the channel traffic, i.e.,
we simply write and instead of and

.
2) In Theorem 1, the throughput at destination depends only

on and . Thus, for multiple-destina-
tion balanced networks, the throughput computed at a cell
does not depend on the transmissions at other cells that do
not overlap with it. That is, a cell’s throughput is not af-
fected by users that are outside of its interference region.

3) For balanced networks, the following facts follow directly
from Theorem 1. The total network throughput is given by

When the cells are disjoint, we have . When the
cells overlap fully, we have .
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Fig. 3. General network configuration.

V. EXAMPLES OF BALANCED

MULTIPLE-DESTINATION NETWORKS

We now present examples of networks for which
for all destinations . Here, for

each destination and each time slot , we assume that
and as

(see Remark 1.3). That is, these networks
are balanced (by Definition 1), and, hence, the maximum
throughput at each destination can be analytically computed
(using Theorem 1). In the following, we assume that the arrivals
are uniformly distributed spatially throughout the network (i.e.,
throughout the union of all communication regions). Therefore,
the arrival rate corresponding to any such region is proportional
to its area.

Fig. 3 shows an example of a general network with destina-
tions (or base stations), shown by black dots. The interference
region associated with each destination is also shown,

. In this example, we assume that interference regions
are equal to the communication regions for all destinations. It
is clear that a sufficient condition for ,
for all , is that the interference regions of all destinations are
equal in size (although they can be of arbitrary shape). Note that
the throughput of any particular cell depends on the degree of
overlap from neighboring cells, as implied by Theorem 1, where

and are evaluated based on geometry.
To illustrate geometrical considerations that lead to balanced

networks, we now consider some examples in which the inter-
ference regions are larger than the communication regions. For
example, consider a finite cellular network in which the desti-
nations are located on a square grid, communication and inter-
ference regions are circular, the interference regions of adjacent
cells overlap, and the arrivals are limited to a region that consists
of the union of the communication regions. In such cases, the
interference regions of the “edge” cells and “corner” cells will
contain regions with no arrivals. Consequently, the balance con-
dition would be violated, even when the communication range
is the same for each cell and the interference range is the same
for each cell.

However, there is a special class of networks, which we call
symmetric networks, that continue to satisfy the balance condi-
tion even when the interference regions are larger than the com-
munication regions. Recall from Section II that denotes
the set of destinations that are within the interference region of
group . Let be the weight of group , i.e., the number of ones
that are contained in the binary expansion of .

Definition 3: A multiple-destination network is said to be
symmetric if for all groups , and all des-
tinations , such that , and .

Fig. 4. Symmetric six-destination network.

For symmetric networks, it is easily observed (on the basis
of geometry and the fact that arrivals are uniformly spatially
distributed) that and

for all destinations , i.e., Condition 1 of Defini-
tion 1 holds. Again, we also assume that Conditions 2 and 3
hold. Thus, symmetric networks are balanced, and additionally
the throughput is the same for all destinations.

Consider the two-destination network shown in Fig. 1. As-
sume that this network is symmetric. Definition 3 implies that

and . Note that
and . From Theorem 1, we

have

i.e., the throughput per destination depends on only . This
agrees with the results in [5].

Symmetric networks of arbitrary number of destinations can
be configured, e.g., by placing the destinations on the vertices
of regular polygons, as shown in Fig. 4 for a six-destination
network. The users are located inside the solid circles whose
radii represent the common communication range associated
with each destination. The dotted circles represent the interfer-
ence regions, which are also assumed to be the same size for all
destinations.

VI. CONCLUSION

This paper has addressed the random-access problem in net-
works with multiple destinations with overlapping user popu-
lations, using a collision-channel model. For stabilized Slotted
Aloha, under the “balance” requirement defined in this paper,
we are able to analytically compute the maximum throughput at
each destination in the network. We have shown that the channel
traffic is one packet per slot at each destination when operating
at the point of maximum throughput. The throughput of “sym-
metric” networks, in which the traffic demands are distributed
uniformly in space, is easily computed on the basis of geomet-
rical considerations, even when the interference range exceeds
the communication range. Our model is motivated by a desire to
“push” the limits of sharing a common channel by allowing con-
siderable overlaps among user populations that are intended for
different destinations. Our formulation provides the means of
capturing the effects of arbitrary levels of interference without
the complexities of SINR-based or carrier-sensing models. The
intention is to assess the performance loss that occurs as such
cells get squeezed closer together for improved spectrum re-use.
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