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#### Abstract

We study random cutting down of a rooted tree and show that the number of cuts is equal (in distribution) to the number of records in the tree when edges (or vertices) are assigned random labels.

Limit theorems are given for this number, in particular when the tree is a random conditioned Galton-Watson tree. We consider both the distribution when both the tree and the cutting (or labels) are random, and the case when we condition on the tree.

The proofs are based on Aldous' theory of the continuum random tree.


## 1. Introduction

We consider random cutting down of rooted trees, defined as follows [31]. If $T$ is a rooted tree with number of vertices $|T| \geq 2$, we make a random cut by choosing one edge uniformly at random. Delete this edge so that the tree separates into two parts, and keep only the part containing the root. Continue recusively until only the root is left. We let $X(T)$ denote the (random) number of cuts that are performed until the tree is gone.

The same random variable appears when we consider records in a tree. Let each edge $e$ have a random value $\lambda_{e}$ attached to it, and assume that these values are i.i.d. with a continuous distribution. Say that a value $\lambda_{e}$ is a record if it is the largest value in the path from the root to $e$. Then the number of records is again given by $X(T)$.

To see this, generate first the values $\lambda_{e}$ and then cut the tree, each time choosing the edge with the largest $\lambda_{e}$ among the remaining ones. By symmetry, this gives the cutting procedure above, and an edge is cut at some time if and only if its value is a record. Hence the number of records equals the number of cuts.

Remark 1.1. When we say that cutting and records give the same random variable, we really mean that they give random variables with the same distribution. (The proof just given gives a natural coupling where the two variables really coincide.)

[^0]Remark 1.2. As is well-known, and seen by the argument above, the distribution of $\lambda_{e}$ does not matter, because only the order relations are important. (We assume the distribution to be continuous to avoid ties.) For the same reason, we could alternatively let the values $\lambda_{e}$ be a random permutation of $1, \ldots,|T|-1$.
Remark 1.3. An alternative way to see the equivalence between the number of cuts and the number of records is to chop up the tree completely by cutting all edges in random order. Label the edges by $1, \ldots,|T|-1$ in the order they are cut. If we count only the cuts where the cut edge still is connected to the root, we recover $X(T)$. These edges are the edges with minimal labels on the path to the root, i.e. the records for the reversed order.

There are also vertex versions of cuttings and records. For cuttings, choose a vertex at random and destroy it together with all its descendants. Continue until the root is chosen and thus the whole tree is destroyed. We let $X_{v}(T)$ denote the random number of vertex deletions that are needed.

For records, we assign i.i.d. values $\lambda_{v}$ (or a random permutation) to the vertices, and define a record as above. The equivalence between cuttings and records is seen as above.

The edge and vertex versions are closely related. Indeed, let $\tilde{T}$ be the tree obtained by adding a new root to $T$, with the old root as its only child. Then there is a natural correspondence between edges of $\tilde{T}$ and vertices of $T$ (each edge corresponds to the endpoint of it most distant from the root), and this correspondence preserves the cutting and record operations defined above. Consequently, $X_{v}(T)=X(\tilde{T})$.

Conversely, if $T^{\prime}$ is the rooted forest obtained from $T$ by deleting the root, letting its neighbours be the new roots, then $X(T)=X_{v}\left(T^{\prime}\right)$, with the obvious extension of the definition above to rooted forests. This extension is trivial, since if $F$ is a rooted forest with tree components $T_{1}, \ldots, T_{k}$, then $X_{v}(F)=\sum_{j} X_{v}\left(T_{j}\right)$ (and similarly $\left.X(F)=\sum_{j} X\left(T_{j}\right)\right)$ with the summands independent, because cuttings and records in the different components are independent. (This is easiest seen with records, since the cuttings appear in a jumbled order.)

We will mainly study the edge version, which is traditional for cuttings (although the vertex version seems more natural for records). In Section 6 we show that the results transfer to the vertex version.

Our main results concern the asymptotical behaviour of $X(T)$ for a class of random trees $T$ (i.e. for a class of distributions of $T$ ). Let us, however, first remark that it also is of interest to study $X(T)$ for deterministic trees $T$. We give one example here, and two others in Section 8.

Example 1.4. Take $T=P_{n}$, a path with $n$ edges, with the root at an end. $X\left(P_{n}\right)$ (or, equivalently, $X_{v}\left(P_{n-1}\right)$ ) is the number of records in a sequence of $n$ i.i.d. values $\lambda_{1}, \ldots, \lambda_{n}$, or in a random permutation of $1, \ldots, n$. This is the classical record problem, which has been much studied, see for example [36]. Let $I_{j}=1$ if $\lambda_{j}$ is a record, and $I_{j}=0$ otherwise, $j=1, \ldots, n$. It is
easily seen that $\mathbb{P}\left(I_{j}=1\right)=1 / j$, so $I_{j} \sim \operatorname{Be}(1 / j)$. Moreover, the random variables $I_{j}$ are independent [36]. Since $X\left(P_{n}\right)=\sum_{j=1}^{n} I_{j}$, we have

$$
\begin{equation*}
\mathbb{E} X\left(P_{n}\right)=\sum_{j=1}^{n} \mathbb{E} I_{j}=\sum_{j=1}^{n} \frac{1}{j} \sim \ln n \tag{1.1}
\end{equation*}
$$

The representation $X\left(P_{n}\right)=\sum_{j=1}^{n} I_{j}$ further yields easily, by the central limit theorem with Liapounov's condition [23, Exercise 5.20] or via an approximation by a Poisson distribution $\mathrm{Po}(\mathbb{E} X)$ or $\mathrm{Po}(\ln n)$ [4, Theorem 2.M], asymptotic normality:

$$
(\ln n)^{-1 / 2}\left(X\left(P_{n}\right)-\ln n\right) \xrightarrow{\mathrm{d}} N(0,1) \quad \text { as } n \rightarrow \infty .
$$

We can write $X(T)$ as a sum of indicators as in Example 1.4 for any tree $T$, see the proof of Lemma 4.3 below, but paths are very special; it is essentially only for paths that these indicators are independent. (More precisely, for $T$ such that $T^{\prime}$ is a collection of paths rooted at one end; for $X_{v}(T)$ the condition is that $T$ is a path rooted at one end.) For general trees we therefore need other methods.

Example 1.5. The simplest example where the indicators are dependent is $X_{v}(T)$ where $T$ is a tree with three vertices: one root 0 attached to two leaves 1 and 2. We have $X_{v}(T)=I_{0}+I_{1}+I_{2}$ with $\mathbb{P}\left(I_{0}=1\right)=1$ and $\mathbb{P}\left(I_{1}=1\right)=\mathbb{P}\left(I_{2}=1\right)=1 / 2$, but $\mathbb{P}\left(I_{1}=I_{2}=1\right)=1 / 3$. In fact, $X_{v}(T)$ has in this case a uniform distribution on $\{1,2,3\}$.

The classes of random trees that we consider are the conditioned GaltonWatson trees, obtained as the family tree of a Galton-Watson process conditioned on a given total size. (Other classes of random trees will presumably yield other interesting results with different normalizations. Random recursive trees and binary search trees would be interesting examples.) More precisely, let $\xi$ be a non-negative integer valued random variable, and consider the Galton-Watson process with offspring distribution $\xi$. Let $\mathcal{T}_{n}$ be the family tree, conditioned on its number of edges being $n$. (We consider only $n$ such that $n$ edges is possible.) Note that the order of $\mathcal{T}_{n}$ thus is $n+1$; a more common notation is to let $\mathcal{T}_{n}$ have order $n$, but our choice will be more convenient in the proofs because we consider edge cuttings and records. For the limit results, it does not matter whether $n$ denotes the number of edges or vertices.

We let $\xi$ (or rather its distribution) be fixed throughout the paper. We assume always

$$
\begin{align*}
\mathbb{E} \xi & =1 \quad(\text { the Galton-Watson process is critical) }  \tag{1.2}\\
0<\sigma^{2} & =\operatorname{Var} \xi<\infty \tag{1.3}
\end{align*}
$$

(In papers on conditioned Galton-Watson trees, it is often assumed that $\xi$ has an exponential moment, $\mathbb{E} e^{\alpha \xi}<\infty$ for some $\alpha>0$. This is sometimes
a technically useful assumption, but we will in this paper only assume finite variance (1.3), and sometimes finite higher moments.)

It is well known [1] that the families of random trees obtained in this way are the same as the simply generated families [32]. Many combinatorially interesting families are of this type; some examples to which our results apply are the following, for further examples see e.g. [1, 12].
(i) Ordered (=plane) trees. $\mathbb{P}(\xi=k)=2^{-k-1} ; \sigma^{2}=2$.
(ii) Unordered labelled trees (Cayley trees). $\xi \sim \operatorname{Po}(1) ; \sigma^{2}=1$.
(iii) Binary trees. $\xi \sim \operatorname{Bi}(2,1 / 2) ; \sigma^{2}=1 / 2$.
(iv) Strict binary trees. $\mathbb{P}(\xi=0)=\mathbb{P}(\xi=2)=1 / 2 ; \sigma^{2}=1$.
(v) $d$-ary trees. $\xi \sim \operatorname{Bi}(d, 1 / d) ; \sigma^{2}=1-1 / d$.

We will thus study $X\left(\mathcal{T}_{n}\right)$ where $\mathcal{T}_{n}$ is as above. Since both the cutting (or records) and the tree are random, this can be regarded in (at least) two ways.

First, we can regard $X\left(\mathcal{T}_{n}\right)$ as a random variable, obtained by picking a random tree $\mathcal{T}_{n}$ and then a random cutting of it. This point of view has been taken by Meir and Moon [31] (mean and variance for Cayley trees), Chassaing and Marchand [9] (asymptotic distribution for Cayley trees), Panholzer $[33,34]$ (asymptotic distribution for some special families of simply generated trees, and for non-crossing trees). One of the main results of this paper is to extend these results to all conditioned Galton-Watson trees. All unspecified limits in this paper are as $n \rightarrow \infty$.

Theorem 1.6. Let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree of size n, defined by an offspring distribution $\xi$ satisfying (1.2)-(1.3). Then,

$$
\begin{equation*}
\frac{X\left(\mathcal{T}_{n}\right)}{\sigma n^{1 / 2}} \xrightarrow{\mathrm{~d}} Z \tag{1.4}
\end{equation*}
$$

where $Z$ has a Rayleigh distribution with density $x e^{-x^{2} / 2}, x>0$. Moreover, if $\mathbb{E} \xi^{m}<\infty$ for every $m>0$, then all moments converge in (1.4), and thus, for every $r>0$,

$$
\begin{equation*}
\mathbb{E} X\left(\mathcal{T}_{n}\right)^{r} \sim \sigma^{r} n^{r / 2} \mathbb{E} Z^{r}=2^{r / 2} \sigma^{r} \Gamma\left(\frac{r}{2}+1\right) n^{r / 2} \tag{1.5}
\end{equation*}
$$

Remark 1.7. The proofs of special cases of Theorem 1.6 by Chassaing and Marchand [9] (using an equivalence with hash tables) and Panholzer [33, 34] (using generating functions) are quite different from our proof.

Remark 1.8. The proof shows that (1.5) holds provided $\mathbb{E} \xi^{\lfloor r\rfloor+2}<\infty$; this is presumably not sharp. For $r=1$, we can show that $\mathbb{E} X\left(\mathcal{T}_{n}\right) \sim$ $\sigma \sqrt{\pi n / 2}$ holds assuming only (1.3), see Appendix A; we do not know if moment conditions on $\xi$ really are needed for the higher moments. Similarly, $\mathbb{E} \xi^{\lfloor r k\rfloor+2}<\infty$ is sufficient for (1.11) below, and $\mathbb{E} \xi^{4}<\infty$ is sufficient for Theorem 1.12; we doubt that these conditions are sharp.

The other point of view is to study $X\left(\mathcal{T}_{n}\right)$ as a random variable conditioned on $\mathcal{T}_{n}$. In other words, we consider the random procedure in two
steps: First we choose a random tree $T=\mathcal{T}_{n}$. Then we keep this tree fixed and consider random cuttings of it; this gives a random variable $X(T)$ with a distribution that depends on $T$. Normalizing as in Theorem 1.6, we let $\mu_{T}$ denote the distribution of $\sigma^{-1} n^{-1 / 2} X(T)$; thus $\mu_{\mathcal{T}_{n}}$ is a random probability distribution, viz. the distribution of $\sigma^{-1} n^{-1 / 2} X\left(\mathcal{T}_{n}\right)$ given $\mathcal{T}_{n}$.

The reader who is not comfortable with a random probability distribution can instead consider the moments $m_{k}(T):=\mathbb{E} X(T)^{k}, k=1,2, \ldots$ For any tree $T$, these are some numbers; taking $T$ to be the random tree $\mathcal{T}_{n}$, we obtain the random variables

$$
\begin{equation*}
m_{k}\left(\mathcal{T}_{n}\right)=\mathbb{E}\left(X\left(\mathcal{T}_{n}\right)^{k} \mid \mathcal{T}_{n}\right) \tag{1.6}
\end{equation*}
$$

The moments of $\mu_{\mathcal{T}_{n}}$ are thus $\sigma^{-k} n^{-k / 2} m_{k}\left(\mathcal{T}_{n}\right)$.
We define, for a function $f$ defined on an interval $J$ and $t_{1}, \ldots, t_{k} \in J$, with $k \geq 1$ is arbitrary,

$$
\begin{equation*}
L_{f}\left(t_{1}, \ldots, t_{k}\right):=\sum_{i=1}^{k} f\left(t_{(i)}\right)-\sum_{i=1}^{k-1} \inf _{\left[t_{(i)}, t_{(i+1)}\right]} f \tag{1.7}
\end{equation*}
$$

where $t_{(1)}, \ldots, t_{(k)}$ are $t_{1}, \ldots, t_{k}$ arranged in nondecreasing order. (Hence, $t_{(i)}=t_{i}$ if $\left.t_{1} \leq t_{2} \leq \cdots \leq t_{k}.\right) L_{f}\left(t_{1}, \ldots, t_{k}\right)$ is thus symmetric in $t_{1}, \ldots, t_{k}$. Note that $L_{f}(t)=f(t)$.

We are mainly interested in non-negative functions defined on $[0,1]$ and then further define, for $k \geq 1$,

$$
\begin{equation*}
m_{k}(f):=k!\int_{0}^{1} \cdots \int_{0}^{1} \frac{d t_{1} \cdots d t_{k}}{L_{f}\left(t_{1}\right) L_{f}\left(t_{1}, t_{2}\right) \cdots L_{f}\left(t_{1}, t_{2}, \ldots, t_{k}\right)} \tag{1.8}
\end{equation*}
$$

We also let $m_{0}(f):=1$.
We will give background and motivation for these definitions in Sections 3 and 4. Let $C[0,1]_{+}$denote the set of non-negative, continuous functions on $[0,1]$.

Theorem 1.9. If $f \in C[0,1]_{+}$is such that $\int_{0}^{1} d t / f(t)<\infty$, then there exists a unique probability measure $\nu_{f}$ on $[0, \infty)$ with (finite) moments

$$
\int x^{k} d \nu_{f}(x)=m_{k}(f)
$$

given by (1.8).
We will see in Section 9 that this theorem extends to discontinuous $f$ too.
Let $B_{\text {ex }}$ denote the normalized Brownian excursion. Recall that this is a random function in $C[0,1]_{+}$, see e.g. [8] or [37]. It is well-known, see Remark 5.2 below, that $\int_{0}^{1} d t / B_{\mathrm{ex}}(t)<\infty$ a.s.; hence $\nu_{c B_{\mathrm{ex}}}$ exists a.s. for every constant $c>0$. $\left(\nu_{c B_{\text {ex }}}\right.$ is thus a random probability measure.)
Theorem 1.10. If $\mathcal{T}_{n}$ is a conditioned Galton-Watson tree as above, then

$$
\begin{equation*}
\mu_{\mathcal{T}_{n}} \xrightarrow{\mathrm{~d}} \nu_{2 B_{\mathrm{ex}}} \tag{1.9}
\end{equation*}
$$

in the space of probability measures on $\mathbb{R}$. Moreover, moment convergence holds in (1.9), that is, for every $k \geq 1$, using the notation (1.6),

$$
\begin{equation*}
\sigma^{-k} n^{-k / 2} m_{k}\left(\mathcal{T}_{n}\right) \xrightarrow{\mathrm{d}} \int x^{k} d \nu_{2 B_{\mathrm{ex}}}(x)=m_{k}\left(2 B_{\mathrm{ex}}\right), \tag{1.10}
\end{equation*}
$$

with the right hand side given by (1.8). Further, if $\mathbb{E} \xi^{m}<\infty$ for every $m>0$, then moment convergence holds in (1.10) too; for $k \geq 1$ and $r>0$,

$$
\begin{equation*}
\mathbb{E} m_{k}\left(\mathcal{T}_{n}\right)^{r} \sim \sigma^{k r} n^{k r / 2} \mathbb{E} m_{k}\left(2 B_{\mathrm{ex}}\right)^{r} \tag{1.11}
\end{equation*}
$$

Joint convergence holds in (1.9), (1.10) for all $k \geq 1$, and (3.4) below.
Remark 1.11. It ought to be possible to define a random variable with the distribution $\nu_{2 B_{\text {ex }}}$ by some construction that can be interpreted as continuous cutting on the Brownian continuum random tree defined by Aldous $[1,2]$. We have, however, not had enough imagination to construct such a variable.

We can use these results to see how much of the variance of $X\left(\mathcal{T}_{n}\right)$ that comes from the random choice of tree and how much that comes from the cutting. We have, as always in such cases, the decomposition

$$
X\left(\mathcal{T}_{n}\right)=\left(X\left(\mathcal{T}_{n}\right)-\mathbb{E}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right)+\mathbb{E}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)
$$

and the corresponding analysis of variance

$$
\begin{align*}
\operatorname{Var} X\left(\mathcal{T}_{n}\right) & =\mathbb{E}\left(X\left(\mathcal{T}_{n}\right)-\mathbb{E}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right)^{2}+\operatorname{Var}\left(\mathbb{E}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right) \\
& =\mathbb{E}\left(\operatorname{Var}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right)+\operatorname{Var}\left(\mathbb{E}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right) \tag{1.12}
\end{align*}
$$

Theorem 1.12. For large $n$, at least provided $\mathbb{E} \xi^{r}<\infty$ for all $r>0$,

$$
\begin{aligned}
\operatorname{Var} X\left(\mathcal{T}_{n}\right) & =\mathbb{E} m_{2}\left(\mathcal{T}_{n}\right)-\left(\mathbb{E} m_{1}\left(\mathcal{T}_{n}\right)\right)^{2} \sim\left(2-\frac{\pi}{2}\right) \sigma^{2} n \\
\mathbb{E}\left(\operatorname{Var}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right) & =\mathbb{E}\left(m_{2}\left(\mathcal{T}_{n}\right)-m_{1}\left(\mathcal{T}_{n}\right)^{2}\right) \sim\left(2-\frac{\pi^{2}}{6}\right) \sigma^{2} n \\
\operatorname{Var}\left(\mathbb{E}\left(X\left(\mathcal{T}_{n}\right) \mid \mathcal{T}_{n}\right)\right) & =\operatorname{Var}\left(m_{1}\left(\mathcal{T}_{n}\right)\right) \sim\left(\frac{\pi^{2}}{6}-\frac{\pi}{2}\right) \sigma^{2} n
\end{aligned}
$$

Hence, asymptotically, the first term in (1.12) is $\left(2-\pi^{2} / 6\right) /(2-\pi / 2) \approx$ 0.827 of the total. Thus, for a conditioned Galton-Watson tree, for large $n$, about $83 \%$ of the variance of $X\left(\mathcal{T}_{n}\right)$ comes from the random choice of cutting, and $17 \%$ from the random choice of tree.

In the proofs we will use an estimate that might be of independent interest. Let $w_{k}(T)$ be the number of vertices of depth $k$ in a rooted tree $T$. As above, let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree of size $n$, defined by an offspring distribution $\xi$ satisfying (1.2)-(1.3).
Theorem 1.13. Suppose that $r \geq 1$ is an integer such that $\mathbb{E} \xi^{r+1}<\infty$. Then, for all $n$ and $k \geq 1, \mathbb{E}\left(w_{k}\left(\mathcal{T}_{n}\right)^{r}\right) \leq C k^{r}$ for some constant $C$ depending on $r$ and $\xi$ only.

For the expectation $\mathbb{E} w_{k}\left(\mathcal{T}_{n}\right)$, related asymptotic results are given by Meir and Moon [32].

Proofs of the theorems above are given in Sections 2-5.
In Section 6 we show that the results above are valid for the vertex versions too. We also give a generalization to a somewhat larger class of random trees, including the non-crossing trees studied by Panholzer [34].

In Section 7 we connect our results to known results about the height and width of random trees.

We end the paper with some comments and further results related to the main results. Section 8 contains two examples with deterministic trees (a path, with connections Hoare's algorithm FIND, and a binary tree); these behave quite differently than the conditioned Galton-Watson trees. Section 9 extends Theorem 1.9 to discontinuous $f$. Although the resulting probability distributions are not needed for our study of random cuttings and records for conditioned Galton-Watson trees, they arise as limits for other classes of trees; moreover, we find them interesting in themselves. We study a few simple examples.

Finally, we want to draw attention to the following open problems, related to Theorem 1.13; see further Section 10. As above, let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree of size $n$, defined by an offspring distribution $\xi$ satisfying (1.2)-(1.3).

Problem 1.14. Is, for every fixed $k \geq 1, \mathbb{E} w_{k}\left(\mathcal{T}_{n}\right)$ an increasing function of $n$ ?

Problem 1.15. Is it possible to define the trees $\mathcal{T}_{n}$ on a common probability space so that the sequence $\mathcal{T}_{n}$ is increasing? In other words, does there exist a stochastic process $\mathcal{I}_{n}$ describing a growing tree with the right marginal distributions?

Problem 1.15 was considered for $d$-ary (including binary) trees by Luczak and Winkler [28], who proved that the answer is affirmative in this case. The proof is non-trivial, and there is no "natural" definition of the growing process. We do not know any similar results for other conditioned GaltonWatson trees, nor any counterexample. Intuitively, it is natural to guess that $\mathcal{T}_{n}$ is (stochastically) increasing in this way, but the definition by conditioning precludes any simple monotonicity argument.

A positive answer to Problem 1.15 obviously implies a positive answer to Problem 1.14, so this problem too is solved for $d$-ary trees. The exact formulas in [32] for labelled (Cayley) trees, plane trees and strict binary trees give a positive answer to Problem 1.14 in these cases too.
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## 2. Proof of Theorem 1.13

We will in this section prove the estimate Theorem 1.13 , which is used in the proof of the main results. The reader that is eager to see the main arguments can omit this section at the first reading.

The span of $\xi, \operatorname{span}(\xi)$, is the smallest positive integer $d$ such that $d$ divides $\xi$ a.s. We will for simplicity assume that $\operatorname{span}(\xi)=1$ and leave the minor modifications when $\operatorname{span}(\xi)=d>1$ to the reader. We will in this section let $C$ and $c$ denote various positive constants depending on the distribution of $\xi$ and the power $r$ only; their values may change from one occurence to the next.

Let $S_{N}:=\sum_{1}^{N} \xi_{i}$, where $\xi_{i}$ are i.i.d. copies of $\xi$. As is well-known, see e.g. [26, Lemma 2.1.3], if $\mathcal{T}^{(i)}$ are i.i.d. copies of $\mathcal{T}$, then

$$
\begin{equation*}
\mathbb{P}\left(\sum_{1}^{m}\left|\mathcal{T}^{(i)}\right|=n\right)=\frac{m}{n} \mathbb{P}\left(S_{n}=n-m\right), \quad n \geq m \geq 1 \tag{2.1}
\end{equation*}
$$

In particular, using the local central limit theorem [26, Theorem 1.4.2],

$$
\begin{equation*}
\mathbb{P}(|\mathcal{T}|=n)=\frac{1}{n} \mathbb{P}\left(S_{n}=n-1\right) \sim(2 \pi)^{-1 / 2} \sigma^{-1} n^{-3 / 2} \tag{2.2}
\end{equation*}
$$

We will use the following general estimate. (It can be regarded as a coarse but general version of local central limit and large deviation theorems.)

Lemma 2.1. There exists constants $C$ and $c>0$ such that for all $N$ and $k \geq 0$

$$
\mathbb{P}\left(S_{N}=N-k\right) \leq C N^{-1 / 2} e^{-c k^{2} / N}
$$

Proof. We may assume $0 \leq k \leq N$. Let $F(z):=\mathbb{E} z^{\xi}$ be the probability generating function of $\xi$. Then

$$
\mathbb{P}\left(S_{N}=N-k\right)=\frac{1}{2 \pi i} \oint z^{k-N} F(z)^{N} \frac{d z}{z}
$$

where we choose to integrate around the circle $|z|=r$ with radius $r:=$ $e^{-\delta k / N}$, for some small $\delta$ to be chosen later. We therefore let $G(z):=F(z) / z$, and have

$$
\begin{equation*}
\mathbb{P}\left(S_{N}=N-k\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\delta k^{2} / N+i k t} G\left(r e^{i t}\right)^{N} d t \tag{2.3}
\end{equation*}
$$

Since $\mathbb{E} \xi=1$ and $\mathbb{E} \xi(\xi-1)=\sigma^{2}$, we have the Taylor expansion

$$
F(z)=1+(z-1)+\frac{\sigma^{2}}{2}(z-1)^{2}+o\left(|z-1|^{2}\right), \quad|z| \leq 1
$$

and thus

$$
\begin{aligned}
G(z) & =1+\frac{\sigma^{2}}{2}(z-1)^{2}+o\left(|z-1|^{2}\right), \quad|z| \leq 1, \\
G\left(e^{w}\right) & =1+\frac{\sigma^{2}}{2} w^{2}+o\left(|w|^{2}\right), \quad \operatorname{Re} w \leq 0, \\
\ln G\left(e^{w}\right) & =\frac{\sigma^{2}}{2} w^{2}+o\left(|w|^{2}\right), \quad \operatorname{Re} w \leq 0 .
\end{aligned}
$$

Hence, if $0<\delta \leq \delta_{0}$ and $|t| \leq t_{0}$ for sufficiently small positive $\delta_{0}$ and $t_{0}$,

$$
\begin{align*}
\ln \left|G\left(r e^{i t}\right)\right| & =\operatorname{Re} \ln G\left(e^{-\delta k / N+i t}\right)=\frac{\sigma^{2}}{2}\left(\delta^{2} k^{2} / N^{2}-t^{2}\right)+o\left(\delta^{2} k^{2} / N^{2}+t^{2}\right) \\
& \leq \sigma^{2} \delta^{2} k^{2} / N^{2}-\sigma^{2} t^{2} / 4 \tag{2.4}
\end{align*}
$$

Since $|F(z)|<1$ for $|z| \leq 1$ with $z \neq 1$ (when $\operatorname{span}(\xi)=1$ ), continuity and compactness shows that $\left|F\left(r e^{i t}\right)\right| \leq 1-\varepsilon<e^{-\varepsilon}$ for some $\varepsilon>0$ when $e^{-\delta_{0}} \leq r \leq 1$ and $t_{0} \leq|t| \leq \pi$. Hence, for $t_{0} \leq|t| \leq \pi$ and $0 \leq \delta \leq \delta_{1}:=$ $\min \left(\delta_{0}, \varepsilon / 2\right)$,

$$
\begin{equation*}
\left|G\left(r e^{i t}\right)\right|=e^{\delta k / N}\left|F\left(r e^{i t}\right)\right| \leq e^{\delta} e^{-\varepsilon} \leq e^{-\varepsilon / 2} \tag{2.5}
\end{equation*}
$$

Combining (2.4) and (2.5), we see that if $\delta \leq \delta_{1}$ and $|t| \leq \pi$, then

$$
\left|G\left(r e^{i t}\right)\right| \leq e^{\sigma^{2} \delta^{2} k^{2} / N^{2}-c_{1} t^{2}}
$$

with $c_{1}:=\min \left(\sigma^{2} / 4, \varepsilon / 2 \pi^{2}\right)>0$. Using this in (2.3) we obtain

$$
\mathbb{P}\left(S_{N}=N-k\right) \leq e^{\sigma^{2} \delta^{2} k^{2} / N-\delta k^{2} / N} \int_{-\infty}^{\infty} e^{-c_{1} N t^{2}} d t, \quad 0 \leq \delta \leq \delta_{1}
$$

and the result follows by choosing $\delta \leq 1 / 2 \sigma^{2}$.
If $T$ is a tree, let $T^{k}$ denote $T$ pruned at height $k$, i.e. the subtree consisting of all vertices of depth $\leq k$. As $n \rightarrow \infty$, the conditioned Galton-Watson tree $\mathcal{T}_{n}$ converges in distribution to a random infinite tree $\mathcal{T}_{\infty}$, in the sense that $\mathcal{T}_{n}^{k} \xrightarrow{\mathrm{~d}} \mathcal{T}_{\infty}^{k}$ for every fixed $k$, see [1]. (This follows easily from the argument in (9.11) below. Actually, we will not use this fact, except as a motivation.) The tree $\mathcal{T}_{\infty}$ can be described in several ways, see e.g. [1] and [27]; we will use the fact that it is a size-biased version of the (a.s. finite) random Galton-Watson tree $\mathcal{T}$; more precisely, for every tree $T$ (with height $k$ ),

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{T}_{\infty}^{k}=T\right)=w_{k}(T) \mathbb{P}\left(\mathcal{T}^{k}=T\right) \tag{2.6}
\end{equation*}
$$

(Note that the sum over $T$ of the right hand side equals $\mathbb{E} w_{k}\left(\mathcal{T}^{k}\right)=\mathbb{E} w_{k}(\mathcal{T})=$ $(\mathbb{E} \xi)^{k}=1$.)

Let $T$ be a tree of height $k$, with $w_{k}(T)=m$. If the Galton-Watson tree $\mathcal{T}$ has $\mathcal{T}^{k}=T$, then the part above $T_{k}$ consists of $m$ independent copies of $\mathcal{T}$. The total order of these subtrees is $|\mathcal{T}|-|T|+m$, and thus (2.1), (2.2), Lemma 2.1 and (2.6) yield, if $N=n+1-|T|+m$,

$$
\begin{align*}
\mathbb{P}\left(\mathcal{T}_{n}^{k}=T\right) & =\frac{\mathbb{P}\left(\mathcal{T}^{k}=T,|\mathcal{T}|=n+1\right)}{\mathbb{P}(|\mathcal{T}|=n+1)}=\frac{\mathbb{P}\left(\mathcal{T}^{k}=T\right) \frac{m}{N} \mathbb{P}\left(S_{N}=N-m\right)}{\mathbb{P}(|\mathcal{T}|=n+1)} \\
& \leq C n^{3 / 2} \frac{m}{N^{3 / 2}} e^{-c m^{2} / N} \mathbb{P}\left(\mathcal{T}^{k}=T\right) \\
& =C\left(\frac{n}{N}\right)^{3 / 2} e^{-c m^{2} / N} \mathbb{P}\left(\mathcal{T}_{\infty}^{k}=T\right) \tag{2.7}
\end{align*}
$$

Lemma 2.2. If $r \geq 1$ is an integer and $\mathbb{E} \xi^{r}<\infty$, then $\mathbb{E}\left(w_{k}(\mathcal{T})^{r}\right)$ is a polynomial in $k$ of degree $r-1$.

Proof. Recall that $w_{k}(\mathcal{T})$ is the size of the $k$ :th generation in a critical Galton-Watson process. Thus, conditioned on $w_{k}(\mathcal{T})=M, w_{k+1}(\mathcal{T})$ is distributed as $S_{M}$.

First, for $r=1$, we have $\mathbb{E} w_{k}(\mathcal{T})=(\mathbb{E} \xi)^{k}=1$.
Next, $w_{k}(\mathcal{T})^{2}$ is the number of pairs $\left(v_{1}, v_{2}\right)$ in the $k$ : th level (generation). Distinguishing between the cases when their fathers are different or the same, we see that

$$
\mathbb{E}\left(w_{k+1}(\mathcal{T})^{2} \mid w_{k}(\mathcal{T})=M\right)=M(M-1)(\mathbb{E} \xi)^{2}+M \mathbb{E} \xi^{2}=M^{2}+M \sigma^{2}
$$

and thus

$$
\mathbb{E} w_{k+1}(\mathcal{T})^{2}=\mathbb{E} w_{k}(\mathcal{T})^{2}+\sigma^{2} \mathbb{E} w_{k}(\mathcal{T})=\mathbb{E} w_{k}(\mathcal{T})^{2}+\sigma^{2}
$$

By induction,

$$
\begin{equation*}
\mathbb{E} w_{k}(\mathcal{T})^{2}=1+k \sigma^{2} \tag{2.8}
\end{equation*}
$$

For $r>2$ we argue in the same way. We consider all sequences of $r$ vertices $v_{1}, \ldots, v_{r}$ at level $k$, and separate them according to the partition of $\{1, \ldots, r\}$ formed by the sets of siblings. This yields

$$
\mathbb{E}\left(w_{k+1}(\mathcal{T})^{r} \mid w_{k}(\mathcal{T})=M\right)=M^{r}+q_{r}(M)
$$

where $q_{r}$ is a polynomial of degree $r-1$, and thus

$$
\begin{equation*}
\mathbb{E} w_{k+1}(\mathcal{T})^{r}=\mathbb{E} w_{k}(\mathcal{T})^{r}+\mathbb{E} q_{r}\left(w_{k}(\mathcal{T})\right) \tag{2.9}
\end{equation*}
$$

By induction on $r, \mathbb{E} q_{r}\left(w_{k}(\mathcal{T})\right)$ is a polynomial in $k$ of degree $r-2$, and (2.9) implies the result.

Lemma 2.3. If $r \geq 1$ is an integer with $\mathbb{E} \xi^{r+1}<\infty$, then $\mathbb{E}\left(w_{k}\left(\mathcal{T}_{\infty}\right)^{r}\right)$ is a polynomial in $k$ of degree $r$.

Proof. By (2.6), $\mathbb{E}\left(w_{k}\left(\mathcal{T}_{\infty}\right)^{r}\right)=\sum_{T} w_{k}(T)^{r} \mathbb{P}\left(\mathcal{T}_{\infty}^{k}=T\right)=\mathbb{E}\left(w_{k}(\mathcal{T})^{r+1}\right)$ and the result follows by Lemma 2.2.

Let $\mathcal{E}_{k}$ be the event $\left\{\sum_{j=0}^{k-1} w_{j}\left(\mathcal{T}_{n}\right) \leq n / 2\right\}$ and define $\tilde{w}_{k}\left(\mathcal{T}_{n}\right):=w_{k}\left(\mathcal{T}_{n}\right) \mathbf{1}\left[\mathcal{E}_{k}\right]$, where $1[\mathcal{E}]$ denotes the indicator of $\mathcal{E} .\left(\tilde{w}_{k}\left(\mathcal{T}_{n}\right)\right.$ is a truncated version of $w_{k}$, roughly speaking we ignore vertices with depth larger than the median.)

Fix $r \geq 1$ with $\mathbb{E} \xi^{r+1}<\infty$. If $\mathcal{T}_{n}^{k}=T$ and $\tilde{w}_{k}\left(\mathcal{T}_{n}\right)>0$, then $\mathcal{E}_{k}$ occurs and thus $n+1-\left(|T|-w_{k}(T)\right)=n-\sum_{j<k} w_{j}(T) \geq n / 2$; hence $\mathbb{P}\left(\mathcal{T}_{n}^{k}=T\right) \leq C \mathbb{P}\left(\mathcal{T}_{\infty}^{k}=T\right)$ by (2.7). Summing over all $T$ with $w_{k}(T)=j$, we see that, for every $j \geq 1, \mathbb{P}\left(\tilde{w}_{k}\left(\mathcal{T}_{n}\right)=j\right) \leq C \mathbb{P}\left(w_{k}\left(\mathcal{T}_{\infty}\right)=j\right)$. Hence,

$$
\mathbb{E}\left(\tilde{w}_{k}\left(\mathcal{T}_{n}\right)^{r}\right)=\sum_{j} j^{r} \mathbb{P}\left(\tilde{w}_{k}\left(\mathcal{T}_{n}\right)=j\right) \leq C \mathbb{E}\left(w_{k}\left(\mathcal{T}_{\infty}\right)^{r}\right)
$$

which by Lemma 2.3 yields

$$
\begin{equation*}
\mathbb{E}\left(\tilde{w}_{k}\left(\mathcal{T}_{n}\right)^{r}\right) \leq C k^{r}, \quad k \geq 1 \tag{2.10}
\end{equation*}
$$

We use the notation $\|X\|_{r}=\left(\mathbb{E}|X|^{r}\right)^{1 / r}$ and rewrite $(2.10)$ as $\left\|\tilde{w}_{k}\left(\mathcal{T}_{n}\right)\right\|_{r} \leq$ $C k$. By Minkowski's inequality, thus

$$
\begin{equation*}
\left\|\sum_{j=0}^{k} \tilde{w}_{j}\left(\mathcal{T}_{n}\right)\right\|_{r} \leq \sum_{j=0}^{k}\left\|\tilde{w}_{j}\left(\mathcal{T}_{n}\right)\right\|_{r} \leq C k^{2}, \quad k \geq 1 \tag{2.11}
\end{equation*}
$$

If $\mathcal{E}_{k}$ does not occur, let $l$ be the smallest integer such that $\sum_{j<l} w_{j}\left(\mathcal{T}_{n}\right)>$ $n / 2$. Then $l \leq k$ and $\tilde{w}_{j}\left(\mathcal{T}_{n}\right)=w_{j}\left(\mathcal{T}_{n}\right)$ for $j<l$, and thus $\sum_{j<k} \tilde{w}_{j}\left(\mathcal{T}_{n}\right)=$ $\sum_{j<l} w_{j}\left(\mathcal{T}_{n}\right)>n / 2$. Hence, by Markov's inequality and (2.11),

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{k}^{c}\right) \leq\left(\frac{2}{n}\right)^{r} \mathbb{E}\left(\sum_{j=0}^{k} \tilde{w}_{j}\left(\mathcal{T}_{n}\right)\right)^{r} \leq C n^{-r} k^{2 r} \tag{2.12}
\end{equation*}
$$

In particular, $\mathbb{P}\left(\mathcal{E}_{k}^{c}\right) \leq \mathbb{P}\left(\mathcal{E}_{k}^{c}\right)^{1 / 2} \leq C k^{r} n^{-r / 2}$ and

$$
\begin{equation*}
\mathbb{E}\left(w_{k}\left(\mathcal{T}_{n}\right)^{r} \mathbf{1}\left[\mathcal{E}_{k}^{c}\right] \mathbf{1}\left[w_{k}\left(\mathcal{T}_{n}\right) \leq n^{1 / 2}\right]\right) \leq n^{r / 2} \mathbb{P}\left(\mathcal{E}_{k}^{c}\right) \leq C k^{r} \tag{2.13}
\end{equation*}
$$

Finally, if $m=w_{k}(T) \geq n^{1 / 2}$, then $e^{-c m^{2} / N} \leq e^{-c n / N} \leq C(N / n)^{3 / 2}$ and (2.7) shows that $\mathbb{P}\left(\mathcal{T}_{n}^{k}=T\right) \leq C \mathbb{P}\left(\mathcal{T}_{\infty}^{k}=T\right)$. Consequently, using Lemma 2.3,

$$
\begin{equation*}
\mathbb{E}\left(w_{k}\left(\mathcal{T}_{n}\right)^{r} \mathbf{1}\left[w_{k}\left(\mathcal{T}_{n}\right)>n^{1 / 2}\right]\right) \leq C \mathbb{E}\left(w_{k}\left(\mathcal{T}_{\infty}\right)^{r}\right) \leq C k^{r} \tag{2.14}
\end{equation*}
$$

Summing (2.10), (2.13) and (2.14), we obtain Theorem 1.13.

## 3. Depth-First search and walk

We will use the idea of coding trees by walks [1, 2, 35]. We will denote the root of a tree by $o$. The depth $d(v)$ of a vertex $v$ in a rooted tree is the distance from $o$ to $v$.

Let $T$ be an ordered tree with root $o$ and $n=|T|-1$ edges. The depthfirst search of $T$ is the function $\psi$ from $\{0,1, \ldots, 2 n\}$ to the set of vertices of $T$ such that $\psi(0)=o$ and, for $0 \leq i<2 n$, if $\psi(i)=v$, then $\psi(i+1)$ is the first child of $v$ that has not already been visited, if such a child exists, and the parent of $v$ otherwise. Note that $\psi(i)$ and $\psi(i+1)$ always are neigbours; we extend $\psi$ to $[0,2 n]$ by letting, for $0 \leq i<t<i+1 \leq 2 n, \psi(t)$ to be the one of $\psi(i)$ and $\psi(i+1)$ that has largest depth. Then each non-root vertex in $T$ is $\psi(t)$ for $t$ in exactly two (possibly adjacent) intervals of unit lengths, which proves the following, cf. [2, Lemma 12].
Lemma 3.1. If we choose $t$ in $(0,2 n)$ uniformly at random, then $\psi(t)$ will have a uniform distribution over all non-root vertices in $T$.

We further define

$$
V(i)=V_{T}(i):=d(\psi(i)), \quad i=0, \ldots, 2 n
$$

and extend, as is customary, $V$ to $[0,2 n]$ by linear interpolation; thus $V \in$ $C[0,2 n]$. Note that

$$
\begin{equation*}
d(\psi(t))=\lceil V(t)\rceil, \quad t \in[0,2 n] \tag{3.1}
\end{equation*}
$$

We rescale $V$ (by constants adapted to the families of trees we are interested in) and define

$$
\begin{align*}
& \widetilde{V}(t):=n^{-1 / 2} V(2 n t),  \tag{3.2}\\
& \widehat{V}(t):=n^{-1 / 2}\lceil V(2 n t)\rceil . \tag{3.3}
\end{align*}
$$

Hence $\widetilde{V} \in C[0,1]$, and $\widetilde{V} \leq \widehat{V} \leq \widetilde{V}+n^{-1 / 2}$. We use the name depth-first walk for $V$, and call $\widetilde{V}$ and $\widehat{V}$ rescaled depth-first walks. Since $|\widetilde{V}-\widehat{V}| \leq$ $n^{-1 / 2}$, it often does not matter whether we use $\widetilde{V}$ or $\widehat{V}$ in our asymptotic results, and we then usually prefer $\widetilde{V}$ which is traditional. However, $\int_{0}^{1} d t / \widetilde{V}(t)$ always diverges, which forces us to use $\widehat{V}$ in e.g. (4.9) below.

The definitions so far apply to any tree, deterministic or not. If $T$ is a random conditioned Galton-Watson tree as in Section 1, then $\widetilde{V}$ becomes a random function in $C[0,1]$, and Aldous [2, Theorem 23 with Remark 2] has shown the deep result that, in $C[0,1]$ with its usual topology, as $n \rightarrow \infty$,

$$
\begin{equation*}
\tilde{V} \xrightarrow{\mathrm{~d}} 2 \sigma^{-1} B_{\mathrm{ex}} . \tag{3.4}
\end{equation*}
$$

(See also [29].) This will be the basis of our proofs.

## 4. Proof of Theorems 1.9 and 1.10

We begin by showing uniqueness in Theorem 1.9.
Lemma 4.1. If $f$ is defined on an interval $J$ and $t_{1}, \ldots, t_{k} \in J$, then $L_{f}\left(t_{1}, \ldots, t_{k}\right) \geq \max _{1 \leq i \leq k} f\left(t_{i}\right)$. Consequently,

$$
\begin{equation*}
\frac{1}{L_{f}\left(t_{1}\right) \cdots L_{f}\left(t_{1}, \ldots, t_{k}\right)} \leq \frac{1}{f\left(t_{1}\right) \cdots f\left(t_{k}\right)} \tag{4.1}
\end{equation*}
$$

Proof. Since $L_{f}$ is a symmetric function, we may for the first part assume that $0 \leq t_{1} \leq \cdots \leq t_{k} \leq 1$, so $t_{(i)}=t_{i}$. If $1 \leq j \leq k$, we use $\inf _{\left[t_{i}, t_{i+1}\right]} f \leq$ $f\left(t_{i}\right)$ for $i<j$ and $\inf _{\left[t_{i}, t_{i+1}\right]} f \leq f\left(t_{i+1}\right)$ for $i \geq j$; hence, by (1.7),

$$
L_{f}\left(t_{1}, \ldots, t_{k}\right)=\sum_{i=1}^{k} f\left(t_{i}\right)-\sum_{i=1}^{k-1} \inf _{\left[t_{i}, t_{i+1}\right]} f \geq f\left(t_{j}\right)
$$

This yields the first inequality; (4.1) follows immediately.
Lemma 4.2. If $f \geq 0$ on $[0,1]$, and $A=\int_{0}^{1} d t / f(t)<\infty$, then

$$
\begin{equation*}
0 \leq m_{k}(f) \leq k!A^{k}, \quad k \geq 1 \tag{4.2}
\end{equation*}
$$

Hence, for $0 \leq x<1 / A$,

$$
\begin{equation*}
\sum_{k=0}^{\infty} m_{k}(f) \frac{x^{k}}{k!}<\infty \tag{4.3}
\end{equation*}
$$

In particular, each $m_{k}(f)$ is finite and there exists at most one probability measure on $\mathbb{R}$ with moments $m_{k}(f)$.

Proof. By (1.8) and Lemma 4.1,

$$
0 \leq m_{k}(f) \leq k!\int_{0}^{1} \ldots \int_{0}^{1} \frac{d t_{1} \cdots d t_{k}}{f\left(t_{1}\right) \cdots f\left(t_{k}\right)}=k!\left(\int_{0}^{1} \frac{d t}{f(t)}\right)^{k}
$$

This proves (4.2), and thus (4.3). A probability measure with moments $m_{k}(f)$ thus has finite moment generating function in a neighborhood of 0 ; it is well known that this implies that the measure is unique, see e.g. [19, Section 4.10].

We continue by computing the moments of $X(T)$ for a fixed tree $T$. We denote falling factorials by $x^{k}:=x(x-1) \cdots(x-k+1)$. If $v_{1}, \ldots, v_{k}$ are vertices in a rooted tree $T$, let $L_{T}\left(v_{1}, \ldots, v_{k}\right)$ be the number of edges in the subtree of $T$ spanned by $v_{1}, \ldots, v_{k}$ and the root, i.e. in the union of the paths from $v_{1}, \ldots, v_{k}$ to the root. In particular, for $k=1, L_{T}(v)=d(v)$.

Lemma 4.3. For any tree $T$ with root $o$, the factorial moments of $X(T)$ are given by, for $k \geq 1$,

$$
\begin{equation*}
\mathbb{E} X(T)^{\underline{k}}=k!\sum_{v_{1}, \ldots, v_{k}}^{* *} \frac{1}{L_{T}\left(v_{1}\right) \cdot L_{T}\left(v_{1}, v_{2}\right) \cdots L_{T}\left(v_{1}, \ldots, v_{k}\right)} \tag{4.4}
\end{equation*}
$$

with $\sum^{* *}$ denoting summation over $v_{1}, \ldots, v_{k}$ that are distinct, $\neq o$, and such that $v_{i}$ is not a descendant of $v_{j}$ when $i<j$. In particular,

$$
\begin{equation*}
m_{1}(T)=\mathbb{E} X(T)=\sum_{v \neq o} \frac{1}{d(v)} \tag{4.5}
\end{equation*}
$$

Proof. Using the equivalence $X(T)=X_{v}\left(T^{\prime}\right)$ and the record formulation we have, as in Example 1.4, $X(T)=\sum_{v \neq o} I_{v}$, where $I_{v}$ is the indicator that there is a record in $T^{\prime}$ at the vertex $v$. Hence, letting $\sum^{*}$ denote the sum over distinct vertices $\neq o$,

$$
\begin{equation*}
X(T)^{\underline{k}}=\sum_{v_{1}, \ldots, v_{k}}^{*} I_{v_{1}} \cdots I_{v_{k}} \tag{4.6}
\end{equation*}
$$

In this sum, each product $I_{v_{1}} \cdots I_{v_{k}}$ occurs $k$ ! times, with the indices permuted. For exactly one of these permutations we have $\lambda_{v_{1}}<\cdots<\lambda_{v_{k}}$. Consequently,

$$
\begin{equation*}
X(T)^{\underline{k}}=k!\sum_{v_{1}, \ldots, v_{k}}^{*} \mathbf{1}\left[\mathcal{E}\left(v_{1}, \ldots, v_{k}\right)\right] \tag{4.7}
\end{equation*}
$$

where $\mathcal{E}\left(v_{1}, \ldots, v_{k}\right)$ is the event

$$
\begin{aligned}
& \left\{\lambda_{v_{1}}<\cdots<\lambda_{v_{k}} \text { and all are records in } T^{\prime}\right\} \\
& \quad=\left\{\lambda_{v_{j}} \text { is the largest value in } T\left(v_{1}, \ldots, v_{j}\right)^{\prime} \text { for every } j=1, \ldots, k\right\}
\end{aligned}
$$

The event $\mathcal{E}\left(v_{1}, \ldots, v_{k}\right)$ is impossible if $v_{i}$ is a descendant of $v_{j}$ for some $i$ and $j$ with $i<j$. For any other sequence $v_{1}, \ldots, v_{k}$, the probability that $\lambda_{v_{k}}$ is the largest value in $T\left(v_{1}, \ldots, v_{k}\right)^{\prime}$ is, by symmetry, 1 divided by the number of vertices in $T\left(v_{1}, \ldots, v_{k}\right)^{\prime}$, i.e. $1 / L_{T}\left(v_{1}, \ldots, v_{k}\right)$. Moreover, conditioned on
this happening, the values in $T\left(v_{1}, \ldots, v_{k-1}\right)^{\prime}$ are exchangeable, again by symmetry, and thus it follows by induction that, for such $v_{1}, \ldots, v_{k}$,

$$
\mathbb{P}\left[\mathcal{E}\left(v_{1}, \ldots, v_{k}\right)\right]=\prod_{j=1}^{k} \frac{1}{L_{T}\left(v_{1}, \ldots, v_{j}\right)}
$$

Taking expectations in (4.7) we thus obtain (4.4), and (4.5) follows because $L_{T}(v)=d(v)$.

We next connect the subtree size $L_{T}$ to $L_{f}$ in (1.7) using the depth-first walks in Section 3, cf. [1, 2].

Lemma 4.4. Let $T$ be a tree with depth-first search and walk $\psi$ and $V$. If $t_{1}, \ldots, t_{k} \in[0,1]$, then

$$
L_{T}\left(\psi\left(t_{1}\right), \ldots, \psi\left(t_{k}\right)\right)=L_{\lceil V\rceil}\left(t_{1}, \ldots, t_{k}\right)
$$

Proof. Since, by definition, both $L_{T}$ and $L_{\lceil V\rceil}$ are symmetric, we may assume that $0 \leq t_{1} \leq \cdots \leq t_{k} \leq 1$. Let $v_{i}=\psi\left(t_{i}\right), i=1, \ldots, k$.

First, if $k=1$, we have by (3.1)

$$
L_{T}\left(v_{1}\right)=d\left(v_{1}\right)=\left\lceil V\left(t_{1}\right)\right\rceil=L_{\lceil V\rceil}\left(t_{1}\right)
$$

Next, if $k=2$, let $w$ be the last common ancestor of $v_{1}$ and $v_{2}$. It is easily seen that $d(w)=\inf _{\left[t_{1}, t_{2}\right]}\lceil V(t)\rceil$, cf. [2], and thus

$$
L_{T}\left(v_{1}, v_{2}\right)=d\left(v_{1}\right)+d\left(v_{2}\right)-d(w)=L_{\lceil V\rceil}\left(t_{1}, t_{2}\right)
$$

The general case follows similarly, using induction on $k$.
Lemma 4.5. Suppose that $T_{n}, n=1,2, \ldots$, is a sequence of ordered trees with $\left|T_{n}\right|=n+1$, and denote the corresponding depth-first walks by $V_{n}$, rescaled to $\widetilde{V}_{n}$ and $\widehat{V}_{n}$. Suppose further that $f \in C[0,1]$ is a function such that

$$
\begin{equation*}
\tilde{V}_{n}(t) \rightarrow f(t) \quad \text { in } C[0,1] \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \frac{d t}{\widehat{V}_{n}(t)} \rightarrow \int_{0}^{1} \frac{d t}{f(t)}<\infty \tag{4.9}
\end{equation*}
$$

Then, for each $k \geq 1$,

$$
n^{-k / 2} m_{k}\left(T_{n}\right)=n^{-k / 2} \mathbb{E} X\left(T_{n}\right)^{k} \rightarrow m_{k}(f)
$$

given by (1.8), and $n^{-1 / 2} X\left(T_{n}\right) \xrightarrow{\mathrm{d}} \nu_{f}$ given by Theorem 1.9.
Proof. Consider first the mean. Let $\psi_{n}$ be the depth-first search for $T_{n}$. By (4.5), Lemma 3.1, and (3.1),

$$
m_{1}\left(T_{n}\right)=\mathbb{E} X\left(T_{n}\right)=\sum_{v \in T_{n}^{\prime}} \frac{1}{d(v)}=\frac{1}{2} \int_{0}^{2 n} \frac{d t}{d\left(\psi_{n}(t)\right)}=\frac{1}{2} \int_{0}^{2 n} \frac{d t}{\left\lceil V_{n}(t)\right\rceil}
$$

A change of variables yields, see (3.3),

$$
\begin{equation*}
m_{1}\left(T_{n}\right)=n \int_{0}^{1} \frac{d t}{\left\lceil V_{n}(2 n t)\right\rceil}=n^{1 / 2} \int_{0}^{1} \frac{d t}{\widehat{V}_{n}(t)} \tag{4.10}
\end{equation*}
$$

By (4.9), the latter integral converges to $\int_{0}^{1} d t / f(t)=m_{1}(f)$.
Recall now that a sequence $\left(g_{n}\right)$ of functions on a measure space $(\Omega, \mu)$ with total mass 1 is uniformly integrable if $\sup _{n} \int_{\Omega}\left|g_{n}\right| d \mu<\infty$ and

$$
\sup _{\mu(A) \leq \delta} \sup _{n} \int_{A}\left|g_{n}\right| d \mu \rightarrow 0 \quad \text { as } \delta \rightarrow 0
$$

If all $g_{n} \geq 0$ and $g_{n} \rightarrow g$ a.e., we have the useful equivalence, see e.g. [23, Proposition 4.12],

$$
\begin{equation*}
\left\{g_{n}\right\}_{1}^{\infty} \text { is uniformly integrable } \Longleftrightarrow \int g_{n} \rightarrow \int g<\infty \tag{4.11}
\end{equation*}
$$

Since (4.8) implies $\widetilde{V}_{n}(t) \rightarrow f(t)$ for every $t \in[0,1]$, and thus $\widehat{V}_{n}(t) \rightarrow f(t)$ and $1 / \widehat{V}_{n}(t) \rightarrow 1 / f(t)$, (4.9) implies that $\left\{1 / \widehat{V}_{n}(t)\right\}$ is uniformly integrable. More generally, for every fixed $k \geq 1$,

$$
\begin{aligned}
\int_{0}^{1} \cdots \int_{0}^{1} \frac{d t_{1} \cdots d t_{k}}{\widehat{V}_{n}\left(t_{1}\right) \cdots \widehat{V}_{n}\left(t_{k}\right)} & =\left(\int_{0}^{1} \frac{d t}{\widehat{V}_{n}(t)}\right)^{k} \\
& \rightarrow\left(\int_{0}^{1} \frac{d t}{f(t)}\right)^{k}=\int_{0}^{1} \cdots \int_{0}^{1} \frac{d t_{1} \cdots d t_{k}}{f\left(t_{1}\right) \cdots f\left(t_{k}\right)}
\end{aligned}
$$

and thus, by (4.11), $\left\{1 /\left(\widehat{V}_{n}\left(t_{1}\right) \cdots \widehat{V}_{n}\left(t_{k}\right)\right)\right\}$ is uniformly integrable on $[0,1]^{k}$. By (4.1), this implies that

$$
\begin{equation*}
\left\{\frac{1}{L_{\widehat{V}_{n}}\left(t_{1}\right) \cdots L_{\widehat{V}_{n}}\left(t_{1}, \ldots, t_{k}\right)}\right\}_{n=1}^{\infty} \quad \text { is uniformly integrable on }[0,1]^{k} . \tag{4.12}
\end{equation*}
$$

Let $\mathcal{D}$ be the set of pairs $(v, w)$ of non-root vertices in $T_{n}$ such that $v=w$ or $v$ is a descendant of $w$. Then the sum in (4.4) is over all non-roots $\left(v_{1}, \ldots, v_{k}\right)$ such that $\left(v_{i}, v_{j}\right) \notin \mathcal{D}$ for $1 \leq i<j \leq k$. Fix $k \geq 1$ and let

$$
\begin{aligned}
& \mathcal{E}=\bigcup_{1 \leq i<j \leq k}\left\{\left(x_{1}, \ldots, x_{k}\right) \in[0,2 n]^{k}:\left(\psi\left(x_{i}\right), \psi\left(x_{j}\right)\right) \in \mathcal{D}\right\} \\
& \widehat{\mathcal{E}}=\bigcup_{1 \leq i<j \leq k}\left\{\left(t_{1}, \ldots, t_{k}\right) \in[0,1]^{k}:\left(\psi\left(2 n t_{i}\right), \psi\left(2 n t_{j}\right)\right) \in \mathcal{D}\right\} .
\end{aligned}
$$

For each $w, \mathcal{D}$ contains $d(w)$ pairs $(v, w)$. Hence,

$$
|\mathcal{D}|=\sum_{w} d(w) \leq n \max _{w} d(w)=n \max V_{n}
$$

and, using Lemma 3.1,

$$
\begin{equation*}
|\widehat{\mathcal{E}}| \leq\binom{ k}{2} n^{-2}|\mathcal{D}| \leq k^{2} n^{-1} \max V_{n}=k^{2} n^{-1 / 2} \max \widetilde{V}_{n} \tag{4.13}
\end{equation*}
$$

We now take $v_{i}=\psi_{n}\left(x_{i}\right)$ in (4.4), and obtain by Lemmas 3.1 and 4.4,

$$
\begin{aligned}
\mathbb{E} X\left(T_{n}\right)^{\underline{k}} & =k!2^{-k} \int \cdots \int_{[0,2 n]^{k} \backslash \mathcal{E}} \frac{d x_{1} \cdots d x_{k}}{L_{\left\lceil V_{n}\right\rceil}\left(x_{1}\right) \cdots L_{\left\lceil V_{n}\right\rceil}\left(x_{1}, \ldots, x_{k}\right)} \\
& =k!n^{k / 2} \int \cdots \int_{[0,1]^{k} \backslash \widehat{\mathcal{E}}} \frac{d t_{1} \cdots d t_{k}}{L_{\widehat{V}_{n}}\left(t_{1}\right) \cdots L_{\widehat{V}_{n}}\left(t_{1}, \ldots, t_{k}\right)} .
\end{aligned}
$$

Since $\max \widetilde{V}_{n} \rightarrow \max f<\infty$ by (4.8), we have by (4.13) $|\widehat{\mathcal{E}}| \rightarrow 0$ as $n \rightarrow \infty$. The uniform integrability (4.12) thus implies that the integral over $\widehat{\mathcal{E}}$ tends to 0 . Hence,

$$
\begin{equation*}
n^{-k / 2} \mathbb{E} X\left(T_{n}\right)^{\underline{k}}=k!\int \cdots \int_{[0,1]^{k}} \frac{d t_{1} \cdots d t_{k}}{L_{\widehat{V}_{n}}\left(t_{1}\right) \cdots L_{\widehat{V}_{n}}\left(t_{1}, \ldots, t_{k}\right)}+o(1) \tag{4.14}
\end{equation*}
$$

Moreover, (4.8) implies that also $\widehat{V}_{n} \rightarrow f$ uniformly on $[0,1]$. Hence, whenever $0 \leq t_{1} \leq t_{2} \leq 1, \inf _{\left[t_{1}, t_{2}\right]} \widehat{V}_{n} \rightarrow \inf _{\left[t_{1}, t_{2}\right]} f$. Thus, by (1.7),

$$
L_{\widehat{V}_{n}}\left(t_{1}, \ldots, t_{k}\right) \rightarrow L_{f}\left(t_{1}, \ldots, t_{k}\right), \quad t_{1}, \ldots, t_{k} \in[0,1] .
$$

It now follows from (4.14), (4.12) and (4.11) that

$$
n^{-k / 2} \mathbb{E} X\left(T_{n}\right)^{\underline{k}} \rightarrow k!\int \cdots \int_{[0,1]^{k}} \frac{d t_{1} \cdots d t_{k}}{L_{f}\left(t_{1}\right) \cdots L_{f}\left(t_{1}, \ldots, t_{k}\right)}=m_{k}(f)
$$

In particular, $\mathbb{E} X\left(T_{n}\right)^{k}=O\left(n^{k / 2}\right)$ for every fixed $k$. The relation between ordinary and factorial moments now shows that

$$
n^{-k / 2} \mathbb{E} X\left(T_{n}\right)^{k} \rightarrow m_{k}(f), \quad k \geq 1
$$

as asserted. Lemma 4.2 shows that the method of moment applies, so $n^{-1 / 2} X\left(T_{n}\right)$ converges in distribution to a limit with moments $m_{k}(f)$. Thus $\nu_{f}$ in Theorem 1.9 exists, and $n^{-1 / 2} X\left(T_{n}\right) \xrightarrow{\mathrm{d}} \nu_{f}$.

Remark 4.6. The assumption (4.8) may be relaxed. For example, it is enough (by the same proof) to assume that $\sup _{n} \sup _{t} \widetilde{V}_{n}(t)<\infty$ and that $\widetilde{V}_{n} \rightarrow f$ uniformly on each subinterval $[a, b]$ with $0<a<b<1$. See also Section 9.

Lemma 4.7. Let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree as in Section 1, and let $F=2 \sigma^{-1} B_{\mathrm{ex}}$. Then

$$
\left(\widetilde{V}_{n}, \int_{0}^{1} \frac{d t}{\widehat{V}_{n}(t)}\right) \xrightarrow{\mathrm{d}}\left(F, \int_{0}^{1} \frac{d t}{F(t)}\right)
$$

in $C[0,1] \times \mathbb{R}$.
Proof. Of course, this is based on (3.4). The only problem is that $f \mapsto$ $\int_{0}^{1} d t / f(t)$ is not a continuous functional on $C[0,1]$. We therefore use a truncated version.

Let $\phi_{\varepsilon}$ be the function with $\phi_{\varepsilon}=0$ on $[0, \varepsilon], \phi_{\varepsilon}=1$ on $[2 \varepsilon, \infty)$, and $\phi_{\varepsilon}$ linear on $[\varepsilon, 2 \varepsilon]$. Define

$$
\begin{align*}
Y_{n} & :=\int_{0}^{1} \frac{1}{\widehat{V}_{n}(t)} d t, & Y & :=\int_{0}^{1} \frac{1}{F(t)} d t \\
Y_{n}^{\varepsilon} & :=\int_{0}^{1} \frac{\phi_{\varepsilon}\left(\widehat{V}_{n}(t)\right)}{\widehat{V}_{n}(t)} d t, & Y^{\varepsilon} & :=\int_{0}^{1} \frac{\phi_{\varepsilon}(F(t))}{F(t)} d t \tag{4.15}
\end{align*}
$$

By (3.4), $\widetilde{V}_{n} \xrightarrow{\mathrm{~d}} F$ in $C[0,1]$. Using the Skorohod coupling theorem, see e.g. [23, Theorem 4.30], we may pretend that $\widetilde{V}_{n} \xrightarrow{\text { a.s. }} F$, i.e. a.s. $\widetilde{V}_{n} \rightarrow F$ uniformly. Then $\widehat{V}_{n} \rightarrow F$ uniformly too, and since $x \mapsto \phi_{\varepsilon}(x) / x$ is uniformly continuous, it follows that $Y_{n}^{\varepsilon} \rightarrow Y^{\varepsilon}$. Consequently (or by [7, Theorem 5.5]), for every fixed $\varepsilon>0$, (3.4) implies

$$
\begin{equation*}
\left(\tilde{V}_{n}, Y_{n}^{\varepsilon}\right) \xrightarrow{\mathrm{d}}\left(F, Y^{\varepsilon}\right) \quad \text { as } n \rightarrow \infty . \tag{4.16}
\end{equation*}
$$

Further it is clear, by monotone convergence, that $Y^{\varepsilon} \rightarrow Y$ as $\varepsilon \rightarrow 0$, for every fixed $n$.

Arguing as for (4.10) (backwards),

$$
0 \leq Y_{n}-Y_{n}^{\varepsilon} \leq n^{-1 / 2} \sum_{d(v) \leq 2 \varepsilon n^{1 / 2}} \frac{1}{d(v)}=n^{-1 / 2} \sum_{k=1}^{2 \varepsilon n^{1 / 2}} \frac{w_{k}\left(\mathcal{T}_{n}\right)}{k}
$$

and thus, by Theorem 1.13,

$$
\begin{equation*}
\mathbb{E}\left|Y_{n}-Y_{n}^{\varepsilon}\right| \leq n^{-1 / 2} \sum_{k=1}^{2 \varepsilon n^{1 / 2}} \frac{\mathbb{E} w_{k}\left(\mathcal{T}_{n}\right)}{k} \leq 2 C \varepsilon \tag{4.17}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{E}\left|\left(\widetilde{V}_{n}, Y_{n}^{\varepsilon}\right)-\left(\widetilde{V}_{n}, Y_{n}\right)\right|=\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{E}\left|Y_{n}^{\varepsilon}-Y_{n}\right|=0 \tag{4.18}
\end{equation*}
$$

By [7, Theorem 4.2], we thus can let $\varepsilon \rightarrow 0$ in (4.16) (interchanging the order of the limits) and obtain $\left(\widetilde{V}_{n}, Y_{n}\right) \xrightarrow{\mathrm{d}}(F, Y)$.
Lemma 4.8. Let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree. If $r$ is an integer such that $\mathbb{E} \xi^{r+1}<\infty$, then $\mathbb{E} m_{1}\left(\mathcal{T}_{n}\right)^{r}=O\left(n^{r / 2}\right)$.

Proof. By (4.5),

$$
m_{1}\left(\mathcal{T}_{n}\right)=\sum_{k=1}^{\infty} \frac{w_{k}\left(\mathcal{T}_{n}\right)}{k} \leq \sum_{k=1}^{n^{1 / 2}} \frac{w_{k}\left(\mathcal{T}_{n}\right)}{k}+\frac{n}{n^{1 / 2}}
$$

Hence, by Minkowski's inequality and Theorem 1.13,

$$
\left\|m_{1}\left(\mathcal{T}_{n}\right)\right\|_{r} \leq \sum_{k=1}^{n^{1 / 2}} \frac{\left\|w_{k}\left(\mathcal{T}_{n}\right)\right\|_{r}}{k}+n^{1 / 2} \leq C n^{1 / 2}
$$

Lemma 4.9. Let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree. For every fixed integer $k \geq 1$ such that $\mathbb{E} \xi^{k+1}<\infty, \mathbb{E} X\left(\mathcal{I}_{n}\right)^{k}=O\left(n^{k / 2}\right)$.

Proof. For any tree $T, L_{T}\left(v_{1}, \ldots, v_{j}\right) \geq L_{T}\left(v_{j}\right)=d\left(v_{j}\right)$. Lemma 4.3 thus implies

$$
\begin{equation*}
\mathbb{E} X(T)^{\underline{k}} \leq k!\sum_{v_{1}, \ldots, v_{k} \neq o} \frac{1}{d\left(v_{1}\right) \cdots d\left(v_{k}\right)}=k!(\mathbb{E} X(T))^{k}=k!m_{1}(T)^{k} \tag{4.19}
\end{equation*}
$$

Consequently, $\mathbb{E} X\left(\mathcal{T}_{n}\right)^{\underline{k}}=O\left(n^{k / 2}\right)$ by Lemma 4.8, and the result follows by expressing $X^{k}$ in falling factorials.

Proof of Theorem 1.10. By Lemma 4.7 and the Skorohod coupling theorem, see e.g. [23, Theorem 4.30], we may assume that the trees $\mathcal{T}_{n}$ are defined on a common probability space and that

$$
\left(\widetilde{V}_{n}, \int_{0}^{1} \frac{d t}{\widehat{V}_{n}(t)}\right) \xrightarrow{\text { a.s. }}\left(F, \int_{0}^{1} \frac{d t}{F(t)}\right),
$$

with $F=2 \sigma^{-1} B_{\text {ex }}$. Lemma 4.5 now shows that a.s., for every $k \geq 1$,

$$
\sigma^{-k} n^{-k / 2} m_{k}\left(\mathcal{T}_{n}\right) \rightarrow \sigma^{-k} m_{k}(F)=m_{k}\left(2 B_{\mathrm{ex}}\right)
$$

and thus $\mu_{\mathcal{T}_{n}} \rightarrow \nu_{2 B_{\text {ex }}}$. This proves (1.9) and (1.10), jointly with (3.4).
Finally, assume $\mathbb{E} \xi^{m}<\infty$ for all $m$. By Jensen's inequality, for integers $k, r \geq 1$,

$$
m_{k}\left(\mathcal{T}_{n}\right)^{r}=\mathbb{E}\left(X\left(\mathcal{T}_{n}\right)^{k} \mid \mathcal{T}_{n}\right)^{r} \leq \mathbb{E}\left(X\left(\mathcal{T}_{n}\right)^{r k} \mid \mathcal{T}_{n}\right)=m_{r k}\left(\mathcal{T}_{n}\right)
$$

and thus $\mathbb{E} m_{k}\left(\mathcal{T}_{n}\right)^{r} \leq \mathbb{E} X\left(\mathcal{T}_{n}\right)^{r k}=O\left(n^{r k / 2}\right)$ by Lemma 4.9. Hence, every moment of the left hand side of (1.10) stays bounded as $n \rightarrow \infty$. This implies moment convergence in (1.10), which clearly is equivalent to (1.11).

Finally, we prove existence in Theorem 1.9. We do this in three steps.
Step 1: $\min f>0$ and $f$ is Lipschitz: $|f(x)-f(y)| \leq C|x-y|$ for some $C$ and all $x, y \in[0,1]$. Define

$$
g_{n}(2 k):=2\left\lceil\frac{1}{2} \sqrt{n} f(k / n)\right\rceil
$$

for even integers $2 k=0,2, \ldots, 2 n$. Assume that $n>C^{2}$; then the Lipschitz assumption yields $|f((k+1) / n)-f(k / n)| \leq C / n<1 / \sqrt{n}$ and thus $g_{n}(2 k+$ $2)-g_{n}(2 k) \in\{-2,0,2\}$ for every $k=0, \ldots, n-1$. Define $g_{n}(2 k+1):=$ $1+\min (g(2 k), g(2 k+2))$; then $g_{n}(j)-g_{n}(j-1)= \pm 1$ for every integer $j=1, \ldots, 2 n$. Hence, $g_{n}$ is a simple walk on $\{0,1, \ldots, 2 n\}$, but it is not 0 at the endpoints. We thus define $V_{n}(j):=\min \left(g_{n}(j), j, 2 n-j\right)$, and observe that $V_{n}$ is a simple walk that is the depth-first walk of some tree $T_{n}$ with $n$ edges.

Extend $g_{n}$ to $[0,2 n]$ by linear interpolation and let, cf. (3.2) and (3.3), $\tilde{g}_{n}(t):=n^{-1 / 2} g_{n}(2 n t)$ and $\hat{g}_{n}(t):=n^{-1 / 2}\left\lceil g_{n}(2 n t)\right\rceil$. Then $\left|\tilde{g}_{n}(k / n)-f(k / n)\right|<$ $2 n^{-1 / 2}$ for each $k=0, \ldots, n$, and it follows easily that $\tilde{g}_{n} \rightarrow f$ and $\hat{g}_{n} \rightarrow f$
uniformly on $[0,1]$. Further, $\hat{g}_{n} \geq \min f>0$, so by dominated convergence, $\int d t / \hat{g}_{n}(t) \rightarrow \int d t / f(t)$.

If $A:=\max f$, then $g_{n} \leq A n^{1 / 2}+3$, and thus $V_{n}(j)=g_{n}(j)$ whenever $A n^{1 / 2}+3 \leq j \leq 2 n-A n^{1 / 2}-3$; hence $\widetilde{V}_{n}(t)=\tilde{g}_{n}(t)$ and $\widehat{V}_{n}(t)=\hat{g}_{n}(t)$ on $\left[(A+4) n^{-1 / 2}, 2 n-(A+4) n^{-1 / 2}\right]$. Consequently, $\widetilde{V}_{n}(t) \rightarrow f(t)$ uniformly on every interval $[a, b]$ with $0<a<b<1$. Moreover, $V_{n}(t)=\min \left(g_{n}(t), t, 2 n-\right.$ $t)$ for non-integer $t \in[0,2 n]$ too, and thus

$$
\frac{1}{\widehat{V}_{n}(t)}=\max \left(\frac{1}{\hat{g}_{n}(t)}, \frac{n^{1 / 2}}{\lceil 2 n t\rceil}, \frac{n^{1 / 2}}{\lceil 2 n(1-t)\rceil}\right) \leq \frac{1}{\hat{g}_{n}(t)}+\frac{n^{1 / 2}}{\lceil 2 n t\rceil}+\frac{n^{1 / 2}}{\lceil 2 n(1-t)\rceil} .
$$

Consequently,

$$
0 \leq \int_{0}^{1} \frac{d t}{\widehat{V}_{n}(t)}-\int_{0}^{1} \frac{d t}{\hat{g}_{n}(t)} \leq 2 n^{1 / 2} \int_{0}^{1} \frac{d t}{\lceil 2 n t\rceil}=n^{-1 / 2} \sum_{j=1}^{2 n} \frac{1}{j}=o(1) .
$$

The trees $T_{n}$ thus satisfy the assumptions of Lemma 4.5 as modified in Remark 4.6. Consequently, $n^{-1 / 2} X\left(T_{n}\right) \xrightarrow{\mathrm{d}} \nu_{f}$, which shows that $\nu_{f}$ exists. Step 2: $f \in C[0,1]_{+}$with $\min f>0$. There exist strictly positive Lipschitz functions $f_{N}$ such that $f_{N} \rightarrow f$ uniformly on $[0,1]$ as $N \rightarrow \infty$. $\nu_{f_{N}}$ exists for every $N$ by Step 1 . It follows easily that $m_{k}\left(f_{N}\right) \rightarrow m_{k}(f)$ for every $k \geq 1$, and thus $\nu_{f_{N}}$ converges by the method of moments to a distribution $\nu_{f}$. (See also Lemma 9.2 below.)
Step 3: $f \in C[0,1]_{+}$with $\int_{0}^{1} d t / f(t)<\infty$. Define $f_{N}(t):=f(t)+1 / N$. The method of moment applies again, and shows the existence of $\nu_{f}$.

## 5. Proofs of Theorems 1.6 and 1.12

Proof of Theorem 1.6. By the definition of $\mu_{\mathcal{T}_{n}}$ and Theorem 1.10, for any bounded continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\mathbb{E}\left(f\left(\sigma^{-1} n^{-1 / 2} X\left(\mathcal{T}_{n}\right)\right) \mid \mathcal{T}_{n}\right)=\int f d \mu_{\mathcal{I}_{n}} \xrightarrow{\mathrm{~d}} \int f \nu_{2 B_{\mathrm{ex}}} .
$$

Taking expectations we find, by dominated convergence,

$$
\mathbb{E}\left(f\left(\sigma^{-1} n^{-1 / 2} X\left(\mathcal{T}_{n}\right)\right) \rightarrow \mathbb{E} \int f d \nu_{2 B_{\mathrm{ex}}}=\int f d \nu\right.
$$

where $\nu=\mathbb{E} \nu_{2 B_{\text {ex }}}$. This shows convergence of $\sigma^{-1} n^{-1 / 2} X\left(\mathcal{T}_{n}\right)$ in distribution to some limit $\nu$, i.e. (1.4) holds for some $Z$.

By Lemma 4.9, every moment on $n^{-1 / 2} X\left(\mathcal{T}_{n}\right)$ stays bounded as $n \rightarrow \infty$, which together with (1.4) implies moment convergence in (1.4).

It remains to identify the limit $\nu$ as the Rayleigh distribution. Note that $\nu$ does not depend on the distribution of $\xi$. We have thus proved an invariance principle, so in order to identify the limit we can appeal to the special cases proved by Chassaing and Marchand [9] and Panholzer [33].

We can also identify $\nu$ directly as follows. We have

$$
\int x^{k} d \nu(x)=\mathbb{E} \int x^{k} d \nu_{2 B_{\mathrm{ex}}}(x)=\mathbb{E} m_{k}\left(2 B_{\mathrm{ex}}\right) .
$$

The following lemma computes these moments. A simple integration shows that $Z$ has the same moments, and the proof is complete.

Lemma 5.1. $\mathbb{E} m_{k}\left(2 B_{\text {ex }}\right)=2^{k / 2} \Gamma(k / 2+1)$, for every $k \geq 1$.
Proof. In this proof, the edges of trees may have arbitrary positive real lengths.

The continuum random tree is a metric space constructed by Aldous [2, §4.3] in several different ways. One construction represents the continuum random tree by the random function $2 B_{\mathrm{ex}}$, such that each $t \in$ $[0,1]$ corresponds to a vertex (point) $\psi(t)$ in the continuum tree and the subtree spanned by the root and $\psi\left(t_{1}\right), \ldots, \psi\left(t_{k}\right)$ has total edge length $L_{2 B_{\text {ex }}}\left(t_{1}, \ldots, t_{k}\right)$, cf. [2, Theorem 13]. Another construction says that if $U_{1}, \ldots, U_{k}$ are random numbers in $[0,1]$, uniformly distributed and independent, then the random subtree of the continuum random tree spanned by the corresponding vertices and the root has the same distribution as the following tree: Let $Y_{1}, \ldots, Y_{k}$ be the first $k$ points in a Poisson process on $(0, \infty)$ with intensity $x d x$. Let $T_{1}$ be a single edge of length $Y_{1}$ from the root to $v_{1}$. $T_{i}$ for $i \geq 2$ is defined inductively by choosing a new branch-point uniformly on the edges of $T_{i-1}$, and attaching $v_{i}$ to this point by an edge of length $Y_{i}-Y_{i-1}$. It follows that $L_{2 B_{\text {ex }}}\left(U_{1}, \ldots, U_{i}\right) \stackrel{\mathrm{d}}{=} Y_{i}$ for $i=1, \ldots, k$ (jointly). Since $Y_{1}, \ldots, Y_{k}$ have the joint density function $y_{1} \cdots y_{k} e^{-y_{k}^{2} / 2}$ on $0<y_{1}<\cdots<y_{k}$ by standard properties of Poisson processes [2], (1.8) yields

$$
\begin{aligned}
& \mathbb{E} m_{k}\left(2 B_{\mathrm{ex}}\right)=\mathbb{E} \frac{k!}{L_{2 B_{\mathrm{ex}}}\left(U_{1}\right) \cdots L_{2 B_{\mathrm{ex}}}\left(U_{1}, \ldots, U_{k}\right)}=\mathbb{E} \frac{k!}{Y_{1} \cdots Y_{k}} \\
& \quad=\int \cdots \int_{0<y_{1}<\cdots<y_{k}} \frac{k!}{y_{1} \cdots y_{k}} y_{1} \cdots y_{k} e^{-y_{k}^{2} / 2} d y_{1} \cdots d y_{k} \\
& \quad=k!\int \cdots \int_{0<y_{1}<\cdots<y_{k}} e^{-y_{k}^{2} / 2} d y_{1} \cdots d y_{k}=k!\int_{0}^{\infty} \frac{y_{k}^{k-1}}{(k-1)!} e^{-y_{k}^{2} / 2} d y_{k} \\
& \quad=k \int_{0}^{\infty}(2 x)^{k / 2-1} e^{-x} d x=k 2^{k / 2-1} \Gamma(k / 2)=2^{k / 2} \Gamma(k / 2+1) .
\end{aligned}
$$

Proof of Theorem 1.12. By (1.6) and (1.11), it remains only to show

$$
\mathbb{E} m_{2}\left(2 B_{\mathrm{ex}}\right)=2, \quad\left(\mathbb{E} m_{1}\left(2 B_{\mathrm{ex}}\right)\right)^{2}=\pi / 2, \quad \mathbb{E}\left(m_{1}\left(2 B_{\mathrm{ex}}\right)\right)^{2}=\pi^{2} / 6 .
$$

The two first follow by taking $k=2$ and 1 in Lemma 5.1. The third follows from the identity in law $m_{1}\left(B_{\text {ex }}\right) \stackrel{\mathrm{d}}{=} \max B_{\text {ex }}$, see (7.4) below, and known expressions for its moments (following from (7.5)), see e.g. [5].


Figure 1. The tree $T_{2}$ with two leaves.
We can also use the same method as in the proof of Lemma 5.1. Using the notations there,

$$
\begin{aligned}
\mathbb{E}\left(m_{1}\left(2 B_{\mathrm{ex}}\right)\right)^{2} & =\mathbb{E} \int_{0}^{1} \int_{0}^{1} \frac{d t_{1} d t_{2}}{2 B_{\mathrm{ex}}\left(t_{1}\right) \cdot 2 B_{\mathrm{ex}}\left(t_{2}\right)} \\
& =\mathbb{E} \frac{1}{2 B_{\mathrm{ex}}\left(U_{1}\right) \cdot 2 B_{\mathrm{ex}}\left(U_{2}\right)}=\mathbb{E} \frac{1}{d\left(v_{1}\right) \cdot d\left(v_{2}\right)},
\end{aligned}
$$

where $v_{i}$ is the vertex in the continuum random tree corresponding to $U_{i}$. The tree $T_{2}$ spanned by $v_{1}, v_{2}$ and the root $o$ contains also a branchpoint and three edges of lengths $L_{0}, L_{1}$ and $L_{2}$, say, see Figure 1. By the construction above, $d\left(v_{1}\right)=L_{0}+L_{1}=Y_{1}, L_{2}=Y_{2}-Y_{1}$, and $L_{0}$ is chosen uniformly in $\left(0, Y_{1}\right)$. Hence, $\mathbb{E}\left(m_{1}\left(2 B_{\text {ex }}\right)\right)^{2}$ equals

$$
\begin{aligned}
& \mathbb{E} \frac{1}{\left(L_{0}+L_{1}\right)\left(L_{0}+L_{2}\right)}=\mathbb{E} \frac{1}{Y_{1}\left(Y_{2}-L_{1}\right)}=\mathbb{E} \frac{1}{Y_{1}} \int_{0}^{Y_{1}} \frac{d l}{Y_{1}\left(Y_{2}-l\right)} \\
& \quad=\mathbb{E} Y_{1}^{-2}\left(\ln Y_{2}-\ln \left(Y_{2}-Y_{1}\right)\right) \\
& \quad=\iint_{0<y_{1}<y_{2}} y_{1}^{-2}\left(-\ln \left(1-y_{1} / y_{2}\right)\right) y_{1} y_{2} e^{-y_{2}^{2} / 2} d y_{1} d y_{2} \\
& =\iint_{0<y_{1}<y_{2}} \sum_{k=1}^{\infty} \frac{1}{k} y_{1}^{k-1} y_{2}^{1-k} e^{-y_{2}^{2} / 2} d y_{1} d y_{2} \\
& = \\
& \sum_{k=1}^{\infty} \frac{1}{k^{2}} \int_{0}^{\infty} y_{2} e^{-y_{2}^{2} / 2} d y_{2}=\frac{\pi^{2}}{6} .
\end{aligned}
$$

Remark 5.2. The case $k=1$ of Lemma 5.1, $\mathbb{E} m_{1}\left(2 B_{\text {ex }}\right)=\sqrt{\pi / 2}$, can by (1.8) be written $\mathbb{E} \int_{0}^{1} d t / B_{\text {ex }}(t)=\sqrt{2 \pi}$. This well-known fact [37, Exercise XI.(3.9)] can be proved in several other ways too. One, straightforward, way is to compute $\mathbb{E}\left(1 / B_{\text {ex }}(t)\right)$ for each $t$ from the density function of $B_{\text {ex }}(t)[8$, II.(1.4)], and then integrate. Another way is to use the identity in distribution (7.4) below together with (7.5).

## 6. Vertex cuttings and records

Now consider the vertex version $X_{v}(T)$. We couple $X_{v}(T)$ and $X(T)$ by using the vertex record formulation and $X(T)=X_{v}\left(T^{\prime}\right)$, where, as in the introduction, $T^{\prime}$ is $T$ with the root deleted.

The root is always a record, and $X_{v}(T)-1$ counts the number of other vertices that are records, while $X_{v}\left(T^{\prime}\right)$ counts the number of other vertices that are records if we ignore the root. Hence $X_{v}(T)-1 \leq X_{v}\left(T^{\prime}\right)=X(T)$. Moreover, the probability that a vertex $v$ with depth $d(v)=k \geq 1$ is a record in $T$ is $1 /(k+1)$, while it is $1 / k$ if we ignore the root (i.e. in $T^{\prime}$ ). Hence

$$
\mathbb{E}\left(X_{v}\left(T^{\prime}\right)-\left(X_{v}(T)-1\right)\right)=\sum_{k=1}^{\infty} w_{k}(T)\left(\frac{1}{k}-\frac{1}{k+1}\right)=\sum_{k=1}^{\infty} \frac{w_{k}(T)}{k(k+1)}
$$

We have shown the following.
Lemma 6.1. For any rooted tree $T$, it is possible to couple $X(T)$ and $X_{v}(T)$ such that $X_{v}(T) \leq X(T)+1$ and

$$
\mathbb{E}\left|X(T)-X_{v}(T)\right| \leq 1+\sum_{k=1}^{\infty} \frac{w_{k}(T)}{k(k+1)}
$$

Theorem 6.2. Theorems 1.6, 1.10 and 1.12 hold for the vertex version $X_{v}\left(\mathcal{T}_{n}\right)$ too.
Proof. Let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree as in Section 1, and use the coupling in Lemma 6.1. Since $w_{k}\left(\mathcal{T}_{n}\right)=0$ for $k>n$, we have by Theorem 1.13

$$
\begin{aligned}
n^{-1 / 2} \mathbb{E}\left|X\left(\mathcal{T}_{n}\right)-X_{v}\left(\mathcal{T}_{n}\right)\right| & \leq n^{-1 / 2}+n^{-1 / 2} \sum_{k=1}^{n} \frac{\mathbb{E} w_{k}\left(\mathcal{T}_{n}\right)}{k(k+1)} \\
& \leq n^{-1 / 2}+n^{-1 / 2} C \sum_{k=1}^{n} \frac{1}{k} \rightarrow 0
\end{aligned}
$$

It follows that (1.4) holds with $X_{v}$ too.
Further, conditioning on $\mathcal{T}_{n}$, we see that $n^{-1 / 2} \mathbb{E}\left(\left|X_{v}\left(\mathcal{T}_{n}\right)-X\left(\mathcal{T}_{n}\right)\right| \mid \mathcal{T}_{n}\right) \xrightarrow{\mathrm{p}}$ 0 . By the Skorohod coupling theorem [23, Theorem 4.30], we may assume that this and (1.9) hold together a.s., which implies that (1.9) holds for $X_{v}$ too. Using $X_{v}\left(\mathcal{T}_{n}\right) \leq X\left(\mathcal{T}_{n}\right)+1$, it can similarly be shown that (1.10) and (1.11) (when $\mathbb{E} \xi^{m}<\infty, m \geq 1$ ) hold for $X_{v}$ too. Theorem 1.12 for $X_{v}$ then follows as before. We omit the details, since the result also follows by Theorem 6.5 below, see Example 6.3.

Let us generalize the Galton-Watson tree by assuming that the root may have a different offspring distribution than the other vertices; say that the number of children of the root is $\eta$. Each of the $\eta$ children then grows (independently) into a tree as before, with offspring distribution $\xi$ in all following generations. Let $\mathcal{T}^{\eta}$ be the resulting tree, and let $\mathcal{T}_{n}^{\eta}$ be $\mathcal{T}^{\eta}$ conditioned to have order $n+1$.

Example 6.3. If $\eta=1$, then $\mathcal{T}_{n}^{\eta}$ is just $\widetilde{\mathcal{T}_{n-1}}$, i.e. $\mathcal{T}_{n-1}$ with a new root attached. Thus $X\left(\mathcal{T}_{n}^{\eta}\right)=X\left(\widetilde{\mathcal{T}_{n-1}}\right)=X_{v}\left(\mathcal{T}_{n-1}\right)$, so this is another way of looking at $X_{v}$ and the results just proved for it.

Example 6.4. The non-crossing trees were shown by Marckert and Panholzer [30] to be of this type, with $\eta \sim \operatorname{Ge}(2 / 3)$ and $\xi \sim \operatorname{NegBin}(2,2 / 3)$. (Thus $\xi$ is distributed as the sum of two independent copies of $\eta$; this corresponds to the fact that at all vertices except the root, we have two sides and may distinguish between children to the left and to the right [30].) As a consequence, it is shown in [30] that (3.4) holds for random non-crossing trees too, with $\sigma^{2}=\operatorname{Var} \xi=3 / 2$.

Random cutting of random non-crossing trees was studied by Panholzer [34]; his result is a version of our Theorem 1.6 for non-crossing trees. We generalize this result.

Theorem 6.5. Let $\mathcal{T}_{n}^{\eta}$ be as above, with $0<\mathbb{E} \eta<\infty, \mathbb{E} \xi=1$ and $0<$ $\sigma^{2}=\operatorname{Var} \xi<\infty$. Then Theorems 1.6, 1.10, 1.12 and 1.13 hold for $\mathcal{T}_{n}^{\eta}$ too, provided the assumptions on existence of higher moments of $\xi$ now include $\eta$ too. ( $C$ in Theorem 1.13 may depend on $\eta$ too.)

Proof. We begin with a lemma. We write $Y_{n}=O_{p}(1)$ for a family $\left\{Y_{n}\right\}$ of random variables if $\sup _{n} \mathbb{P}\left(\left|Y_{n}\right|>M\right) \rightarrow 0$ as $M \rightarrow \infty$; this is also known as stochastically bounded or tight.

Let $d_{0}(T)$ denote the degree of the root of $T$. Deleting the root of $\mathcal{T}_{n}^{\eta}$, we obtain $d_{0}\left(\mathcal{T}_{n}^{\eta}\right)$ branches; we order them $B_{1}, \ldots, B_{d_{0}}$ such that $\left|B_{1}\right| \geq\left|B_{2}\right| \geq$ .... We show first that all but a few vertices belong to the largest branch.

Lemma 6.6. $\left|B_{1}\right|=n-O_{p}(1)$.
Proof. First, note that by (2.1), for any $n \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1\right)=\sum_{m=1}^{\infty} \mathbb{P}(\eta=m) \frac{m}{n} \mathbb{P}\left(S_{n}=n-m\right) \tag{6.1}
\end{equation*}
$$

Assume now, for simplicity, that $\operatorname{span}(\xi)=1$; we leave the minor differences in the general case to the reader. We will in this section let $C$ and $c$ denote various positive constants that depend on $\xi$ and $\eta$. Fixing some $m>0$ with $\mathbb{P}(\eta=m)>0$, we see from (6.1) and the local central limit theorem, cf. (2.2), that (for large $n$ )

$$
\mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1\right) \geq \mathbb{P}(\eta=m) \frac{m}{n} \mathbb{P}\left(S_{n}=n-m\right) \geq c n^{-3 / 2}
$$

Conversely, by (6.1) and Lemma 2.1,

$$
\mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1\right) \leq \sum_{m=1}^{\infty} \mathbb{P}(\eta=m) \frac{m}{n} C n^{-1 / 2}=C n^{-3 / 2}
$$

Consequently, for $n$ large,

$$
\begin{equation*}
c n^{-3 / 2} \leq \mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1\right) \leq C n^{-3 / 2} \tag{6.2}
\end{equation*}
$$

We see in the same way by (6.1) and Lemma 2.1, that for any $M \geq 0$,

$$
\begin{aligned}
\mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1, d_{0}\left(\mathcal{T}^{\eta}\right) \geq M\right) & \leq \sum_{m=M}^{\infty} \mathbb{P}(\eta=m) \frac{m}{n} C n^{-1 / 2} \\
& =C n^{-3 / 2} \sum_{M}^{\infty} m \mathbb{P}(\eta=m)
\end{aligned}
$$

and thus,

$$
\mathbb{P}\left(d_{0}\left(\mathcal{T}_{n}^{\eta}\right) \geq M\right)=\frac{\mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1, d_{0}\left(\mathcal{T}^{\eta}\right) \geq M\right)}{\mathbb{P}\left(\left|\mathcal{T}^{\eta}\right|=n+1\right)} \leq C \sum_{M}^{\infty} m \mathbb{P}(\eta=m),
$$

which tends to 0 as $M \rightarrow \infty$. Hence $d_{0}\left(\mathcal{T}_{n}^{\eta}\right)=O_{p}(1)$.
To prove the lemma, it is therefore sufficient to prove it conditioned on $d_{0}\left(\mathcal{T}_{n}^{\eta}\right) \leq M$, for every fixed $M$. By further conditioning, it is sufficient to prove it conditioned on $d_{0}\left(\mathcal{T}_{n}^{\eta}\right)=m$ for every $m \geq 1$, i.e. to prove the lemma in the case when $\eta=m$ is constant.

Hence assume $\eta=m$, so there are $m$ branches. Then $\mathcal{T}^{\eta}$ consists of a root and branches $\mathcal{T}^{(i)}, i=1 \ldots, m$, which are independent copies of $\mathcal{T}$. Given $\mathcal{T}^{(2)}, \ldots, \mathcal{T}^{(m)}$, let $N=n-\sum_{2}^{m}\left|\mathcal{T}^{(i)}\right|$; then the (conditional) probability that $\sum_{1}^{m}\left|\mathcal{T}^{(i)}\right|=n$ and $\left|\mathcal{T}^{(1)}\right| \geq\left|\mathcal{T}^{(2)}\right| \geq \ldots$ is either 0 or $\mathbb{P}\left(\left|\mathcal{T}^{(1)}\right|=N\right) \leq C N^{-3 / 2} \leq C_{m} n^{-3 / 2}$, since the event is possible only if $N \geq n / m$. ( $C_{m}$ denotes constants that depend on $m$.) It follows by (6.2) that, returning to $\mathcal{T}_{n}^{\eta}, \mathbb{P}\left(\left|B_{2}\right|=k\right) \leq C_{m} \mathbb{P}(|\mathcal{T}|=k)$. Hence $\left|B_{2}\right|=O_{p}(1)$ and $n-\left|B_{1}\right| \leq(m-1)\left|B_{2}\right|=O_{p}(1)$.

It follows easily that the difference between the rescaled depth-first walks $\widetilde{V}$ for $\mathcal{T}_{n}^{\eta}$ and for $B_{1}$ tends to 0 uniformly, in probability. Given $\left|B_{1}\right|=n-k$, $B_{1}$ is a conditioned Galton-Watson tree of order $n-k$, so (3.4) holds for $B_{1}$. It follows that (3.4) holds for $\mathcal{T}_{n}^{\eta}$ too.

It is now easy to check that the proofs in Sections 2, 4, 5 hold for $\mathcal{T}_{n}^{\eta}$ too (with a few trivial modifications).

## 7. Height and width

The sequence $\left\{w_{k}(T)\right\}_{k=0}^{\infty}$ is called the profile of $T$, and $W(T):=\max _{k} w_{k}(T)$ is called the width of $T$. Further, the height of $T$ is

$$
H(T):=\max _{v \in T} d(v)=\max \left\{k: w_{k}(T)>0\right\} .
$$

The asymptotics of these for conditioned Galton-Watson trees are wellknown, see e.g. [1], [10] and the further references there. First [1], using the depth-first walks in Section 3, since $H(T)=\max _{t} V_{T}(t)=n^{1 / 2} \max _{t} \widetilde{V}(t)$, (3.4) implies that

$$
\begin{equation*}
n^{-1 / 2} H\left(\mathcal{T}_{n}\right) \xrightarrow{\mathrm{d}} 2 \sigma^{-1} \max _{t} B_{\mathrm{ex}}(t) . \tag{7.1}
\end{equation*}
$$

By Theorem 1.10, this extends to joint convergence with $m_{1}\left(\mathcal{T}_{n}\right)$, the expected number of cuts or records in the tree which is given by (4.5), in the form

$$
\begin{align*}
n^{-1 / 2}\left(H\left(\mathcal{T}_{n}\right), m_{1}\left(\mathcal{T}_{n}\right)\right) & \xrightarrow{\mathrm{d}}\left(2 \sigma^{-1} \max _{t} B_{\mathrm{ex}}(t), \sigma m_{1}\left(2 B_{\mathrm{ex}}\right)\right) \\
& =\left(\frac{2}{\sigma} \max _{t} B_{\mathrm{ex}}(t), \frac{\sigma}{2} \int_{0}^{1} \frac{d t}{B_{\mathrm{ex}}(t)}\right) \tag{7.2}
\end{align*}
$$

The profile and the width can be treated similarly [1, 3, 15], but the limits will be described by the local time of the Brownian excursion; this was extended by [10] to include joint distribution with the height. Chassaing, Marckert and Yor [10] further gave a second proof using instead the breadthfirst walk (see below), which proves

$$
\begin{equation*}
n^{-1 / 2}\left(H\left(\mathcal{T}_{n}\right), W\left(\mathcal{T}_{n}\right)\right) \xrightarrow{\mathrm{d}}\left(\frac{1}{\sigma} \int_{0}^{1} \frac{d t}{B_{\mathrm{ex}}(t)}, \sigma \max _{t} B_{\mathrm{ex}}(t)\right) . \tag{7.3}
\end{equation*}
$$

(For simplicity, they considered only binary trees, but the argument extends, see below.) Note that we have the same random variables on the right hand sides of (7.2) and (7.3) (apart from constant factors), but in different order. (For this joint distribution, see [14].) In particular, we see that we have two different descriptions of the limit of $H\left(\mathcal{T}_{n}\right)$, and thus [6]

$$
\begin{equation*}
\max _{t} B_{\mathrm{ex}}(t) \stackrel{\mathrm{d}}{=} \frac{1}{2} \int_{0}^{1} \frac{d t}{B_{\mathrm{ex}}(t)} \tag{7.4}
\end{equation*}
$$

(Of course, this is an equality in distribution, and not for individual excursions. Informally, we have two different Brownian excursions in (7.2) and (7.3); the second is a time change of the local time of the first [10], [21].) We remark that the distributions of these random variables are known [11, 24]; see [5] for much more information:

$$
\begin{equation*}
\mathbb{P}\left(\max _{t} B_{\text {ex }}(t) \leq x\right)=1+2 \sum_{k=1}^{\infty}\left(1-4 k^{2} x^{2}\right) \exp \left(-2 k^{2} x^{2}\right), \quad x>0 . \tag{7.5}
\end{equation*}
$$

We employ the second method used by Chassaing, Marckert and Yor [10] to prove (7.3), and extend it to include $m_{1}\left(\mathcal{T}_{n}\right)$ too:

Theorem 7.1. Let $\mathcal{T}_{n}$ be a conditioned Galton-Watson tree of order n, defined by an offspring distribution $\xi$ satisfying (1.2)-(1.3). Then, jointly,

$$
\begin{aligned}
& n^{-1 / 2} H\left(\mathcal{T}_{n}\right) \xrightarrow{\mathrm{d}} \sigma^{-1} \int_{0}^{1} \frac{d t}{B_{\mathrm{ex}}(t)}, \\
& n^{-1 / 2} W\left(\mathcal{T}_{n}\right) \xrightarrow{\mathrm{d}} \sigma \max _{t} B_{\mathrm{ex}}(t) \\
& n^{-1 / 2} m_{1}\left(\mathcal{T}_{n}\right) \xrightarrow{\mathrm{d}} \sigma \int_{0}^{1} \frac{d t}{\int_{0}^{t} d s / B_{\mathrm{ex}}(s)} .
\end{aligned}
$$

Remark 7.2. By (7.2) and (7.4), the second and third limits have the same distribution, which only differs by a scale factor from the first.

Proof. We follow [10] (extending the argument to arbitrary conditioned Galton-Watson trees).

Define the breadth-first search of an ordered tree $T$ with $|T|=n+1$ to be the vertices ordered in a sequence $v_{0}, v_{1}, \ldots, v_{n}$ with non-decreasing depths, such that vertices of equal depth are ordered by the ordering in $T$. (In particular, $v_{0}$ is the root o.) With $w_{k}=w_{k}(T)$ as above, let $z_{k}:=\sum_{j=1}^{k} w_{j}$. (Thus $z_{0}=0$.) Then $z_{k}$ is the index of the last vertex of depth $k$, and thus (with $z_{-1}=-1$ )

$$
\begin{equation*}
d\left(v_{j}\right)=k \Longleftrightarrow z_{k-1}<j \leq z_{k} \tag{7.6}
\end{equation*}
$$

Further, let $S(j)=S_{T}(j)(0 \leq j \leq n)$ be the number of vertices $v_{k}$ with $k>j$ and parents in $\left\{v_{0}, \ldots, v_{j}\right\}$. Thus $S(0)$ is the degree of the root, $S(n-1)=1$ and $S(n)=0$. The sequence $\left\{(S(j)\}_{0}^{n}\right.$ is called the breadthfirst walk. We define $S(t)$ for all real $t \in[0, n]$ by linear interpolation. Note that

$$
\begin{equation*}
S\left(z_{k}\right)=w_{k+1}, \quad k \geq 0 \tag{7.7}
\end{equation*}
$$

We further define $S^{*}(j)=S_{T}^{*}(j):=w_{d\left(v_{j}\right)}$. Thus $S^{*}(j):=w_{k}=S\left(z_{k-1}\right)$ if $z_{k-1}<j \leq z_{k}$, i.e.

$$
\begin{equation*}
S^{*}(j)=S\left(j^{*}\right), \quad \text { where } \quad j^{*}:=z_{d\left(v_{j}\right)-1} \tag{7.8}
\end{equation*}
$$

Clearly (for $n \geq 1$ ),

$$
\begin{equation*}
W(T)=\max _{k} w_{k}=\max _{k} S\left(z_{k}\right)=\max _{j} S^{*}(j) \tag{7.9}
\end{equation*}
$$

and it is easily seen that $H(T)=d\left(v_{n}\right)=\sum_{i=1}^{n} \frac{1}{S^{*}(i)}$ and, more generally,

$$
\begin{equation*}
d\left(v_{j}\right)=\left\lceil\sum_{i=1}^{j} \frac{1}{S^{*}(i)}\right\rceil, \quad 0 \leq j \leq n \tag{7.10}
\end{equation*}
$$

Consider now the conditioned Galton-Watson tree $\mathcal{T}_{n}$. Then the breadthfirst walk is a random walk with independent increments distributed as $\xi-1$ (started at $S(-1)=1$ ), conditioned on $S(j)>0$ for $j=0, \ldots, n-1$ but $S(n)=0$. We normalize by

$$
\widetilde{S}_{n}(t):=n^{-1 / 2} S_{\mathcal{T}_{n}}(n t), \quad 0 \leq t \leq 1
$$

and have as is well-known, see [22],

$$
\begin{equation*}
\widetilde{S}_{n} \xrightarrow{\mathrm{~d}} \sigma B_{\text {ex }} \quad \text { in } C[0,1] . \tag{7.11}
\end{equation*}
$$

We further define

$$
\begin{equation*}
\widehat{S}_{n}(t):=n^{-1 / 2} S_{\mathcal{T}_{n}}^{*}(\lceil n t\rceil), \quad 0 \leq t \leq 1 \tag{7.12}
\end{equation*}
$$

Thus

$$
\begin{equation*}
H\left(\mathcal{T}_{n}\right)=\int_{0}^{n} S_{\mathcal{T}_{n}}^{*}(\lceil x\rceil)^{-1} d x=n^{1 / 2} \int_{0}^{1} \frac{d t}{\widehat{S}_{n}(t)} \tag{7.13}
\end{equation*}
$$

By (7.11) and the Skorohod coupling theorem [23, Theorem 4.30], we may assume that all random variables are defined on the same probability space
$\Omega$, and that for a.e. $\omega \in \Omega, \widetilde{S}_{n} \rightarrow \sigma B_{\text {ex }}$ in $C[0,1]$. We fix such an $\omega$; thus $\widetilde{S}_{n} \rightarrow \sigma B_{\text {ex }}$ uniformly. Since, by (7.9),

$$
W\left(\mathcal{T}_{n}\right)=\max _{k} S\left(z_{k}\right) \leq \max S=n^{1 / 2} \max \widetilde{S}_{n}
$$

we have $W\left(\mathcal{T}_{n}\right) / n=O\left(n^{-1 / 2}\right) \rightarrow 0$. By (7.8) and (7.6), for $0 \leq j \leq n$, $\left|j-j^{*}\right|=\left|j-z_{d\left(v_{j}\right)-1}\right| \leq \sup _{k} w_{k}=W$ and thus $\max _{j}\left|j / n-j^{*} / n\right| \rightarrow 0$. Hence,

$$
\begin{align*}
& \max _{j} n^{-1 / 2}\left|S_{\mathcal{T}_{n}}^{*}(j)-S_{\mathcal{T}_{n}}(j)\right|=\max _{j}\left|\widetilde{S}_{n}\left(j^{*} / n\right)-\widetilde{S}_{n}(j / n)\right| \\
& \quad \leq 2 \sup \left|\widetilde{S}_{n}-\sigma B_{\mathrm{ex}}\right|+\sigma \max _{j}\left|B_{\mathrm{ex}}\left(j^{*} / n\right)-B_{\mathrm{ex}}(j / n)\right| \rightarrow 0 \tag{7.14}
\end{align*}
$$

Consequently, by (7.9) again,

$$
n^{-1 / 2} W\left(\mathcal{T}_{n}\right)-\max _{t} \widetilde{S}_{n}(t)=n^{-1 / 2} \max _{j} S_{\mathcal{T}_{n}}^{*}(j)-n^{-1 / 2} \max _{j} S_{\mathcal{T}_{n}}(j) \rightarrow 0
$$

and hence

$$
\begin{equation*}
n^{-1 / 2} W\left(\mathcal{T}_{n}\right) \rightarrow \sigma \max _{t} B_{\mathrm{ex}}(t) \tag{7.15}
\end{equation*}
$$

For the height, we note first that similarly to $(7.14), \sup _{t}\left|\widehat{S}_{n}(t)-\widetilde{S}_{n}(t)\right| \rightarrow$ 0 and thus $\sup _{t}\left|\widehat{S}_{n}(t)-\sigma B_{\mathrm{ex}}(t)\right| \rightarrow 0$. We truncate as in the proof of Lemma 4.7, using (4.15) with $\widehat{V}_{n}$ replaced by $\widehat{S}_{n}$ and $F$ by $\sigma B_{\text {ex }}$. We then have $Y_{n}^{\varepsilon} \rightarrow Y^{\varepsilon}$ as $n \rightarrow \infty$ for every $\varepsilon>0$. Now, by (7.13), $Y_{n}=n^{-1 / 2} H\left(\mathcal{T}_{n}\right)$.

Flajolet and Odlyzko [16] proved, assuming that $\xi$ has a finite exponential moment, that $\mathbb{E} Y_{n}=\mathbb{E} n^{-1 / 2} H\left(\mathcal{T}_{n}\right) \rightarrow \sigma^{-1} \sqrt{2 \pi}$, which equals $\mathbb{E} Y=$ $\sigma^{-1} \mathbb{E} \int_{0}^{1} d t / B_{\text {ex }}(t)$ by Remark 5.2. Hence,

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left|Y_{n}^{\varepsilon}-Y_{n}\right|=\lim _{n \rightarrow \infty}\left(\mathbb{E} Y_{n}-\mathbb{E} Y_{n}^{\varepsilon}\right)=\mathbb{E} Y-\mathbb{E} Y^{\varepsilon}
$$

which by monotone convergence tends to 0 as $\varepsilon \rightarrow 0$. As in Lemma 4.7, it then follows from [7, Theorem 4.2] that

$$
\begin{equation*}
n^{-1 / 2} H\left(\mathcal{T}_{n}\right)=Y_{n} \xrightarrow{\mathrm{~d}} Y=\sigma^{-1} \int_{0}^{1} \frac{d t}{B_{\mathrm{ex}}(t)}, \tag{7.16}
\end{equation*}
$$

jointly with (7.11) and (7.15).
Unfortunately, as far as we know, the convergence of $n^{-1 / 2} \mathbb{E} H\left(\mathcal{T}_{n}\right)$ to $\sigma^{-1} \sqrt{2 \pi}[16]$ is not yet proved assuming only a finite second moment. Hence we give another argument for the general case. (For the case of binary trees, [10] used a similar truncation with another argument based on explicit estimates.)

We know by (7.1) and (7.11) that both $Y_{n}=n^{-1 / 2} H\left(\mathcal{T}_{n}\right)$ and $\widetilde{S}_{n}$ converge in distribution. Hence the sequence of pairs $\left(Y_{n}, \widetilde{S}_{n}\right)$ is tight (in $\mathbb{R} \times C[0,1]$ ) and thus relatively compact by Prohorov's theorem $[7, \S 6]$, so every subsequence has a subsequence that converges in distribution. Now consider only $n$ in such a subsequence; we thus have $\left(Y_{n}, \widetilde{S}_{n}\right) \xrightarrow{\text { d }}\left(Z, Z^{\prime}\right)$ for some random variable $Z$ and random function $Z^{\prime}$. By (7.1) and (7.11), $Z \stackrel{\mathrm{~d}}{=} 2 \sigma^{-1} \max B_{\mathrm{ex}}$
and $Z^{\prime} \stackrel{\mathrm{d}}{=} \sigma B_{\text {ex }}$. We may thus assume that $Z^{\prime}=\sigma B_{\text {ex }}[23$, Theorem 6.10]. We can now redo the Skorohod coupling theorem argument above and assume that not only $\widetilde{S}_{n} \rightarrow \sigma B_{\text {ex }}$ but also $Y_{n} \rightarrow Z$. We have shown that then $Y_{n}^{\varepsilon} \rightarrow Y^{\varepsilon}$ as $n \rightarrow \infty$ for every $\varepsilon>0$. Since $Y_{n} \geq Y_{n}^{\varepsilon}$, it follows that $Z \geq Y^{\varepsilon}$ for every $\varepsilon$, and thus $Z \geq Y$. However, by (7.4), $Z \stackrel{\text { d }}{=} Y$, and thus $Z=Y$ a.s.

We have considered a convergent subsequence of $\left(Y_{n}, \widetilde{S}_{n}\right)$, and shown that the limit in distribution is $\left(Y, \sigma B_{\mathrm{ex}}\right)$ for any such subsequence. Since the sequence $\left(Y_{n}, \widetilde{S}_{n}\right)$ is tight, it follows that the full sequence converges to this limit, i.e. (7.16) and (7.11) hold jointly.

Redoing the Skorohod coupling theorem argument again, we may thus assume that a.s. both $\widetilde{S}_{n} \rightarrow \sigma B_{\text {ex }}$ and $\int_{0}^{1} d t / \widehat{S}_{n}(t) \rightarrow \int_{0}^{1} d t / \sigma B_{\text {ex }}(t)$. We fix again an $\omega \in \Omega$ such that these hold, and recall that then (7.15) holds too. By (4.11), $\left\{1 / \widehat{S}_{n}\right\}$ is uniformly integrable on $[0,1]$, and it follows that

$$
\begin{equation*}
\int_{0}^{t} \frac{d u}{\widehat{S}_{n}(u)} \rightarrow \int_{0}^{t} \frac{d u}{\sigma B_{\mathrm{ex}}(u)}, \quad 0 \leq t \leq 1 \tag{7.17}
\end{equation*}
$$

We now truncate $m_{1}\left(\mathcal{T}_{n}\right)$ too and define $M_{n}^{\varepsilon}:=n^{-1 / 2} \sum_{\varepsilon n}^{n} 1 / d\left(v_{i}\right)$. Then, using (7.10), with $0 \leq \delta(x) \leq 1$ (with minor modifications if $\varepsilon n$ is an integer),

$$
M_{n}^{\varepsilon}=n^{-1 / 2} \sum_{\lceil\varepsilon n\rceil}^{n} \frac{1}{d\left(v_{i}\right)}=n^{-1 / 2} \int_{\lfloor\varepsilon n\rfloor}^{n} \frac{d x}{\int_{0}^{x} d u / S^{*}(\lceil u\rceil)+\delta(x)}
$$

By changes of variables, (7.17), (7.12) and bounded convergence, with $\delta_{n}(t):=n^{-1 / 2} \delta(n t)$,

$$
M_{n}^{\varepsilon}=\int_{\lceil\varepsilon n\rceil / n}^{1} \frac{d t}{\int_{0}^{t} d u / \widehat{S}_{n}(u)+\delta_{n}(t)} \rightarrow Z^{\varepsilon}:=\int_{\varepsilon}^{1} \frac{d t}{\sigma^{-1} \int_{0}^{t} d u / B_{\mathrm{ex}}(u)}
$$

Consequently, $\left(n^{-1 / 2} H\left(\mathcal{T}_{n}\right), n^{-1 / 2} W\left(\mathcal{T}_{n}\right), M_{n}^{\varepsilon}\right) \rightarrow\left(Y, \sigma \max B_{\text {ex }}, Z^{\varepsilon}\right)$ for every $\varepsilon>0$. We complete the proof by another application of [7, Theorem 4.2]; to verify the condition there it suffices to show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{E}\left|n^{-1 / 2} m_{1}\left(\mathcal{T}_{n}\right)-M_{n}^{\varepsilon}\right|=0 \tag{7.18}
\end{equation*}
$$

To prove this, note that

$$
\begin{aligned}
0 & \leq n^{-1 / 2} m_{1}\left(\mathcal{T}_{n}\right)-M_{n}^{\varepsilon^{2}}=n^{-1 / 2} \sum_{i=1}^{\varepsilon^{2} n} \frac{1}{d\left(v_{i}\right)} \\
& \leq n^{-1 / 2} \sum_{i=1}^{n} \frac{\mathbf{1}\left[d\left(v_{i}\right) \leq \varepsilon n^{1 / 2}\right]}{d\left(v_{i}\right)}+n^{-1 / 2} \frac{\varepsilon^{2} n}{\varepsilon n^{1 / 2}}=n^{-1 / 2} \sum_{k=1}^{\varepsilon n^{1 / 2}} \frac{w_{k}\left(\mathcal{T}_{n}\right)}{k}+\varepsilon
\end{aligned}
$$

Hence Theorem 1.13 shows that (7.18) holds, cf. (4.17), and the proof is completed.

## 8. Examples

We give two further examples with deterministic trees.
Example 8.1. FIND is an algorithm (due to Hoare) to find the element of a given rank $k$ in a set of $n$ elements, see [25, Exercises 5.2.2-31 and 32]. It chooses (in one version) an element (called pivot) at random, compares it to all others to determine its rank and to separate the other elements into two subsets: the ones larger and the ones smaller than the pivot. If the rank of the pivot is $k$, stop. Otherwise, decide on basis of the rank of the pivot which of the two subsets that contains the element with rank $k$, and its rank there, and continue recursively.

It is easy to see that the process of choosing pivots is the same as vertex cutting in $P_{n, k}$, the path with $n$ vertices and the root at number $k$. This is the tree consisting of a root and two paths, of lengths $k-1$ and $n-k$, from it. If $k=1$ or $n$, we recover Example 1.4.

The number of passes used by FIND, i.e. the number of pivots, is thus $X_{v}\left(P_{n, k}\right)=X\left(\widetilde{P_{n, k}}\right)$. (Note that the random variable usually studied in connection with FIND is different; it is the total number of comparisons, which is the sum for all cuts of the number of edges in the current subtree.) Equivalently, $X_{v}\left(P_{n, k}\right)-1$ equals the depth of node $k$ in a random binary search tree.

For asymptotics, we note that Lemma 6.1 implies that $\mathbb{E} \mid X_{v}\left(P_{n, k}\right)-$ $X\left(P_{n, k}\right) \mid \leq 3$; hence we may instead consider $X\left(P_{n, k}\right)$, which is a sum of two independent parts $X_{1} \stackrel{\mathrm{~d}}{=} X\left(P_{k-1}\right)$ and $X_{2} \stackrel{\mathrm{~d}}{=} X\left(P_{n-k}\right)$ for the two paths from the root. By Example 1.4, each of $X_{1}$ and $X_{2}$ may be written as the sum of independent indicator variables, and thus the same is true for $X\left(P_{n, k}\right)$. As in Example 1.4, this leads to Poisson approximation, now by $\mathrm{Po}(\ln k+\ln (n-k+1))$, and to asymptotic normality.

If we assume $1 \leq k \leq(n+1) / 2$, as we may by symmetry, then $\ln (n-k+$ $1)=\ln n+O(1)$, and we obtain, omitting the details,

$$
(\ln n+\ln k)^{-1 / 2}\left(X_{v}\left(P_{n, k}\right)-\ln n-\ln k\right) \xrightarrow{\mathrm{d}} N(0,1) .
$$

In particular, if $n^{1-o(1)}<k<n-n^{1-o(1)}$, we have

$$
\begin{equation*}
(2 \ln n)^{-1 / 2}\left(X_{v}\left(P_{n, k}\right)-2 \ln n\right) \xrightarrow{\mathrm{d}} N(0,1) . \tag{8.1}
\end{equation*}
$$

It follows that (8.1) holds also if $k$ is chosen at random in $\{1, \ldots, n\}$.
These results have previously been obtained by Devroye and Neininger [13] and Grübel and Stefanoski [18].

Example 8.2. Let $T$ be a complete binary tree with $n=2^{m}-1$ vertices.
It is easy to see that most vertices have depth close to $m$, and that the path between most pairs of vertices goes down almost to the root. More formally, if $V_{1}, \ldots, V_{k}$ are independent random vertices in $T$, then $d\left(V_{1}\right)=m-O_{p}(1)$ and $d\left(V_{1}, V_{2}\right)=2 m-O_{p}(1)$, where $O_{p}(1)$ means bounded in probability
as $m \rightarrow \infty$, and thus $L_{T}\left(V_{1}, \ldots, V_{k}\right)=k m-O_{p}(1)$. It follows easily from Lemma 4.3 that $\mathbb{E} X(T)^{k} \sim n^{k} m^{-k} \sim\left(n / \log _{2} n\right)^{k}$. Consequently,

$$
\frac{X(T)}{n / \log _{2} n} \xrightarrow{\mathrm{p}} 1 \quad \text { as } n \rightarrow \infty
$$

This example is studied in detail in the companion paper [20], where we show that another normalization yields a non-degenerate limit.

## 9. More on $\nu_{f}$

Although our results on random cuttings and records only involve $\nu_{f}$ for continuous $f$, we find it interesting for its own sake to extend Theorem 1.9 to more general $f$. We also consider arbitary (finite or infinite) intervals $J$ as domains. We then define $m_{k}(f)$ by modifying (1.8), now integrating over $J$ instead of $[0,1]$.

Theorem 9.1. If $f$ is a non-negative Lebesgue measurable function on an interval $J$ such that $\int_{J} d t / f(t)<\infty$, then there exists a unique probability measure $\nu_{f}$ on $[0, \infty)$ with (finite) moments

$$
\int x^{k} d \nu_{f}(x)=m_{k}(f)
$$

given by (1.8) (with $[0,1]$ replaced by $J$ ). $\nu_{f}$ has the following invariance properties:
(i) (Homogeneity.) If $c>0$, then $X \sim \nu_{f} \Longrightarrow c^{-1} X \sim \nu_{c f}$.
(ii) (Translation and dilation.) If $\tilde{J}=a J+b$, where $a>0$ and $b \in \mathbb{R}$, and $\tilde{f}$ is defined on $\tilde{J}$ by $\tilde{f}(a x+b)=f(x), x \in J$, then $\nu_{\tilde{f}}=\nu_{f}$.
(iii) (Endpoints.) The value of $f$ at an endpoint of $J$ does not affect $\nu_{f}$. Indeed, we may remove an endpoint of $J$, or add one with an arbitrary value of $f$, without changing $\nu_{f}$.

Proof. First we observe that, with the same proof as in Lemma 4.2,

$$
m_{k}(f) \leq k!\left(\int_{J} \frac{d t}{f(t)}\right)^{k}, \quad k \geq 1
$$

which implies both finiteness of $m_{k}(f)$ and uniqueness of $\nu_{f}$, if it exists. The properties (i), (ii) and (iii) follow from the corresponding invariances of $m_{k}(f)$, which are obvious.

To show existence, we use the method of monents as before; we state the central argument as a lemma.

Lemma 9.2. Let $f, f_{1}, f_{2}, \ldots$ be non-negative measurable functions on an interval $J$ such that, as $N \rightarrow \infty, f_{N}(t) \rightarrow f(t)$ for a.e. $t \in J, \int_{J} d t / f_{N}(t) \rightarrow$ $\int_{J} d t / f(t)<\infty$, and $\inf _{[s, t]} f_{N} \rightarrow \inf _{[s, t]} f$ for a.e. $(s, t) \in J^{2}$ with $s<t$. If $\nu_{f_{N}}$ exists for each $N$, then $\nu_{f}$ exists and $\nu_{f_{N}} \rightarrow \nu_{f}$.

Proof. The same argument as in the proof of Lemma 4.5 shows that the sequence $\left\{1 / f_{N}\right\}_{N}$ is uniformly integrable on $J$, and more generally that the sequence $\left\{\left(L_{f_{N}}\left(t_{1}\right) \cdots L_{f_{N}}\left(t_{1}, \ldots, t_{k}\right)\right)^{-1}\right\}_{N}$ is uniformly integrable on $J^{k}$ for each $k \geq 1$. Moreover, the assumptions imply that $L_{f_{N}}\left(t_{1}, \ldots, t_{k}\right) \rightarrow$ $L_{f}\left(t_{1}, \ldots, t_{k}\right)$ for a.e. $\left(t_{1}, \ldots, t_{k}\right)$. Thus, by (1.8) and (4.11), $m_{k}\left(f_{N}\right) \rightarrow$ $m_{k}(f)$ for each $k \geq 1$. The lemma follows by the method of moments, using the uniqueness already proved.

To complete the proof of Theorem 9.1, it remains to show that we can approximate an arbitrary $f$ as in Lemma 9.2 by $f_{N}$ for which we know that $\nu_{f_{N}}$ exists. We do the approximation in several steps, cf. the proof of existence in Theorem 1.9.
Step 1: $J=[0,1], f$ is a simple strictly positive function. Thus $f$ takes a finite number of values only, say $a_{1}, \ldots, a_{r}$ with $0<a_{1}<\cdots<a_{r}$.

For each $N \geq 1$ and $i=1, \ldots, 2^{N}$, let $I_{N i}$ be the dyadic interval [ $(i-$ 1) $\left.2^{-N}, i 2^{-N}\right]$, and let $m_{N i}:=\inf _{I_{N i}} f$. Let $g_{N i}$ be a continuous function on $I_{N i}$ such that $\int_{I_{N i}}\left|f-g_{N i}\right|<4^{-N}$; we may further assume that $m_{N i} \leq$ $g_{N i} \leq a_{r}=\max _{[0,1]} f\left(\right.$ otherwise we replace $g_{N i}$ by $\min \left(a_{r}, \max \left(m_{N i}, g_{N i}\right)\right)$. Let $\varepsilon=\varepsilon_{N}<1 / 4$ be a small positive number chosen below, and define $f_{N i}$ by $f_{N i}=g_{N i}$ on $\left[(i-1+\varepsilon) 2^{-N},(i-1 / 2-\varepsilon) 2^{-N}\right] \cup\left[(i-1 / 2+\varepsilon) 2^{-N},(i-\right.$ $\left.\varepsilon) 2^{-N}\right], f_{N i}\left((i-1) 2^{-N}\right)=f_{N i}\left(i 2^{-N}\right)=a_{r}$ and $f_{N i}\left((i-1 / 2) 2^{-N}\right)=m_{N i}$, with $f_{N i}$ linear in the four gaps in between. We choose $\varepsilon$ so small that $\int_{I_{N i}}\left|f_{N i}-g_{N i}\right|<4^{-N}\left(\left(a_{r}-a_{1}\right)^{-1} 2^{-N-2}\right.$ will do $)$.

We have thus for each $i$ constructed a continuous $f_{N i}$ on $I_{N i}$ that is $a_{r}$ at the endpoints, so together they define a continuous function $f_{N}$ on $[0,1]$. By the construction follows

$$
\begin{equation*}
\inf _{I_{N i}} f_{N}=m_{N i}=\inf _{I_{N i}} f, \quad i=1, \ldots, 2^{N} \tag{9.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1}\left|f_{N}-f\right| \leq \sum_{i} \int_{I_{N i}}\left(\left|f_{N i}-g_{N i}\right|+\left|g_{N i}-f\right|\right) \leq 2^{1-N} \tag{9.2}
\end{equation*}
$$

By a standard argument, (9.2) implies

$$
\int_{0}^{1} \sum_{N=1}^{\infty}\left|f_{N}(t)-f(t)\right| d t<\sum_{N=1}^{\infty} 2^{1-N}<\infty
$$

hence, for a.e. $t, \sum_{N=1}^{\infty}\left|f_{N}(t)-f(t)\right|<\infty$ and thus $f_{N}(t)-f(t) \rightarrow 0$ as $N \rightarrow \infty$. Since $f_{N} \geq a_{1}>0$, this further implies $\int d t / f_{N}(t) \rightarrow \int d t / f(t)$ by dominated convergence.

Next, let $E_{j}:=\left\{t \in[0,1]: f(t)=a_{j}\right\}$ and let $F_{j}:=\overline{E_{j}}$. The open set $G_{j}:=\mathbb{R} \backslash F_{j}$ consists of a countable set of open intervals. Let $H_{j}$ be the set of their endpoints, and $H:=\bigcup_{1}^{r} H_{j}$.

Let $0<s<t<1$ and assume that $s, t \notin H$. Since $f$ takes the values $a_{1}, \ldots, a_{r}$ only, $\inf _{(s, t)} f=a_{l}$ for some $l$, and there exists $y \in(s, t)$ such that $f(y)=a_{l}$.

Assume now $j<l$. Then $f(x) \geq a_{l}>a_{j}$ for all $x \in(s, t)$, and thus $(s, t) \cap E_{j}=\emptyset$. Hence $(s, t) \cap F_{j}=\emptyset$, so $(s, t) \subseteq G_{j}$. Since we assume $s, t \notin H_{j},\left(s-\delta_{j}, t+\delta_{j}\right) \subseteq G_{j}$ for some $\delta_{j}>0$. In other words, $f(x) \neq a_{j}$ on ( $s-\delta_{j}, t+\delta_{j}$ ).

Consequently, with $\left.\delta:=\min \left(s, 1-t, \min _{j<l} \delta_{j}\right)\right)$, if $x \in(s-\delta, t+\delta)$, then $f(x) \neq a_{j}$ for $j<l$, and thus $f(x) \geq a_{l}$. Hence

$$
\begin{equation*}
\inf _{(s-\delta, t+\delta)} f=\inf _{[s, t]} f=\inf _{(s, t)} f=a_{l} . \tag{9.3}
\end{equation*}
$$

Let $N$ be so large that $2^{-N}<\min (\delta, y-s, t-y)$. We have $y \in I_{N i}$ for some $i$, and then $I_{N i} \subset(s, t)$. Consequently, by (9.1) and (9.3),

$$
\inf _{[s, t]} f_{N} \leq \inf _{I_{N i}} f_{N}=\inf _{I_{N i}} f=f(y)=a_{l}=\inf _{[s, t]} f .
$$

Conversely, if $\inf _{[s, t]} f_{N}<a_{l}$, then $f_{N}(z)<a_{l}$ for some $z \in[s, t]$. We have $z \in I_{N i}$ for some $i$, and then $I_{N i} \subseteq(s-\delta, t+\delta)$. Hence

$$
a_{l}>f_{N}(z) \geq \inf _{I_{N i}} f_{N}=\inf _{I_{N i}} f \geq \inf _{(s-\delta, t+\delta)} f_{N}=a_{l},
$$

a contradiction. Thus, for large $N, \inf _{[s, t]} f_{N}=\inf _{[s, t]} f$.
We have shown that for $s, t \notin H, \inf _{[s, t]} f_{N} \rightarrow \inf _{[s, t]} f$ as $N \rightarrow \infty$, where $H$ is countable and thus a null set. Since each $\nu_{f_{N}}$ exists by Theorem 1.9, Lemma 9.2 shows that $\nu_{f}$ exists.
Step 2: $J=[0,1], a \leq f \leq b$ where $0<a<b$. Let $f_{N}(t):=\lceil N f(t)\rceil / N$. $f_{N}$ is simple and strictly positive, so $\nu_{f_{N}}$ exists by Step 1. $f_{N}(t) \rightarrow f(t)$ uniformly for $t \in J$; hence also $\inf _{[s, t]} f_{N} \rightarrow \inf _{[s, t]} f$ when $s<t$. Since $f_{N}(t) \geq a$, we further have $\int d t / f_{N}(t) \rightarrow \int d t / f(t)$ by dominated convergence. Consequently, Lemma 9.2 shows that $\nu_{f}$ exists.
Step 3: $J=[0,1], f \geq a>0$. Let $f_{N}(t):=\min (f(t), N)$. Then $\nu_{f_{N}}$ exists by Step $2, f_{N}(t) \rightarrow f(t)$ for every $t$ and $\inf _{[s, t]} f_{N} \rightarrow \inf _{[s, t]} f$ when $s<t$. Further, $\int d t / f_{N}(t) \rightarrow \int d t / f(t)$ by dominated convergence. Consequently, Lemma 9.2 shows that $\nu_{f}$ exists.
Step 4: $J=[0,1], f \geq 0$ and $\int d t / f(t)<\infty$. Let $f_{N}(t):=f(t)+1 / N$. Then $\nu_{f_{N}}$ exists by Step 3, and Lemma 9.2 applies again.
Step 5: $J$ arbitrary finite, $\int_{J} d t / f(t)<\infty$. Follows by Step 4, (ii) and (iii). Step 6: J infinite, $\int_{J} d t / f(t)<\infty$. Let $J_{N}:=J \cap[-N, N]$ and let $f_{N}$ be the restriction of $f$ to $J_{N}$. Then $m_{k}\left(f_{N}\right) \rightarrow m_{k}(f)$ by monotone convergence, and thus $\nu_{f}=\lim _{N} \nu_{f_{N}}$ exists by the method of moments.

Distributions of the type $\nu_{f}$ arise as limit distributions of $X\left(T_{n}\right)$ for suitable sequences $T_{n}$ of trees (with appropriate normalization factors, not necessarily $n^{-1 / 2}$ ). This is implicit in the proof above where $\nu_{f}$ is approximated in several steps, going back through Theorem 1.9 to Lemma 4.5 and Remark 4.6. We can also relax the assumptions of Lemma 4.5 further to show such limit result for suitable $T_{n}$. We leave the details to the reader. In the examples below, we will indicate such trees $T_{n}$, but we will usually neither
give precise limit statements nor formal proofs, again leaving the details to the interested reader.

Example 9.3. If $f=c>0$ is constant and $J$ is finite, then $m_{k}(f)=$ $k!|J|^{k} c^{-k}$, and thus $\nu_{f}=\operatorname{Exp}\left(c^{-1}|J|\right)$. This corresponds to trees with a long trunk with many leaves or short branches attached at the top. (The time to cut down the tree is essentially determined by the time until the trunk first is hit, since the remaining time is at most about $\ln n$ by Example 1.4.) For a precise example, let $T_{n}$ consist of a trunk of height $a_{n}$ with $n-a_{n}$ leaves added to the top of the trunk, where $a_{n} \rightarrow \infty$ with $a_{n}=o(n / \ln n)$. It is the easy to see that $\left(a_{n} / n\right) X\left(T_{n}\right) \xrightarrow{\mathrm{d}} \operatorname{Exp}(1)$.

In contrast to Theorem 9.1(iii), changing $f$ at a single interior point may change $\nu_{f}$; see the following theorem and Example 9.5 below.

Theorem 9.4. Suppose that $f \geq 0$ on $(a, b)$ and that $f(c)=0$, where $-\infty \leq a<c<b \leq \infty$. Let $J_{1}=(a, c), J_{2}=(c, b)$, and let $f_{1}$ and $f_{2}$ be the restrictions of $f$ to $J_{1}$ and $J_{2}$. If $X_{1} \sim \nu_{f_{1}}$ and $X_{2} \sim \nu_{f_{2}}$ are independent, then $X_{1}+X_{2} \sim \nu_{f}$.

This corresponds to the obvious fact that if a tree consists of two subtrees $T_{1}$ and $T_{2}$ with only the root in common, then $X(T)=X\left(T_{1}\right)+X\left(T_{2}\right)$, with $X\left(T_{1}\right)$ and $X\left(T_{2}\right)$ independent.

Proof. Suppose that $t_{1}, \ldots, t_{k} \in J$. Let $t_{1}^{\prime}, \ldots, t_{j}^{\prime}$ be the subsequence of all $t_{i}$ that belong to $J_{1}$ (in order), and let $t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}$ be the subsequence of all $t_{i}$ that belong to $J_{2}$. Suppose that every $t_{i} \neq c$; thus $j+l=k$.
Now keep $t_{1}^{\prime}, \ldots, t_{j}^{\prime}$ and $t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}$ fixed, and let $\sum_{t_{1}, \ldots, t_{k}}^{*}$ denote the sum over the $\binom{k}{j}$ sequences $t_{1}, \ldots, t_{k}$ that consist of $t_{1}^{\prime}, \ldots, t_{j}^{\prime}$ and $t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}$ merged in some order (keeping the order inside $t_{1}^{\prime}, \ldots, t_{j}^{\prime}$ and $t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}$ ). We use the notation $M\left(t_{1}, \ldots, t_{k}\right)=1 /\left(L_{f}\left(t_{1}\right) \cdots L_{f}\left(t_{1}, \ldots, t_{k}\right)\right)$, interpreted as 1 if $k=0$, and claim that

$$
\begin{equation*}
\sum_{t_{1}, \ldots, t_{k}}^{*} M\left(t_{1}, \ldots, t_{k}\right)=M\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right) M\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right) \tag{9.4}
\end{equation*}
$$

This holds trivially if $j=0$ or $l=0$. Thus assume $0<j<k$, and use induction on $k$. Note that $t_{k}$ is either $t_{j}^{\prime}$ or $t_{l}^{\prime \prime}$. The sequences $t_{1}, \ldots, t_{k}$ with $t_{k}=t_{j}^{\prime}$ are obtained by merging $t_{1}^{\prime}, \ldots, t_{j-1}^{\prime}$ and $t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}$ as above and adding $t_{k}=t_{j}^{\prime}$. Summing $M\left(t_{1}, \ldots, t_{k}\right)$ over these sequences we obtain by
(9.4) and induction

$$
\begin{align*}
\frac{1}{L_{f}\left(t_{1}, \ldots, t_{k}\right)} & \sum_{t_{1}, \ldots, t_{k-1}}^{*} M\left(t_{1}, \ldots, t_{k-1}\right) \\
& =\frac{1}{L_{f}\left(t_{1}, \ldots, t_{k}\right)} M\left(t_{1}^{\prime}, \ldots, t_{j-1}^{\prime}\right) M\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right) \\
& =\frac{L_{f}\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right)}{L_{f}\left(t_{1}, \ldots, t_{k}\right)} M\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right) M\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right) \tag{9.5}
\end{align*}
$$

The sum with $t_{k}=t_{l}^{\prime \prime}$ is similarly

$$
\begin{equation*}
\frac{L_{f}\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right)}{L_{f}\left(t_{1}, \ldots, t_{k}\right)} M\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right) M\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right) \tag{9.6}
\end{equation*}
$$

Since $f(c)=0,(1.7)$ implies $L_{f}\left(t_{1}, \ldots, t_{k}\right)=L_{f}\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right)+L_{f}\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right)$, so summing (9.5) and (9.6) we obtain (9.4).

Integrating (9.4) over all $t_{1}^{\prime}, \ldots, t_{j}^{\prime} \in J_{1}$ and $t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime} \in J_{2}$, we obtain, if $\mathcal{E}_{j}=\left\{\left(t_{1}, \ldots, t_{k}\right) \in J^{k}:\left|\left\{t_{1}, \ldots, t_{k}\right\} \cap J_{1}\right|=j\right\}$,

$$
\begin{array}{rl}
\int_{\mathcal{E}_{j}} & M\left(t_{1}, \ldots, t_{k}\right) d t_{1} \cdots d t_{k} \\
& =\int_{J_{1}^{j}} M\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right) d t_{1}^{\prime} \cdots d t_{j}^{\prime} \int_{J_{2}^{l}} M\left(t_{1}^{\prime \prime}, \ldots, t_{l}^{\prime \prime}\right) d t_{1}^{\prime \prime} \cdots d t_{l}^{\prime \prime} \\
& =\frac{1}{j!} m_{j}\left(f_{1}\right) \frac{1}{l!} m_{l}\left(f_{2}\right)
\end{array}
$$

Summing over $j$, we finally obtain

$$
\begin{aligned}
m_{k}(f) & =\sum_{j=0}^{k}\binom{k}{j} m_{j}\left(f_{1}\right) m_{k-j}\left(f_{2}\right)=\sum_{j=0}^{k}\binom{k}{j} \mathbb{E}\left(X_{1}\right)^{j} \mathbb{E}\left(X_{2}\right)^{k-j} \\
& =\mathbb{E}\left(X_{1}+X_{2}\right)^{k}
\end{aligned}
$$

Example 9.5. If $f=1$ on $J=(a, b)$, then $\nu_{f}$ is an exponential distribution by Example 9.3. If $c \in(a, b)$ and $g(x)=f(x)$ for $x \neq c$ but $g(c)=0$, then $\nu_{g}$ is by Theorem 9.4 and Example 9.3 the distribution of a sum of two independent exponential variables. Hence $\nu_{g} \neq \nu_{f}$.

If $f$ has several zeroes, we may use Theorem 9.4 repeatedly. Going to extremes, we have the following result. (This vaguely corresponds to trees consisting of many branches joined at the root, or close to the root as in Example 8.2, so that the law of large numbers applies.)

Theorem 9.6. If $f(x)=0$ for $x \in D$, where $D$ is dense in $J$, then $\nu_{f}$ is a point mass at $\int_{J} d t / f(t)$.

Proof. By (1.7) and our assumption, $L_{f}\left(t_{1}, t_{2}\right)=f\left(t_{1}\right)+f\left(t_{2}\right)$ whenever $t_{1}<t_{2}$. Hence,

$$
\begin{aligned}
m_{2}(f) & =2 \iint_{t_{1}<t_{2}}\left(\frac{1}{L_{f}\left(t_{1}\right) L_{f}\left(t_{1}, t_{2}\right)}+\frac{1}{L_{f}\left(t_{2}\right) L_{f}\left(t_{1}, t_{2}\right)}\right) d t_{1} d t_{2} \\
& =2 \iint_{t_{1}<t_{2}}\left(\frac{f\left(t_{1}\right)+f\left(t_{2}\right)}{f\left(t_{1}\right) f\left(t_{2}\right) L_{f}\left(t_{1}, t_{2}\right)}\right) d t_{1} d t_{2}=m_{1}(f)^{2}
\end{aligned}
$$

Hence, if $X \sim \nu_{f}$, then $\operatorname{Var} X=m_{2}(f)-m_{1}(f)^{2}=0$, so $X=\mathbb{E} X=m_{1}(f)$ a.s.

Example 9.7. If $J=[0,1]$ and $f(x)=1$ for irrational $x$ and $f(x)=0$ for rational $x$, then $\nu_{f}$ is a point mass at 1 .

Finally we study another class of examples. These arise for trees consisting of a long trunk with leaves or short branches attached along the trunk so that vertex $i$ has relative height $f(i / n)$.

Theorem 9.8. Suppose that $f$ is non-decreasing on $J=(0, b)$ with $0<b \leq$ $\infty$, and that $\int_{J} d x / f(x)<\infty$. Let $\rho:=\inf _{J} f(x) / x$ and suppose $X \sim \nu_{f}$. Then $\rho>0$ and the moment generating function of $\nu_{f}$ is

$$
\begin{equation*}
\mathbb{E} e^{t X}=\exp \left(\int_{J} \frac{t d x}{f(x)-t x}\right), \quad \operatorname{Re} t<\rho \tag{9.7}
\end{equation*}
$$

(where the integral converges absolutely), while $\mathbb{E} e^{t X}=\infty$ for real $t>\rho$; in particular, the characteristic function is $\exp \left(\right.$ it $\left.\int_{J} d x /(f(x)-i t x)\right)$. The cumulants are given by

$$
\begin{equation*}
\varkappa_{k}\left(\nu_{f}\right)=k!\int_{J} \frac{x^{k-1}}{f(x)^{k}} d x, \quad k \geq 1 \tag{9.8}
\end{equation*}
$$

Further, $\nu_{f}$ is an infinitely divisible distribution with Lévy measure $\mu$ given by the density

$$
\begin{equation*}
\frac{d \mu}{d x}=\int_{J} \frac{f(y)}{y^{2}} e^{-x f(y) / y} d y, \quad x>0 \tag{9.9}
\end{equation*}
$$

Proof. Let $A=\int_{J} d x / f(x)<\infty$, and note that, for every $x \in J, A \geq$ $\int_{0}^{x} d y / f(y) \geq x / f(x)$, so $f(x) / x \geq A^{-1}$ and thus $\rho \geq A^{-1}>0$. Note further that if $0<t<\rho$, then $f(x)-t x \geq\left(1-t \rho^{-1}\right) f(x)$ and thus

$$
\begin{equation*}
\int_{J} \frac{d x}{f(x)-t x} \leq\left(1-t \rho^{-1}\right)^{-1} A<\infty \tag{9.10}
\end{equation*}
$$

It follows that the integral in (9.7) converges for all complex $t$ with $\operatorname{Re} t<\rho$, and that the right hand side of (9.7) is analytic in this half-plane.

Since $f$ is non-decreasing, (1.7) implies that

$$
L_{f}\left(x_{1}, \ldots, x_{k}\right)=f\left(x_{(k)}\right)=f\left(x_{1} \vee \cdots \vee x_{k}\right)
$$

where $x \vee y$ denotes the maximum of $x$ and $y$. Hence, (1.8) gives

$$
\begin{equation*}
m_{k}(f)=k!\int_{J^{k}} f^{-1}\left(x_{1}\right) f^{-1}\left(x_{1} \vee x_{2}\right) \cdots f^{-1}\left(x_{1} \vee \cdots \vee x_{k}\right) d x_{1} \cdots d x_{k} \tag{9.11}
\end{equation*}
$$

Let $B$ be the Banach space of all bounded measurable functions on $[0, b)$, with $\|g\|_{B}:=\sup _{[0, b)}|g|$, and define, for non-increasing $\phi \geq 0$ with $\int_{J} \phi<\infty$,

$$
T_{\phi} g(x):=\int_{J} \phi(x \vee y) g(x \vee y) d y
$$

Clearly, $T_{\phi}$ is a bounded linear operator in $B$, with norm $\left\|T_{\phi}\right\|=\int_{J} \phi$.
By induction, for $g \in B$,

$$
T_{\phi}^{k} g\left(x_{0}\right)=\int_{J^{k}} \phi\left(x_{0} \vee x_{1}\right) \cdots \phi\left(x_{0} \vee \cdots \vee x_{k}\right) g\left(x_{0} \vee \cdots \vee x_{k}\right) d x_{k} \cdots d x_{1}
$$

and thus (9.11) yields

$$
\begin{equation*}
\mathbb{E} X^{k}=m_{k}(f)=k!T_{1 / f}^{k} \mathbf{1}(0) \tag{9.12}
\end{equation*}
$$

where 1 is the function identically 1 . Now suppose that $0 \leq t<A^{-1}$. Then $\left\|t T_{1 / f}\right\|=t A<1$ and thus the operator $I-t T_{1 / f}$ is invertible and, with convergent sums,

$$
\mathbb{E} e^{t X}=\sum_{k=0}^{\infty} t^{k} \frac{\mathbb{E} X^{k}}{k!}=\sum_{k=0}^{\infty} t^{k} T_{1 / f}^{k} \mathbf{1}(0)=\left(I-t T_{1 / f}\right)^{-1} \mathbf{1}(0)
$$

In other words, $\mathbb{E} e^{t X}=g(0)$, where $g \in B$ satisfies $\left(I-t T_{1 / f}\right) g=\mathbf{1}$, i.e.

$$
g(x)-\int_{0}^{b} t f^{-1}(x \vee y) g(x \vee y) d y=1, \quad 0 \leq x<b
$$

or

$$
\begin{equation*}
1=g(x)-t x f^{-1}(x) g(x)-\int_{x}^{b} t f^{-1}(y) g(y) d y, \quad 0 \leq x<b \tag{9.13}
\end{equation*}
$$

To solve this, define $H(x):=t \int_{x}^{b} f^{-1}(y) g(y) d y$. Then (at least if $f$ and $g$ are continuous) (9.13) yields

$$
1=-\left(t^{-1} f(x)-x\right) H^{\prime}(x)-H(x)
$$

with the solution, since $H(b)=0$,

$$
H(x)=\exp \left(\int_{x}^{b} \frac{d y}{t^{-1} f(y)-y}\right)-1
$$

and thus, by (9.13) again,

$$
\begin{equation*}
g(x)=\frac{H(x)+1}{1-t x f^{-1}(x)}=\left(1-t x f^{-1}(x)\right)^{-1} \exp \left(\int_{x}^{b} \frac{t d y}{f(y)-t y}\right) \tag{9.14}
\end{equation*}
$$

Indeed, knowing the answer (9.14), it is easy to verify it by substitution back in (9.13), also if $f$ (and thus $g$ ) is discontinuous. (Recall that $t x f^{-1}(x) \leq$ $t A<1$ and that (9.10) holds, whichs shows $g \in B$.) For $x=0, f(x)$ is not defined, but (9.13) and thus (9.14) holds with $x f^{-1}(x)=0$, i.e.

$$
g(0)=1+H(0)=\exp \left(\int_{0}^{b} \frac{t d y}{f(y)-t y}\right)
$$

This verifies (9.7) for $0 \leq t<A^{-1}$. Both sides of (9.7) are analytic functions in the halfplane $\operatorname{Re} t<A^{-1}$, and thus (9.7) holds there by analytic continuation.

For $|t|<A^{-1}$ we have $|t x / f(x)|<1, x \in J$, and

$$
\int_{J} \frac{t d x}{f(x)-t x}=t \int_{J} \frac{d x / f(x)}{1-t x / f(x)}=\sum_{k=0}^{\infty} t^{k+1} \int_{J} \frac{x^{k} d x}{f(x)^{k+1}}
$$

which by (9.7) yields the formula (9.8) for the cumulants. It follows that

$$
\left|\frac{\varkappa_{k}\left(\nu_{f}\right)}{k!}\right|=\int_{J} \frac{x^{k-1}}{f(x)^{k}} d x \leq \rho^{1-k} \int_{J} \frac{d x}{f(x)}=A \rho^{1-k}
$$

Hence the Taylor series of $\ln \mathbb{E} e^{t X}=\sum_{k} \varkappa_{k}\left(\nu_{f}\right) t^{k} / k$ ! has radius of convergence at least $\rho$; hence $\mathbb{E} e^{t x}$ is finite for all real $t$ with $0<t<\rho$, and thus for all complex $t$ with $\operatorname{Re} t<\rho$. By analytic continuation, (9.7) holds in this halfplane too.

Conversely, if $t>\rho$, then $f\left(x_{0}\right) / x_{0}<t$ for some $x_{0} \in J$. Hence, if $\delta>0$ is small enough, $f(x) \leq f\left(x_{0}\right) \leq t x$ for $x \in\left(x_{0}-\delta, x_{0}\right)$, and thus

$$
\int_{J} \frac{x^{k-1}}{f(x)^{k}} d x \geq \frac{\delta}{x_{0}} t^{-k}
$$

Hence, $\sum_{k} \varkappa_{k}\left(\nu_{f}\right) t^{k} / k$ ! diverges for $t>\rho$, so $\ln \mathbb{E} e^{t X}$ has radius of convergence exactly $\rho$. The Taylor coefficients are positive, and thus there is a singularity at $\rho$. Hence $\mathbb{E} e^{t X}$ too has a singularity there, which is impossible if $\mathbb{E} e^{t X}<\infty$ for some $t>\rho$.

To see that $\nu_{f}$ is infinitely divisible and to verify the formula (9.9) for the Lévy measure, note first that, by the Fubini-Tonelli theorem, $\int_{0}^{\infty} x d \mu(x)=$ $\int_{J} d y / f(y)<\infty$. Similarly, for $t>0$, say,

$$
\begin{aligned}
\int_{0}^{\infty}\left(e^{-t x}-1\right) d \mu(x)=\int_{J} \frac{f(y)}{y^{2}} \int_{0}^{\infty}\left(e^{-x(f(y) / y+t)}-e^{-x f(y) / y}\right) d x d y \\
=\int_{J} \frac{f(y)}{y^{2}}\left(\frac{1}{f(y) / y+t}-\frac{1}{f(y) / y}\right) d y=\int_{J} \frac{-t}{f(y)+t y} d y
\end{aligned}
$$

Thus, see e.g. [23, Theorem 15.12 and (15.8)], $\nu_{f}$ and the infinitely divisible distribution with Lévy measure $\mu$ have the same Laplace transform, so they are equal.

Example 9.9. Let $J=[0,1]$ and $f(x)=x^{\alpha}$, with $0 \leq \alpha<1$. By (9.8), the cumulants are

$$
\varkappa_{k}\left(\nu_{f}\right)=k!\int_{0}^{1} x^{k-1-k \alpha} d x=\frac{k!}{k(1-\alpha)}
$$

and thus the moment generating function is

$$
\exp \left(\sum_{k=1}^{\infty} \frac{t^{k}}{k(1-\alpha)}\right)=\exp \left(\frac{-\ln (1-t)}{1-\alpha}\right)=(1-t)^{-1 /(1-\alpha)}
$$

Hence $\nu_{f}$ is the Gamma distribution $\Gamma(1 /(1-\alpha))$.

## 10. On Problems 1.14 and 1.15

As said in Section 2, the conditioned Galton-Watson tree $\mathcal{T}_{n}$ converges in distribution to the infinite random tree $\mathcal{T}_{\infty}$ as $n \rightarrow \infty$. Hence, if it possible to define a growing process $\mathcal{T}_{n}$ as in Problem 1.15, then $\mathcal{T}_{n}$ has to grow to $\mathcal{T}_{\infty}$, so $\mathcal{T}_{n}$ could be constructed by a certain pruning of $\mathcal{T}_{\infty}$.

Further, by the proof of Lemma 2.3 and (2.8), $\mathbb{E} w_{k}\left(\mathcal{T}_{\infty}\right)=\mathbb{E} w_{k}(\mathcal{T})^{2}=$ $1+k \sigma^{2}$. Moreover, it can be shown from (2.7) and (2.12) that for fixed $k$, the sequence $w_{k}\left(\mathcal{T}_{n}\right)$ is uniformly integrable. Hence,

$$
\mathbb{E} w_{k}\left(\mathcal{T}_{n}\right) \rightarrow \mathbb{E} w_{k}\left(\mathcal{T}_{\infty}\right)=1+k \sigma^{2}
$$

(This was shown, at least assuming an exponential moment, by Meir and Moon [32] using different arguments.) We now see that Problem 1.14 would imply the estimate $\mathbb{E} w_{k}\left(\mathcal{T}_{n}\right) \leq 1+k \sigma^{2}$, sharpening the estimate in Theorem 1.13.

## Appendix A

The purpose of the appendix is to give a proof of the following result, stated in Remark 1.8. (A special case is given by Meir and Moon [31].) This proof was originally intended to be included in the paper, but was replaced by the more general Theorem 1.6 with only slightly stronger assumptions, proved by somewhat different methods. Nevertheless, since the result and the methods still may have some interest, it is added as an appendix.

Theorem A.1. With assumptions and notations as above, as $n \rightarrow \infty$,

$$
\mathbb{E} X\left(\mathcal{T}_{n}\right) \sim \sigma \sqrt{\frac{\pi n}{2}}
$$

Proof. We use generating functions. Let $\mathcal{T}$ be the (unconditioned) GaltonWatson tree with offspring distribution $\xi$, and define

$$
\begin{aligned}
\Phi(z) & :=\mathbb{E} z^{\xi}, \\
F(z) & :=\mathbb{E} z^{|\mathcal{T}|}, \\
G(z, w) & :=\mathbb{E}\left(z^{|\mathcal{T}|} \sum_{v \in \mathcal{T}} w^{d(v)}\right)=\mathbb{E}\left(z^{|\mathcal{T}|} \sum_{k \geq 0} w_{k}(\mathcal{T}) w^{k}\right), \\
H(z) & :=\mathbb{E}\left(z^{|\mathcal{T}|} m_{1}(\mathcal{T})\right)=\mathbb{E}\left(z^{|\mathcal{T}|} \sum_{k \geq 1} \frac{w_{k}(\mathcal{T})}{k}\right) .
\end{aligned}
$$

These are defined and analytic at least for $|z|<1$ and $|w|<1$. In studies of conditioned Galton-Watson trees (or, equivalently, simply generated trees), it is, as said in the introduction, often assumed that $\xi$ has an exponential moment, $\mathbb{E} e^{\alpha \xi}<\infty$ for some $\alpha>0$; this says that $\Phi$ is analytic in a disc with radius greater than 1 , which is a technical advantage. We will see,
however, that with some care, we can use the standard methods also in our case where we assume only a second moment of $\xi$.

Note that we allow $k=0$ in the formula for $G$; if we sum over $k \geq 1$ only, we get $G(z, w)-F(z)$. It follows by termwise integration that

$$
\begin{equation*}
H(z)=\int_{0}^{1}(G(z, w)-F(z)) \frac{d w}{w}, \quad|z|<1 \tag{A.1}
\end{equation*}
$$

Conditioning on the degree of the root of $\mathcal{T}$, we find the standard formula (for $|z| \leq 1$, at least)

$$
\begin{equation*}
F(z)=\sum_{j=0}^{\infty} \mathbb{P}(\xi=j) z F(z)^{j}=z \Phi(F(z)) \tag{A.2}
\end{equation*}
$$

and, similarly, (for $|z|,|w|<1$, at least)

$$
G(z, w)-F(z)=\sum_{j=0}^{\infty} \mathbb{P}(\xi=j) j z w G(z, w) F(z)^{j-1}=z w \Phi^{\prime}(F(z)) G(z, w)
$$

which gives

$$
\begin{equation*}
G(z, w)=\frac{F(z)}{1-z w \Phi^{\prime}(F(z))} \tag{A.3}
\end{equation*}
$$

By (A.1), we then find

$$
\begin{align*}
H(z) & =F(z) \int_{0}^{1} \frac{z w \Phi^{\prime}(F(z))}{1-z w \Phi^{\prime}(F(z))} \frac{d w}{w}=F(z)\left[-\ln \left(1-z w \Phi^{\prime}(F(z))\right)\right]_{w=0}^{1} \\
& =-F(z) \ln \left(1-z \Phi^{\prime}(F(z))\right) \tag{A.4}
\end{align*}
$$

We will for simplicity assume that $\operatorname{span}(\xi)=1$ and leave the usual modifications when $\operatorname{span}(\xi)=d>1$ to the reader. (There will be two factors $d$ that cancel in (A.10), so the result remains the same.)

Let $D:=\{z:|z|<1\}$ be the open unit disc; thus $\bar{D}$ is the closed unit disc. Further, for $0<\beta<\pi$, let $S_{\beta}:=\{z:|\arg (z-1)|>\beta\}$ (a sector with tip at 1) and let $\Omega_{\eta}:=\{z:|z|<1+\eta\} \cap S_{\pi / 4}, \eta>0$. Thus, $\Omega_{\eta}$ is a disc larger than $D$ with an indentation at $z=1$. (The angle $\pi / 4$ could be replaced by any value in $(0, \pi / 2)$.)

Lemma A.2. If $\operatorname{span}(\xi)=1$, then, for some $\eta>0$, $F$ extends to an analytic function in $\Omega_{\eta}$ with $|F(z)|<1$ for $z \in \Omega_{\eta}$ and

$$
\begin{equation*}
F(z)=1-\sqrt{2} \sigma^{-1} \sqrt{1-z}+o\left(|z-1|^{1 / 2}\right), \quad \text { as } z \rightarrow 1 \text { with } z \in \Omega_{\eta} \tag{A.5}
\end{equation*}
$$

Proof. This is well-known if $\xi$ has an exponential moment. In general, we may argue as follows. Since $\mathbb{E} \xi^{2}<\infty, \Phi$ and its first two derivatives have continuous extensions to $\bar{D}$, with $\Phi(1)=1, \Phi^{\prime}(1)=\mathbb{E} \xi=1$, and $\Phi^{\prime \prime}(1)=$ $\mathbb{E} \xi(\xi-1)=\sigma^{2}$. A Taylor expansion shows that, as $z \rightarrow 1$ in $\bar{D}$,

$$
\begin{equation*}
\Phi(z)=1+(z-1)+\frac{\sigma^{2}}{2}(z-1)^{2}+o\left(|z-1|^{2}\right) \tag{A.6}
\end{equation*}
$$

Let $\Psi(z):=z / \Phi(z)$, and note that (A.2) may be written $\Psi(F(z))=z$. Let $B_{\varepsilon}:=\{z:|z-1|<\varepsilon\}$ be a small disc around 1. If $\varepsilon>0$ is small, then $\Psi$ is analytic in $D \cap B_{\varepsilon}$, and $\Psi, \Psi^{\prime}$ and $\Psi^{\prime \prime}$ have continuous extensions to $\overline{D \cap B_{\varepsilon}}$. It follows from (A.6) that, for $z \rightarrow 1$ in $\bar{D}$,

$$
\begin{equation*}
\Psi(z)=\frac{z}{\Phi(z)}=1-\frac{\sigma^{2}}{2}(z-1)^{2}+o\left(|z-1|^{2}\right) \tag{A.7}
\end{equation*}
$$

Hence (or by differentiation), $\Psi(1)=1, \Psi^{\prime}(1)=0$ and $\Psi^{\prime \prime}(1)=-\sigma^{2}$. Another Taylor expansion yields, for $z \rightarrow 1$ in $\bar{D}$,

$$
\begin{equation*}
\Psi^{\prime}(z)=-\sigma^{2}(z-1)+o(|z-1|) \tag{A.8}
\end{equation*}
$$

Let $U_{\varepsilon}:=B_{\varepsilon} \cap S_{0.6 \pi}$. If $\varepsilon$ is small enough, then $U_{\varepsilon} \subset D$ and, by (A.8), $\operatorname{Re} \Psi^{\prime}(z)>0$ in $U_{\varepsilon}$. Hence $\Psi\left(z_{2}\right)-\Psi\left(z_{1}\right)=\int_{z_{1}}^{z_{2}} \Psi^{\prime}(w) d w \neq 0$ if $z_{1}, z_{2} \in U_{\varepsilon}$ with $z_{1} \neq z_{2}$; thus $\Psi$ is a bijection of $U_{\varepsilon}$ onto $V_{\varepsilon}:=\Psi\left(U_{\varepsilon}\right)$, with an analytic inverse $\Psi^{-1}: V_{\varepsilon} \rightarrow U_{\varepsilon}$. Close to 1 , the boundary of $U_{\varepsilon}$ consists of the two rays $\arg (z-1)= \pm 0.6 \pi$; by (A.7), $\Psi$ maps them to two curves emanating from 1 in the directions $\pm 0.2 \pi$, and it follows that if $\delta>0$ is small enough, then $B_{\delta} \cap S_{\pi / 4} \subset V_{\varepsilon}$. We can thus define $F=\Psi^{-1}$ in $B_{\delta} \cap S_{\pi / 4}$, with $|F|<1$. This extends $F$ close to 1, and (A.5) follows from (A.7).

Now let $z_{0} \in \partial D$ with $z_{0} \neq 1$, and let $w_{0}:=F\left(z_{0}\right)$. Since $\operatorname{span}(\xi)=1$, $\left|w_{0}\right|=\left|F\left(z_{0}\right)\right|<F(1)=1$ and thus $\left|\Phi^{\prime}\left(w_{0}\right)\right|<1$. Hence, $(\partial / \partial w)(w-$ $z \Phi(w))=1-z \Phi^{\prime}(w) \neq 0$ at $\left(z_{0}, w_{0}\right)$, and the implicit function theorem shows that $F$ can be extended to a small disc about $z_{0}$ by a function satisfying (A.2) and with $|F|<1$. A simple compactness argument shows that a finite number of these extensions together with the extension to $B_{\delta} \cap S_{\pi / 4}$ combine to the desired extension in $\Omega_{\eta}$, if $\eta$ is small enough.

Since $\Phi^{\prime \prime}(1)=\sigma^{2}$, (A.5) implies that, as $z \rightarrow 1$ in $\Omega_{\eta}$ and thus $F(z) \rightarrow 1$ in $D$,

$$
\begin{align*}
z \Phi^{\prime}(F(z)) & =z\left(1+\sigma^{2}(F(z)-1)+o(|F(z)-1|)\right) \\
& =1-\gamma \sqrt{1-z}+o\left(|z-1|^{1 / 2}\right) \tag{A.9}
\end{align*}
$$

with $\gamma:=\sqrt{2} \sigma$. It follows that $\left|z \Phi^{\prime}(F(z))\right|<1$ for $z \in \Omega_{\eta}$ close to 1 ; since $|F(z)|<1$ for $z \in \bar{D} \backslash\{1\}$, a simple compactness argument shows that $\left|z \Phi^{\prime}(F(z))\right|<1$ for all $z \in \Omega_{\eta}$ if $\eta$ is small enough. We then can use (A.4) to define $H$ in $\Omega_{\eta}$. Moreover, when $z \in \Omega_{\eta}$ with $|z-1|$ small, by (A.9),

$$
H(z)=-\ln \left(1-z \Phi^{\prime}(F(z))\right)=-\frac{1}{2} \ln (1-z)-\ln \gamma+o(1)
$$

Consequently, see Flajolet and Odlyzko [17, Corollary 1],

$$
\left[z^{n}\right] H(z)=-\frac{1}{2}\left[z^{n}\right] \ln (1-z)+o(1 / n)=\frac{1+o(1)}{2 n}
$$

As is well known [26, Theorem 2.1.2], see also [2, Proposition 24] or [32, Theorem 3.1], or use Lemma A. 2 and [17],

$$
\left[z^{n}\right] F(z)=\mathbb{P}(|\mathcal{T}|=n) \sim(2 \pi)^{-1 / 2} \sigma^{-1} n^{-3 / 2}
$$

Consequently (recalling our convention that $\mathcal{T}_{n}$ has $n+1$ vertices),

$$
\begin{equation*}
\mathbb{E} X\left(\mathcal{T}_{n-1}\right)=\mathbb{E} m_{1}\left(\mathcal{T}_{n-1}\right)=\frac{\left[z^{n}\right] H(z)}{\left[z^{n}\right] F(z)} \sim(\pi / 2)^{1 / 2} \sigma n^{1 / 2} \tag{A.10}
\end{equation*}
$$

which completes the proof.
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