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#### Abstract

In this article, we present some results on the existence and uniqueness of random solutions to a non-linear implicit fractional differential equation involving the generalized Caputo fractional derivative operator and supplemented with non-local and periodic boundary conditions. We make use of the fixed point theorems due to Banach and Krasnoselskii to derive the desired results. Examples illustrating the obtained results are also presented.
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## 1. Introduction

Fractional differential equations are found to be of great interest in view of their utility in modeling and explaining natural phenomena occurring in biophysics, quantum mechanics, wave theory, polymers, continuum mechanics, etc. [1-3]. In fact, fractional order derivative operators have been successfully applied to generalize fundamental laws of nature, especially in the transport phenomena. For more details, we refer the reader to the works [4-13], and the references cited therein.

In [14], a non-linear coupled system involving both Caputo and Riemann-Liouville generalized fractional derivatives equipped with coupled integral boundary conditions was studied. One can find some existence results for the generalized Caputo fractional differential equations and inclusions with Steiltjes-type fractional integral boundary conditions in [15].

In [16], some properties of Caputo-type modification of the Erdélyi-Kober fractional derivative are provided by the authors. More information are available in [12,17]. In [18], the authors have presented several properties related to the generalized Caputo fractional differential equations involving retardation and anticipation. For integer-order differential equations with retardation and anticipation, for instance, see [19].

The values of the coefficients, parameters, and initial conditions in a differential equation are often expressed by the mean of the values acquired as a consequence of certain experimental determinations. As a result, physical constants and parameters may be thought of as random variables whose values are determined by a probability distribution or law. The same may be stated for coefficients and forcing functions, which can be random variables or random functions. We refer to publications [17,20,21] for results and further references on differential equations with random parameters.

In [22], Abd El-Salam studied the existence of at least one solution to the second-order boundary value problem of the form

$$
\left\{\begin{array}{l}
x^{\prime \prime}(\tau)=f\left(\tau, x(\tau), x^{\prime}(\tau)\right), \text { for } \tau \in(0,2 \pi) \\
x(0)=x(2 \pi) \text { and } \sum_{j=1}^{m} \lambda_{j} x\left(\tau_{j}\right)=x_{0}
\end{array}\right.
$$

where $0=\tau_{0}<\tau_{1}<\tau_{2}<\cdots<\tau_{m}<\tau_{m+1}=2 \pi$.
Inspired by the above-mentioned papers, and with the goal of extending previous results in mind, in this paper, we investigate the existence and uniqueness of random solutions for the following fractional boundary value problem

$$
\begin{gather*}
{ }^{C} D_{0^{+}}^{\alpha, \rho}(x(\tau, \delta)-\psi(\tau, x(\tau, \delta), \delta))=f\left(\tau, x(\tau, \delta),{ }^{C} D_{0^{+}}^{\alpha, \rho} x(\tau, \delta), \delta\right), \tau \in J:=[0,2 \pi]  \tag{1}\\
x(0, \delta)=x(2 \pi, \delta) \text { and } \sum_{j=1}^{m} \lambda_{j} x\left(\tau_{j}, \delta\right)=d(\delta) \tag{2}
\end{gather*}
$$

where $0=\tau_{0}<\tau_{1}<\tau_{2}<\cdots<\tau_{m}<\tau_{m+1}=2 \pi, 1<\alpha \leq 2,{ }^{C} D_{0^{+}}^{\alpha, \rho}$ is the generalized Caputo fractional derivative, $f: J \times \mathbb{R} \times \mathbb{R} \times \Psi \rightarrow \mathbb{R}$ and $\psi: J \times \mathbb{R} \times \Psi \rightarrow \mathbb{R}$, are given functions, $\lambda_{j}$ are real constants such that $\sum_{j=1}^{m} \lambda_{j} \neq 0$ and $\Psi$ is the sample space in a probability space and $\delta$ is a random variable. For the sake of simplicity, we assume that $\psi\left(\tau_{j}, x\left(\tau_{j}, \delta\right), \delta\right)=0 ; j=0,1, \ldots, m+1$.

The structure of this paper is as follows. Section 2 presents certain notations and preliminaries about generalized fractional derivatives used throughout this manuscript. In Section 3, we present two existence and uniqueness results for the problem (1) and (2) which rely on the Banach contraction mapping principle and Krasnoselskii's fixed point theorem. In Section 4, two examples are presented in support of the results obtained.

## 2. Preliminaries

First, we give the definitions and notations used in this paper. We denote by $C(J, \mathbb{R})$ the Banach space of all continuous functions from $J$ into $\mathbb{R}$ with the following norm

$$
\|\chi\|_{J}=\sup \{|\chi(s)|: 0 \leq s \leq 2 \pi\} .
$$

By $B_{\mathbb{R}}$, we denote the $\sigma$-algebra of Borel subsets of $\mathbb{R}$. A mapping $\delta: \Psi \rightarrow \mathbb{R}$ is said to be measurable if $\delta^{-1}(\mathcal{G})=\{\xi \in \Psi: \delta(\xi) \in \mathcal{G}\} \subset \mathcal{A}$ for any $\mathcal{G} \in B_{\mathbb{R}}$, where $\mathcal{A}$ is a $\sigma$-algebra defined in $\Psi$.

Consider the space $X_{b}^{p}(0,2 \pi),(1 \leq p, b \in \mathbb{R})$ of those complex-valued Lebesgue measurable functions $\chi$ on $J$ for which $\|\chi\|_{X_{b}^{p}}<\infty$, with the norm:

$$
\|\chi\|_{X_{b}^{p}}=\left(\int_{0}^{2 \pi}\left|\tau^{b} \chi(\tau)\right|^{p} \frac{d \tau}{\tau}\right)^{\frac{1}{p}}, \quad(1 \leq p<\infty, b \in \mathbb{R})
$$

Definition 1 (Generalized Riemann-Liouville integral [23]). Let $v \in \mathbb{R}, b \in \mathbb{R}$ and $\tilde{f} \in$ $X_{b}^{p}(0,2 \pi)$, the generalized RL fractional integral of order $v$ is given by

$$
\begin{equation*}
\left({ }^{\rho} I_{0^{+}}^{v} \tilde{f}\right)(\tau)=\frac{\rho^{1-v}}{\Gamma(v)} \int_{0}^{\tau} s^{\rho-1}\left(\tau^{\rho}-s^{\rho}\right)^{v-1} \tilde{f}(s) d s, \quad \tau>0, \rho>0 \tag{3}
\end{equation*}
$$

where the Euler gamma function $\Gamma(\cdot)$ is given by

$$
\Gamma(v)=\int_{0}^{\infty} s^{v-1} e^{-s} d s, v>0
$$

Definition 2 ([24]). Let $\tau>0$. The generalized fractional derivative is given by

$$
\begin{align*}
\rho_{0^{+}}^{v} \psi(\tau) & =\frac{1}{\Gamma(n-v)}\left(\tau^{1-\rho} \frac{d}{d \tau}\right)^{n} \int_{0}^{\tau} \frac{s^{\rho-1} \rho^{1-n+v}}{\left(\tau^{\rho}-s^{\rho}\right)^{1-n+v}} \psi(s) d s \\
& =\tilde{\delta}_{\rho}^{n}\left({ }^{\rho} I_{0^{+}}^{n-v} \psi\right)(\tau) \tag{4}
\end{align*}
$$

where $\tilde{\delta}_{\rho}^{n}=\left(\tau^{1-\rho} \frac{d}{d \tau}\right)^{n}$.
Definition 3 ([16,24]). The Caputo-type generalized fractional derivative ${ }_{c}^{\rho} D_{0^{+}}^{v}$ is defined by

$$
\begin{equation*}
\left({ }_{c}^{\rho} D_{0^{+}}^{v} \tilde{f}\right)(\tau)=\left({ }^{\rho} D_{0^{+}}^{v}\left[\tilde{f}(\tau)-\sum_{j=0}^{n-1} \frac{\tilde{f}^{(j)}(a)}{j!} s^{j}\right]\right) \tag{5}
\end{equation*}
$$

Lemma 1 ([24]). Let $v, \rho \in \mathbb{R}^{+}$, then

$$
\begin{equation*}
\left({ }^{\rho} I_{0^{+}}^{v}{ }^{C} D_{0^{+}}^{v, \rho} \tilde{f}\right)(\tau)=\tilde{f}(\tau)-\sum_{j=0}^{n-1} \iota_{j}\left(\frac{\tau^{\rho}}{\rho}\right)^{j} \tag{6}
\end{equation*}
$$

for some $\iota_{j} \in \mathbb{R}, n=[v]+1$.
Lemma 2 ([25]). If $x>n$, then we have

$$
\begin{equation*}
\left[\rho I_{0^{+}}^{v}\left(\frac{\tau^{\rho}}{\rho}\right)^{\epsilon-1}\right](x)=\frac{\Gamma(\epsilon)}{\Gamma(\epsilon+v)}\left(\frac{x^{\rho}}{\rho}\right)^{v+\epsilon-1} \tag{7}
\end{equation*}
$$

Definition 4. A mapping $N: \Psi \times \mathbb{R} \rightarrow \mathbb{R}$ is called jointly measurable if for any $\mathcal{G} \in B_{\mathbb{R}}$, one has

$$
N^{-1}(\mathcal{G})=\{(\xi, x) \in \Psi \times \mathbb{R}: N(\xi, x) \in \mathcal{G}\} \subset \mathcal{A} \times B_{\mathbb{R}}
$$

where $\mathcal{A} \times B_{\mathbb{R}}$ is the product of the $\sigma$-algebras $\mathcal{A}$ defined in $\Psi$ and $B_{\mathbb{R}}$.
Definition 5. A function $N: \Psi \times \mathbb{R} \rightarrow \mathbb{R}$ is called jointly measurable if $N(\cdot, x)$ is measurable for all $x \in \mathbb{R}$ and $N(\xi, \cdot)$ is continuous for all $\xi \in \Psi$.

Then, the map $\tilde{\kappa}: \Psi \times \mathbb{R} \rightarrow \mathbb{R}$ is called a random operator if $\tilde{\kappa}(\delta, x)$ is measurable in $\delta$ for all $x \in \mathbb{R}$ and it is written as $\tilde{\kappa}(\delta) x=\tilde{\kappa}(\delta, x)$. In this situation, $\tilde{\kappa}(\delta)$ is a random operator on $\mathbb{R}$. This operator is called continuous (resp. compact, totally bounded and completely continuous) if $\tilde{\kappa}(\delta, x)$ is continuous (resp. compact, totally bounded and completely continuous) in $x$ for all $\delta \in \Psi$; (see [26] for more details).

Definition 6 ([27]). Let $\mathcal{D}(X)$ be the family of all non-empty subsets of $X$ and $F$ be a mapping from $\Psi$ into $\mathcal{D}(X)$. A mapping $\tilde{\kappa}:\{(\delta, y): \delta \in \Psi, y \in F(\delta)\} \rightarrow X$ is called random operator with stochastic domain $F$ if $F$ is measurable (i.e., for all closed $\mathcal{T}_{1} \subset X,\left\{\delta \in \Psi, F(\delta) \cap \mathcal{T}_{1} \neq \varnothing\right\}$ is measurable) and for all open $D \subset X$ and all $y \in X,\{\delta \in \Psi: y \in F(\delta), \tilde{\kappa}(\delta, y) \in D\}$ is measurable. $\tilde{\kappa}$ will be called continuous if every $\tilde{\kappa}(\delta)$ is continuous. For a random operator $\tilde{\kappa}$, a mapping $y: \Psi \rightarrow X$ is called random (stochastic) fixed point of $\tilde{\kappa}$ if for almost all $\delta \in \Psi, y(\delta) \in F(\delta)$ and $\tilde{\kappa}(\delta) y(\delta)=y(\delta)$ and for all open $D \subset X,\{\delta \in \Psi: y(\delta) \in D\}$ is measurable.

Definition 7. A function $\gamma: J \times \mathbb{R} \times \Psi \rightarrow \mathbb{R}$ is called random Carathéodory if
(i) The function $(\chi, \xi) \rightarrow \gamma(\chi, x, \xi)$ is jointly measurable for each $x \in \mathbb{R}$,
(ii) The function $x \rightarrow \gamma(\chi, x, \xi)$ is continuous for almost each $\chi \in J$ and $\xi \in \Psi$.

## 3. Existence of Solutions

Let us begin by defining what we mean by a random solution of the problem (1) and (2).
Definition 8. A random solution of problem (1) and (2) is a measurable function $x(\cdot, \delta) \in C(J, \mathbb{R})$ which satisfies the Equation (1) and the conditions (2).

Lemma 3. Let $1<\alpha \leq 2$ and $\kappa, \xi: J \times \Psi \rightarrow \mathbb{R}_{+}$be measurable functions, such that $\xi\left(\tau_{j}, \delta\right)=0$; $j=0,1, \ldots, m+1$. Then, the linear problem

$$
\begin{gather*}
{ }^{C} D_{0^{+}}^{\alpha, \rho}(x(\tau, \delta)-\xi(\tau, \delta))=\kappa(\tau, \delta), \text { for a.e. } \tau \in J, \delta \in \Psi,  \tag{8}\\
x(0, \delta)=x(2 \pi, \delta) \text { and } \sum_{j=1}^{m} \lambda_{j} x\left(\tau_{j}, \delta\right)=d(\delta) \tag{9}
\end{gather*}
$$

has a random solution given by

$$
\begin{align*}
x(\tau, \delta) & =\xi(\tau, \delta)+\frac{d(\delta)}{\sum_{j=1}^{m} \lambda_{j}} \\
& +\left[\frac{\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}}{\sum_{j=1}^{m} \lambda_{j}}-\tau^{\rho}\right] \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s \\
& -\frac{1}{\Gamma(\alpha) \sum_{j=1}^{m} \lambda_{j}} \sum_{j=1}^{m} \lambda_{j} \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s  \tag{10}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s
\end{align*}
$$

Proof. Applying Lemma 1 to Equation (8), we obtain

$$
\begin{equation*}
x(\tau, \delta)-\xi(\tau, \delta)={ }^{\rho} I_{0^{+}}^{\alpha} \kappa(\tau, \delta)+\iota_{0}+\iota_{1}\left(\frac{\tau^{\rho}}{\rho}\right) \tag{11}
\end{equation*}
$$

where $\iota_{1}$ and $\iota_{2} \in \mathbb{R}$. Since $\xi\left(\tau_{j}, \delta\right)=0 ; j=0,1, \ldots, m+1$, then

$$
\iota_{0}=x(0, \delta)=x(2 \pi, \delta)=\iota_{0}+\iota_{1} \frac{(2 \pi)^{\rho}}{\rho}+\frac{1}{\Gamma(\alpha)} \int_{a}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s
$$

and

$$
d(\delta)=\sum_{j=1}^{m} \lambda_{j} x\left(\tau_{j}, \delta\right)=\iota_{0} \sum_{j=1}^{m} \lambda_{j}+\iota_{1} \sum_{j=1}^{m} \lambda_{j} \frac{\tau_{j}^{\rho}}{\rho}+\frac{1}{\Gamma(\alpha)} \sum_{j=1}^{m} \int_{a}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s
$$

Therefore, we have

$$
\begin{gathered}
\iota_{1}=\frac{-\rho}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s \\
\iota_{0}=\frac{d(\delta)}{\sum_{j=1}^{m} \lambda_{j}}+\frac{\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}}{(2 \pi)^{\rho} \Gamma(\alpha) \sum_{j=1}^{m} \lambda_{j}} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s \\
-\frac{1}{\Gamma(\alpha) \sum_{j=1}^{m} \lambda_{j}} \sum_{j=1}^{m} \lambda_{j} \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s
\end{gathered}
$$

Substituting the values of $\iota_{0}$ and $\iota_{1}$ in (11) leads to the Equation (10).
Lemma 4. Let $f: J \times \mathbb{R} \times \mathbb{R} \times \Psi \longrightarrow \mathbb{R}$ be a random Carathéodory function. A function $x(\cdot, \delta) \in C(J, \mathbb{R})$ is a random solution of the non-local and periodic problems (1) and (2) if, and only if, $x$ satisfies the integral equation

$$
\begin{aligned}
x(\tau, \delta) & =\psi(\tau, x(\tau, \delta), \delta)+\frac{d(\delta)}{\sum_{j=1}^{m} \lambda_{j}} \\
& +\left[\frac{\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}}{\sum_{j=1}^{m} \lambda_{j}}-\tau^{\rho}\right] \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s \\
& -\frac{1}{\Gamma(\alpha) \sum_{j=1}^{m} \lambda_{j}} \sum_{j=1}^{m} \lambda_{j} \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s,
\end{aligned}
$$

where $\kappa \in C(J, \mathbb{R})$ satisfies the functional equation

$$
\begin{equation*}
\kappa(\tau, \delta)=f(\tau, x(\tau, \delta), \kappa(\tau, \delta), \delta) \tag{12}
\end{equation*}
$$

## The hypotheses

Hypothesis 1. The functions $f: J \times \mathbb{R} \times \mathbb{R} \times \Psi \longrightarrow \mathbb{R}$ and $\psi: J \times \mathbb{R} \times \Psi \longrightarrow \mathbb{R}$ are random Carathéodory.

Hypothesis 2. There exist measurable and essentially bounded functions $p, q, b: J \rightarrow L^{\infty}\left(\Psi, \mathbb{R}_{+}\right)$, such that

$$
\left|f\left(\tau, y_{1}, v_{1}, \delta\right)-f\left(\tau, y_{2}, v_{2}, \delta\right)\right| \leq p(\tau, \delta)\left|y_{1}-y_{2}\right|+q(\tau, \delta)\left|v_{1}-v_{2}\right|
$$

and

$$
\left|\psi\left(\tau, y_{1}, \delta\right)-\psi\left(\tau, y_{2}, \delta\right)\right| \leq b(\tau, \delta)\left|y_{1}-y_{2}\right|
$$

for $\tau \in J, \delta \in \Psi$ and each $y_{i}, v_{i} \in \mathbb{R} ; i=1,2$, with

$$
p(\delta)=e \text { ess } \sup _{\tau \in J}|p(\tau, \delta)|, q(\delta)=e \text { ess } \sup _{\tau \in J}|q(\tau, \delta)|<1
$$

and

$$
b(\delta)=e s s \sup _{\tau \in J}|b(\tau, \delta)|
$$

Set

$$
d^{*}=e \operatorname{ess} \sup _{\delta \in \Psi}|d(\delta)| .
$$

Remark 1. For the definition of essential supremum (ess sup), see Definition 15.23 in the book [28].
Now we state and prove our existence result for problem (1) and (2) by applying the Banach contraction mapping principle [29].

Theorem 1. Assume that $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{2}\right)$ hold. If

$$
\begin{equation*}
b(\delta)+\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{p(\delta)(2 \pi)^{\rho(\alpha-1)}}{(1-q(\delta)) \rho^{\alpha} \Gamma(\alpha+1)}+\frac{p(\delta) \sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{(1-q(\delta)) \Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}<1, \tag{13}
\end{equation*}
$$

then the problem (1) and (2) have a unique solution.
Proof. Let the operator $\mathcal{S}: C(J, \mathbb{R}) \times \Psi \longmapsto C(J, \mathbb{R})$ be defined by

$$
\begin{align*}
(\mathcal{S} x)(\tau, \delta) & =\frac{d(\delta)}{\sum_{j=1}^{m} \lambda_{j}}+\left[\frac{\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}}{\sum_{j=1}^{m} \lambda_{j}}-\tau^{\rho}\right] \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s \\
& +\psi(\tau, x(\tau, \delta), \delta)-\frac{1}{\Gamma(\alpha) \sum_{j=1}^{m} \lambda_{j}} \sum_{j=1}^{m} \lambda_{j} \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s  \tag{14}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s
\end{align*}
$$

where $\kappa$ satisfies (12).
According to Lemma 4, the fixed points of $\mathcal{S}$ are random solutions to problem (1) and (2).
Let $x_{1}(\cdot, \delta)$ and $x_{2}(\cdot, \delta) \in \Psi$. Then, for $\tau \in J$, we have

$$
\begin{align*}
& \left|\left(\mathcal{S} x_{1}\right)(\tau, \delta)-\left(\mathcal{S} x_{2}\right)(\tau, \delta)\right| \leq\left|\psi\left(\tau, x_{1}(\tau, \delta), \delta\right)-\psi\left(\tau, x_{2}(\tau, \delta), \delta\right)\right| \\
& +\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+\tau^{\rho}\right) \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)-\kappa_{x_{2}}(s, \delta)\right| d s \\
& +\frac{1}{\Gamma(\alpha)\left|\sum_{j=1}^{m} \lambda_{j}\right|} \sum_{j=1}^{m}\left|\lambda_{j}\right| \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)-\kappa_{x_{2}}(s, \delta)\right| d s  \tag{15}\\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)-\kappa_{x_{2}}(s, \delta)\right| d s .
\end{align*}
$$

By $\left(\mathcal{H}_{2}\right)$, we have

$$
\begin{aligned}
\left|\kappa_{x_{1}}(\tau, \delta)-\kappa_{x_{2}}(\tau, \delta)\right| & =\left|f\left(\tau, x_{1}(\tau, \delta), \kappa_{x_{1}}(\tau, \delta), \delta\right)-f\left(\tau, x_{2}(\tau, \delta), \kappa_{x_{2}}(\tau, \delta), \delta\right)\right| \\
& \leq p(\tau, \delta)\left|x_{1}(\tau, \delta)-x_{2}(\tau, \delta)\right|+q(\tau, \delta)\left|\kappa_{x_{1}}(\tau, \delta)-\kappa_{x_{2}}(\tau, \delta)\right| \\
& \leq p(\delta)\left|x_{1}(\tau, \delta)-x_{2}(\tau, \delta)\right|+q(\delta)\left|\kappa_{x_{1}}(\tau, \delta)-\kappa_{x_{2}}(\tau, \delta)\right| .
\end{aligned}
$$

Then

$$
\left|\kappa_{x_{1}}(\tau, \delta)-\kappa_{x_{2}}(\tau, \delta)\right| \leq \frac{p(\delta)}{1-q(\delta)}\left|x_{1}(\tau, \delta)-x_{2}(\tau, \delta)\right|
$$

Therefore, for each $\tau \in J$, we have

$$
\begin{aligned}
& \left|\left(\mathcal{S} x_{1}\right)(\tau, \delta)-\left(\mathcal{S} x_{2}\right)(\tau, \delta)\right| \\
& \quad \leq b(\tau, \delta)\left|x_{1}(\tau, \delta)-x_{2}(\tau, \delta)\right|+\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+\tau^{\rho}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \times \frac{p(\delta)}{(1-q(\delta))(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|x_{1}(s, \delta)-x_{2}(s, \delta)\right| d s \\
& +\frac{p(\delta)}{(1-q(\delta)) \Gamma(\alpha)\left|\sum_{j=1}^{m} \lambda_{j}\right|} \sum_{j=1}^{m}\left|\lambda_{j}\right|^{\rho_{j}} \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|x_{1}(s, \delta)-x_{2}(s, \delta)\right| d s \\
& +\frac{p(\delta)}{(1-q(\delta)) \Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|x_{1}(s, \delta)-x_{2}(s, \delta)\right| d s \\
& \leq b(\tau)\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J}+\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J}\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+\tau^{\rho}\right) \\
& \times \frac{p(\delta)}{(1-q(\delta))(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} d s \\
& +\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J} \frac{p(\delta)}{(1-q(\delta)) \Gamma(\alpha)\left|\sum_{j=1}^{m} \lambda_{j}\right|} \sum_{j=1}^{m}\left|\lambda_{j}\right| \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} d s \\
& \\
& +\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J} \frac{p(\delta)}{(1-q(\delta)) \Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1}{ }_{s^{\rho}}^{\rho-1} d s .
\end{aligned}
$$

Since

$$
\begin{aligned}
\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} d s & =\left.\frac{1}{\alpha \Gamma(\alpha)}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha}\right|_{s=0} ^{s=\tau} \\
& =\frac{1}{\Gamma(\alpha+1)}\left(\frac{\tau^{\rho}}{\rho}\right)^{\alpha}
\end{aligned}
$$

and $\tau \leq 2 \pi$, then we obtain

$$
\begin{aligned}
& \left|\left(\mathcal{S} x_{1}\right)(\tau, \delta)-\left(\mathcal{S} x_{2}\right)(\tau, \delta)\right| \\
& \leq\left[b(\delta)+\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{p(\delta)(2 \pi)^{\rho(\alpha-1)}}{(1-q(\delta)) \rho^{\alpha} \Gamma(\alpha+1)}\right. \\
& \left.\quad+\frac{p(\delta) \sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{(1-q(\delta)) \Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right]\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left\|\left(\mathcal{S} x_{1}\right)(\cdot, \delta)-\left(\mathcal{S} x_{2}\right)(\cdot, \delta)\right\|_{J} \\
\leq & {\left[b(\delta)+\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{p(\delta)(2 \pi)^{\rho(\alpha-1)}}{(1-q(\delta)) \rho^{\alpha} \Gamma(\alpha+1)}\right.} \\
+ & \left.\frac{p(\delta) \sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{(1-q(\delta)) \Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right]\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J} .
\end{aligned}
$$

Hence, by the Banach contraction principle, $\mathcal{S}$ has a unique fixed point which is a unique random solution of the problem (1) and (2).

For the following existence result, we set our terminology as follows. Let $p(\tau, \delta)=$ $\beta_{1}(\tau, \delta), q(\tau, \delta)=\beta_{2}(\tau, \delta), b(\tau, \delta)=\beta_{4}(\tau, \delta), \beta_{0}(\tau, \delta)=|f(\tau, 0,0, \delta)|$ and $\beta_{3}(\tau, \delta)=$ $|\psi(\tau, 0, \delta)|$. Then, it follows by the hypothesis $\left(\mathcal{H}_{2}\right)$ that

$$
\left|f\left(\tau, y_{1}, y_{2}, \delta\right)\right| \leq \beta_{0}(\tau, \delta)+\beta_{1}(\tau, \delta)\left|y_{1}\right|+\beta_{2}(\tau, \delta)\left|y_{2}\right|,
$$

and

$$
\left|\psi\left(\tau, y_{1}, \delta\right)\right| \leq \beta_{3}(\tau, \delta)+\beta_{4}(\tau, \delta)\left|y_{1}\right|
$$

for $\tau \in J, \delta \in \Psi$ and each $y_{1}, y_{2} \in \mathbb{R}$, where $\beta_{i}: J \rightarrow L^{\infty}\left(\Psi, \mathbb{R}_{+}\right) ; i=0,1, \ldots, 4$ are measurable functions, with

$$
\begin{equation*}
\beta_{i}(\delta)=e \operatorname{ess} \sup _{\tau \in J}\left|\beta_{i}(\tau, \delta)\right| \text { and } \beta_{2}(\delta)<1 \tag{16}
\end{equation*}
$$

Theorem 2. Suppose that $\left(\mathcal{H}_{1}\right),\left(\mathcal{H}_{2}\right)$ and (16) hold. If
$\ell=\beta_{4}(\delta)+\left[\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{(2 \pi)^{\rho(\alpha-1)}}{\rho^{\alpha} \Gamma(\alpha+1)}+\frac{\sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{\Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right] \frac{\beta_{1}(\delta)}{1-\beta_{2}(\delta)}<1$,
then problem (1) and (2) has at least one random solution defined on $J$.
Proof. Consider the set

$$
\mathcal{G}_{\eta^{*}(\delta)}=\left\{\xi \in \Psi:\|\xi(\cdot, \delta)\|_{J} \leq \eta^{*}(\delta)\right\}
$$

where

$$
\begin{align*}
\eta^{*}(\delta) & \geq \frac{\beta_{3}(\delta)}{1-\ell}+\frac{d^{*}}{\left|\sum_{j=1}^{m} \lambda_{j}\right|(1-\ell)}+\left[\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{(2 \pi)^{\rho(\alpha-1)}}{\rho^{\alpha} \Gamma(\alpha+1)}\right. \\
& \left.+\frac{\sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{\Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right] \frac{\beta_{0}(\delta)}{(1-\ell)\left(1-\beta_{2}(\delta)\right)} . \tag{18}
\end{align*}
$$

We define the operators $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ on $\mathcal{G}_{\eta^{*}(\delta)}$ by

$$
\begin{gather*}
\left(\mathcal{S}_{1} x\right)(\tau, \delta)=\frac{d(\delta)}{\sum_{j=1}^{m} \lambda_{j}}+\left[\frac{\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}}{\sum_{j=1}^{m} \lambda_{j}}-\tau^{\rho}\right] \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s \\
+\psi(\tau, x(\tau, \delta), \delta)-\frac{1}{\Gamma(\alpha) \sum_{j=1}^{m} \lambda_{j}} \sum_{j=1}^{m} \lambda_{j} \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s,  \tag{19}\\
\quad\left(\mathcal{S}_{2} x\right)(\tau, \delta)=\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \kappa(s, \delta) d s, \tag{20}
\end{gather*}
$$

where $\kappa$ satisfies (12). Then the fractional integral Equation (14) can be written as the operational equation

$$
(\mathcal{S} x)(\tau, \delta)=\left(\mathcal{S}_{1} x\right)(\tau, \delta)+\left(\mathcal{S}_{2} x\right)(\tau, \delta), \quad x(\cdot, \delta) \in \Psi
$$

The proof will be given in several steps.

Step 1: We prove that $\mathcal{S}_{1} x_{1}(\cdot, \delta)+\mathcal{S}_{2} x_{2}(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$ for any $x_{1}(\cdot, \delta), x_{2}(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$. For $\tau \in J$, we have

$$
\begin{aligned}
& \left|\left(\mathcal{S}_{1} x_{1}\right)(\tau, \delta)\right| \\
& \leq\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+\tau^{\rho}\right) \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)\right| d s \\
& +\frac{d^{*}}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+\left|\psi\left(\tau, x_{1}(\tau, \delta)\right)\right|+\frac{\sum_{j=1}^{m}\left|\lambda_{j}\right| \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)\right| d s}{\Gamma(\alpha)\left|\sum_{j=1}^{m} \lambda_{j}\right|}
\end{aligned}
$$

In view of $\left(\mathcal{H}_{2}\right)$ and (16), we have

$$
\begin{aligned}
\left|\kappa_{x_{1}}(\tau, \delta)\right| & =\left|f\left(\tau, x_{1}(\tau, \delta), \kappa_{x_{1}}(\tau, \delta), \delta\right)\right| \\
& \leq \beta_{1}(\tau, \delta)\left|x_{1}(\tau, \delta)\right|+\beta_{2}(\tau, \delta)\left|\kappa_{x_{1}}(\tau, \delta)\right|+\beta_{0}(\tau, \delta) \\
& \leq \beta_{1}(\delta)\left|x_{1}(\tau, \delta)\right|+\beta_{2}(\delta)\left|\kappa_{x_{1}}(\tau, \delta)\right|+\beta_{0}(\delta) .
\end{aligned}
$$

Then we obtain

$$
\begin{aligned}
\left|\kappa_{x_{1}}(\tau, \delta)\right| & \leq \frac{\beta_{1}(\delta)\left|x_{1}(\tau, \delta)\right|+\beta_{0}(\delta)}{1-\beta_{2}(\delta)} \\
& \leq \frac{\beta_{1}(\delta)\left\|x_{1}(\tau, \delta)\right\|_{J}+\beta_{0}(\delta)}{1-\beta_{2}(\delta)}
\end{aligned}
$$

Since $x_{1}(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$, then

$$
\begin{equation*}
\left|\kappa_{x_{1}}(\tau, \delta)\right| \leq \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)} \tag{21}
\end{equation*}
$$

For each $\tau \in J$, we have

$$
\begin{aligned}
\left|\psi\left(\tau, x_{1}(\tau, \delta), \delta\right)\right| & \leq \beta_{4}(\tau, \delta)\left|x_{1}(\tau, \delta)\right|+\beta_{3}(\tau, \delta) \\
& \leq \beta_{4}(\delta)\left|x_{1}(\tau, \delta)\right|+\beta_{3}(\delta)
\end{aligned}
$$

Then, for each $\tau \in J$, we obtain

$$
\begin{equation*}
\left|\psi\left(\tau, x_{1}(\tau, \delta), \delta\right)\right| \leq \beta_{4}(\delta) \eta^{*}(\delta)+\beta_{3}(\delta) \tag{22}
\end{equation*}
$$

Thus, by (21) and (22), and since $\tau \leq 2 \pi$, we obtain

$$
\begin{aligned}
\left|\left(\mathcal{S}_{1} x_{1}\right)(\tau, \delta)\right| & \leq \beta_{4}(\delta) \eta^{*}(\delta)+\beta_{3}(\delta)+\left[\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+(2 \pi)^{\rho}\right) \frac{(2 \pi)^{\rho(\alpha-1)}}{\rho^{\alpha} \Gamma(\alpha+1)}\right. \\
& \left.+\frac{\sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{\Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)}+\frac{d^{*}}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}
\end{aligned}
$$

## Consequently, we obtain

$$
\begin{align*}
\left\|\left(\mathcal{S}_{1} x_{1}\right)(\cdot, \delta)\right\|_{J} & \leq \beta_{4}(\delta) \eta^{*}(\delta)+\beta_{3}(\delta)+\left[\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+(2 \pi)^{\rho}\right) \frac{(2 \pi)^{\rho(\alpha-1)}}{\rho^{\alpha} \Gamma(\alpha+1)}\right. \\
& \left.+\frac{\sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{\Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)}+\frac{d^{*}}{\left|\sum_{j=1}^{m} \lambda_{j}\right|} . \tag{23}
\end{align*}
$$

Now, for operator $\mathcal{S}_{2}$ and $\tau \in J$, we have

$$
\left|\left(\mathcal{S}_{2} x_{2}\right)(\tau, \delta)\right| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{\tau}\left(\frac{\tau^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{2}}(s, \delta)\right| d s
$$

Therefore,

$$
\left|\left(\mathcal{S}_{2} x_{2}\right)(\tau, \delta)\right| \leq\left[\frac{(2 \pi)^{\rho \alpha}}{\rho^{\alpha} \Gamma(\alpha+1)}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)}
$$

Hence,

$$
\begin{equation*}
\left\|\left(\mathcal{S}_{2} x_{2}\right)(\cdot, \delta)\right\|_{J} \leq\left[\frac{(2 \pi)^{\rho \alpha}}{\rho^{\alpha} \Gamma(\alpha+1)}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)} \tag{24}
\end{equation*}
$$

Linking (23) and (24) for every $x_{1}(\cdot, \delta), x_{2}(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$, we obtain

$$
\begin{aligned}
& \left\|\left(\mathcal{S}_{1} x_{1}\right)(\cdot, \delta)+\left(\mathcal{S}_{2} x_{2}\right)(\cdot, \delta)\right\|_{J} \\
& \leq \beta_{4}(\delta) \eta^{*}(\delta)+\beta_{3}(\delta)+\left[\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{(2 \pi)^{\rho(\alpha-1)}}{\rho^{\alpha} \Gamma(\alpha+1)}\right. \\
& \left.+\frac{\sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{\Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)}+\frac{d^{*}}{\left|\sum_{j=1}^{m} \lambda_{j}\right|} .
\end{aligned}
$$

By (18), we have

$$
\left\|\left(\mathcal{S}_{1} x_{1}\right)(\cdot, \delta)+\left(\mathcal{S}_{2} x_{2}\right)(\cdot, \delta)\right\|_{J} \leq \eta^{*}(\delta)
$$

which implies that $\mathcal{S}_{1} x_{1}(\cdot, \delta)+\mathcal{S}_{2} x_{2}(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$.
Step 2: $\mathcal{S}_{1}$ is a contraction.
Let $x_{1}(\cdot, \delta), x_{2}(\cdot, \delta) \in \Psi$. Then, for $\tau \in J$, we have

$$
\begin{aligned}
& \left|\left(\mathcal{S}_{1} x_{1}\right)(\tau, \delta)-\left(\mathcal{S}_{1} x_{2}\right)(\tau, \delta)\right| \leq\left|\psi\left(\tau, x_{1}(\tau, \delta), \delta\right)-\psi\left(\tau, x_{2}(\tau, \delta), \delta\right)\right| \\
& +\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+\tau^{\rho}\right) \frac{1}{(2 \pi)^{\rho} \Gamma(\alpha)} \int_{0}^{2 \pi}\left(\frac{(2 \pi)^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)-\kappa_{x_{2}}(s, \delta)\right| d s \\
& +\frac{1}{\Gamma(\alpha)\left|\sum_{j=1}^{m} \lambda_{j}\right|} \sum_{j=1}^{m}\left|\lambda_{j}\right| \int_{0}^{\tau_{j}}\left(\frac{\tau_{j}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\left|\kappa_{x_{1}}(s, \delta)-\kappa_{x_{2}}(s, \delta)\right| d s .
\end{aligned}
$$

Therefore, for each $\tau \in J$, we have

$$
\left\|\left(\mathcal{S}_{1} x_{1}\right)(\cdot, \delta)-\left(\mathcal{S}_{1} x_{2}\right)(\cdot, \delta)\right\|_{J}
$$

$$
\begin{aligned}
& \leq\left[b(\delta)+\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+(2 \pi)^{\rho}\right) \frac{p(\delta)(2 \pi)^{\rho(\alpha-1)}}{(1-q(\delta)) \rho^{\alpha} \Gamma(\alpha+1)}\right. \\
& \left.+\frac{p(\delta) \sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{(1-q(\delta)) \Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|}\right]\left\|x_{1}(\cdot, \delta)-x_{2}(\cdot, \delta)\right\|_{J} .
\end{aligned}
$$

By (17), the operator $\mathcal{S}_{1}$ is a contraction.
Step 3: $\mathcal{S}_{2}$ is compact and continuous.
Observe that continuity of $\mathcal{S}_{2}$ follows from that of $f$. Next, we prove that $\mathcal{S}_{2}$ is uniformly bounded on $\mathcal{G}_{\eta^{*}(\delta)}$. Let $x_{2}(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$. Then, by (24), we have

$$
\left\|\left(\mathcal{S}_{2} x_{2}\right)(\cdot, \delta)\right\|_{J} \leq\left[\frac{(2 \pi)^{\rho \alpha}}{\rho^{\alpha} \Gamma(\alpha+1)}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)}
$$

This means that $\mathcal{S}_{2}$ is uniformly bounded on $\mathcal{G}_{\eta^{*}(\delta)}$. Next, we show that $\mathcal{S}_{2}\left(\mathcal{G}_{\eta^{*}(\delta)}\right)$ is equicontinuous. Let $x(\cdot, \delta) \in \mathcal{G}_{\eta^{*}(\delta)}$ and $0<\tau_{1}<\tau_{2} \leq 2 \pi$. Then

$$
\begin{aligned}
& \left|\left(\mathcal{S}_{2} x\right)\left(\tau_{2}, \delta\right)-\left(\mathcal{S}_{2} x\right)\left(\tau_{1}, \delta\right)\right| \\
& \leq\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{2}}\left(\frac{\tau_{2}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{1}}\left(\frac{\tau_{1}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1} \mathcal{K}(s, \delta) d s\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\frac{\tau_{2}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}|\kappa(s, \delta)| d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{1}}\left|\left(\frac{\tau_{2}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}-\left(\frac{\tau_{1}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\right||\kappa(s, \delta)| d s \\
& \leq\left[\frac{\left(\tau_{2}^{\rho}-\tau_{1}^{\rho}\right)^{\alpha}}{\rho^{\alpha} \Gamma(\alpha+1)}\right] \frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{1-\beta_{2}(\delta)} \\
& +\frac{\beta_{1}(\delta) \eta^{*}(\delta)+\beta_{0}(\delta)}{\Gamma(\alpha)\left(1-\beta_{2}(\delta)\right)} \int_{0}^{\tau_{1}}\left|\left(\frac{\tau_{2}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}-\left(\frac{\tau_{1}^{\rho}-s^{\rho}}{\rho}\right)^{\alpha-1} s^{\rho-1}\right| d s,
\end{aligned}
$$

which tends to zero as $\tau_{2} \rightarrow \tau_{1}$. This shows that $\mathcal{S}_{2}\left(\mathcal{G}_{\eta^{*}(\delta)}\right)$ is equicontinuous on $J$. Therefore, $\mathcal{S}_{2}\left(\mathcal{G}_{\eta^{*}(\delta)}\right)$ is relatively compact on $\mathcal{G}_{\eta^{*}(\delta)}$. By the Arzela-Ascoli Theorem, we deduce that $\mathcal{S}_{2}$ is compact on $\mathcal{G}_{\eta^{*}(\delta)}$.

As a consequence of Krasnoselskii's fixed point theorem, the operator $\mathcal{S}$ has at least one fixed point, which is a solution of the problem (1) and (2).

Remark 2. It is noteworthy to observe that Banach's contraction principle is more advantageous, as it establishes the existence, as well as uniqueness of a solution to the problem at hand. On the other hand, Krasnoselskii's fixed point theorem solely ensures the existence of a solution to the problem at hand. Obviously, the contractive condition for the operator $\mathcal{S}_{1}$ used in Theorem 2 is different from the one used in Theorem 1. Moreover, we require that $\beta_{0}(\delta)=\operatorname{ess} \sup _{\tau \in J}\left|\beta_{0}(\tau, \delta)\right|=$ ess $\sup _{\tau \in J}|f(\tau, 0,0, \delta)|$, and $\beta_{3}(\delta)=$ ess $\sup _{\tau \in J}\left|\beta_{3}(\tau, \delta)\right|=$ ess $\sup _{\tau \in J}|\psi(\tau, 0, \delta)|$ in Theorem 2. In case we interchange the role of operators $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ in the proof of Theorem 2, the contractive condition also changes.

## 4. Examples

Example 1. Let the space $\mathbb{R}_{-}^{*}:=(-\infty, 0)$ be equipped with the usual $\sigma$-algebra consisting of Lebesgue measurable subsets of $\mathbb{R}_{-}^{*}$. Consider the boundary value problem involving a generalized Caputo fractional differential equation given by

$$
\left\{\begin{array}{l}
{ }^{C} D_{0^{+}}^{\frac{3}{2}, \rho}(x(\tau, \delta)-\psi(\tau, x(\tau, \delta), \delta))=\frac{\sin (\tau)(x(\tau, \delta)+1)}{100\left(\delta^{2}+1\right)}, \tau \in J  \tag{25}\\
x(0, \delta)=x(2 \pi, \delta), \quad \sum_{j=1}^{2} \frac{j}{3} x\left(\frac{j \pi}{3}\right)=d(\delta)
\end{array}\right.
$$

Set

$$
f\left(\tau, x(\tau, \delta),\left({ }^{C} D_{0^{+}}^{\frac{3}{2}, \rho} x\right)(\tau, \delta), \delta\right)=\frac{\sin (\tau)(x(\tau, \delta)+1)}{100\left(\delta^{2}+1\right)}, \tau \in J, x \in \mathbb{R}
$$

and

$$
\psi(\tau, x(\tau, \delta), \delta)=\frac{\left(\sin ^{2}(\tau)-\frac{\sqrt{3}}{2} \sin (\tau)\right) x(\tau, \delta)}{1000\left(\delta^{2}+1\right)}, \tau \in J, x \in \mathbb{R}
$$

with $\psi(2 \pi, x(2 \pi, \delta), \delta)=\psi(0, x(0, \delta), \delta)=\psi\left(\tau_{j}, x\left(\tau_{j}, \delta\right), \delta\right)=0, j=1,2, \alpha=\frac{3}{2}, \rho=\frac{1}{5}, \tau_{j}=$ $\frac{j \pi}{3}$.

For each $x_{1}, x_{2}, v_{1}, v_{2} \in \mathbb{R}$ and $\tau \in J$, we have

$$
\begin{aligned}
\left|f\left(\tau, x_{1}, v_{1}, \delta\right)-f\left(\tau, x_{2}, v_{2}, \delta\right)\right| & \leq\left|\frac{\sin (\tau)\left(x_{1}+1\right)}{100\left(\delta^{2}+1\right)}-\frac{\sin (\tau)\left(x_{2}+1\right)}{100\left(\delta^{2}+1\right)}\right| \\
& \leq \frac{|\sin (\tau)|}{100\left(\delta^{2}+1\right)}\left|x_{1}-x_{2}\right|
\end{aligned}
$$

and

$$
\left|\psi\left(\tau, x_{1}, \delta\right)-\psi\left(\tau, x_{2}, \delta\right)\right| \leq \frac{\left|\sin ^{2}(\tau)-\frac{\sqrt{3}}{2} \sin (\tau)\right|}{1000\left(\delta^{2}+1\right)}\left|x_{1}-x_{2}\right|
$$

Therefore, $\left(\mathcal{H}_{2}\right)$ is verified with

$$
p(\tau, \delta)=\frac{|\sin (\tau)|}{100\left(\delta^{2}+1\right)}, b(\tau, \delta)=\frac{\left|\sin ^{2}(\tau)-\frac{\sqrt{3}}{2} \sin (\tau)\right|}{1000\left(\delta^{2}+1\right)}, q(\tau, \delta)=0
$$

The condition

$$
\begin{aligned}
& b(\delta)+\left(\frac{\left|\sum_{j=1}^{m} \lambda_{j} \tau_{j}^{\rho}\right|}{\left|\sum_{j=1}^{m} \lambda_{j}\right|}+2(2 \pi)^{\rho}\right) \frac{p(\delta)(2 \pi)^{\rho(\alpha-1)}}{(1-q(\delta)) \rho^{\alpha} \Gamma(\alpha+1)}+\frac{p(\delta) \sum_{j=1}^{m}\left|\lambda_{j}\left(\frac{\tau_{j}^{\rho}}{\rho}\right)^{\alpha}\right|}{(1-q(\delta)) \Gamma(\alpha+1)\left|\sum_{j=1}^{m} \lambda_{j}\right|} \\
= & \frac{2+\sqrt{3}}{2000\left(\delta^{2}+1\right)}+\left(\frac{\sum_{j=1}^{2} \frac{j}{3}\left(\frac{j \pi}{3}\right)^{\frac{1}{5}}}{\sum_{j=1}^{2} \frac{j}{3}}+2(2 \pi)^{\frac{1}{5}}\right) \frac{(2 \pi)^{\frac{1}{5}\left(\frac{2}{2}-1\right)}}{100\left(\delta^{2}+1\right)\left(\frac{1}{5}\right)^{\frac{3}{2}} \Gamma\left(\frac{3}{2}+1\right)} \\
+ & \frac{\sum_{j=1}^{2} \frac{j}{3}\left(\frac{\left(\frac{j \pi}{3}\right)^{\frac{1}{5}}}{\frac{1}{5}}\right)^{\frac{3}{2}}}{100\left(\delta^{2}+1\right) \Gamma\left(\frac{3}{2}+1\right) \sum_{j=1}^{2} \frac{j}{3}} \approx \frac{0.43478131}{\delta^{2}+1}<1,
\end{aligned}
$$

is satisfied with $\alpha=\frac{3}{2}$. Thus, all the conditions of Theorem 1 hold true, so the problem (25) admits a unique random solution.

Example 2. Consider the following problem,

$$
\left\{\begin{array}{l}
{ }^{C} D_{0^{+}}^{\frac{4}{3}, \rho}(x(\tau, \delta)-\psi(\tau, x(\tau, \delta), \delta))=f\left(\tau, x(\tau, \delta),\left({ }^{C} D_{0^{+}}^{\frac{4}{3}, \rho} x\right)(\tau, \delta), \delta\right), \tau \in J  \tag{26}\\
x(0, \delta)=x(2 \pi, \delta), \quad \sum_{j=1}^{2} 2 j x\left(\tau_{j}\right)=d(\delta)
\end{array}\right.
$$

where

$$
f\left(\tau, x_{1}, x_{2}, \delta\right)=\frac{\left|x_{1}\right|+\left|x_{2}\right|+3}{411 e^{\tau}\left(1+\left|x_{1}\right|+\left|x_{2}\right|\right)(|\delta|+2)}, \quad \tau \in J, x_{1}, x_{2} \in \mathbb{R}
$$

and

$$
\psi(\tau, x, \delta)=\frac{\sin (\tau)\left(\cos ^{3}(\tau)-\frac{\cos (\tau)}{2}\right)|x|}{300(|\delta|+2)}, \tau \in J, x \in \mathbb{R}, j=1,2
$$

Notice that

$$
\begin{gathered}
\psi(2 \pi, x(2 \pi, \delta), \delta)=\psi(0, x(0, \delta), \delta)=\psi\left(\tau_{j}, x\left(\tau_{j}, \delta\right), \delta\right)=0, j=1,2, \alpha=\frac{4}{3} \\
\rho=1, \tau_{1}=\frac{\pi}{4}, \tau_{2}=\frac{7 \pi}{4}
\end{gathered}
$$

All conditions of Theorem 2 are satisfied with

$$
\begin{gathered}
\beta_{0}(\delta)=\frac{3}{411(|\delta|+2)}, \beta_{1}(\delta)=\beta_{2}(\delta)=p(\delta)=q(\delta)=\frac{1}{411(|\delta|+2)} \\
\beta_{3}(\delta)=0, \beta_{4}(\delta)=b(\delta)=\frac{1}{200(|\delta|+2)^{\prime}}
\end{gathered}
$$

and

$$
\begin{aligned}
\ell & =\frac{1}{200(|\delta|+2)}+\left[\left(\frac{\frac{\pi}{2}+7 \pi}{6}+4 \pi\right) \frac{(2 \pi)^{\frac{1}{3}}}{\Gamma\left(\frac{7}{3}\right)}+\frac{2\left(\frac{\pi}{4}\right)^{\frac{4}{3}}+4\left(\frac{7 \pi}{4}\right)^{\frac{4}{3}}}{6 \Gamma\left(\frac{7}{3}\right)}\right] \frac{1}{411|\delta|+821} \\
& \approx \frac{1}{200(|\delta|+2)}+\frac{31.1975967219243}{411|\delta|+821} \\
& <1
\end{aligned}
$$

Hence, by the conclusion of Theorem 2, the problem (26) admits at least one random solution.

## 5. Conclusions

In this paper, we have obtained the existence and uniqueness results concerning the random solutions of a non-local and periodic boundary value problem of non-linear generalized Caputo type implicit fractional differential equations by applying the standard fixed point theorems. For the applicability of the main results, illustrative examples are presented. Our results are new and enrich the related literature.

Author Contributions: Each of the authors, B.A., M.B. (Mokhtar Boumaaza), A.S. and M.B. (Mouffak Benchohra) contributed equally to each part of this work. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Baleanu, D.; Agarwal, R.P. Fractional calculus in the sky. Adv. Differ. Equ. 2021, 2021, 117. [CrossRef] [CrossRef]
2. Ray, S.S.; Atangana, A.; Noutchie, S.C.O.; Kurulay, M.; Bildik, N.; Kilicman, A. Fractional calculus and its applications in applied mathematics and other sciences. Math. Probl. Eng. 2014, 2014, 849395. [CrossRef] [CrossRef]
3. Sun, H.; Zhang, Y.; Baleanu, D.; Chen, W.; Chen, Y. A new collection of real world applications of fractional calculus in science and engineering. Commun. Nonlinear Sci. Numer. Simul. 2018, 64, 213-231. [CrossRef] [CrossRef]
4. Abbas, S.; Benchohra, M.; Graef, J.R.; Henderson, J. Implicit Fractional Differential and Integral Equations: Existence and Stability; de Gruyter: Berlin, Germany, 2018. [CrossRef]
5. Abbas, S.; Benchohra, M.; Lazreg, J.E.; Nieto, J.J.; Zhou, Y. Fractional Differential Equations and Inclusions: Classical and Advanced Topics; World Scientific: Singapore, 2023. [CrossRef]
6. Ahmad, B.; Alsaedi, A.; Ntouyas, S.K.; Tariboon, J. Hadamard-Type Fractional Differential Equations, Inclusions and Inequalities; Springer: Cham, Switzerland, 2017. [CrossRef]
7. Ahmad, B.; Ntouyas, S.; Tariboon, J. Quantum Calculus. New Concepts, Impulsive IVPs and BVPs, Inequalities. Trends in Abstract and Applied Analysis; World Scientific Publishing Co. Pte. Ltd.: Hackensack, NJ, USA, 2016. [CrossRef]
8. Salim, A.; Ahmad, B.; Benchohra, M.; Lazreg, J.E. Boundary value problem for hybrid generalized Hilfer fractional differential equations. Differ. Equ. Appl. 2022, 14, 379-391. [CrossRef] [CrossRef]
9. Salim, A.; Boumaaza, M.; Benchohra, M. Random solutions for mixed fractional differential equations with retarded and advanced arguments. J. Nonlinear Convex. Anal. 2022, 23, 1361-1375.
10. Salim, A.; Lazreg, J.E.; Ahmad, B.; Benchohra, M.; Nieto, J.J. A study on $k$-generalized $\psi$-Hilfer derivative operator. Vietnam J. Math. 2022. [CrossRef] [CrossRef]
11. Tarasov, V.E. Fractional Dynamics Application of Fractional Calculus to Dynamics of Particles; Fields and Media; Springer: Berlin/Heidelberg, Germany; Higher Education Press: Beijing, China, 2010.
12. Yakubovich, S.B.; Luchko, Y.F. The Hypergeometric Approach to Integral Transforms and Convolutions; Mathematics and its Appl. 287; Kluwer Academic Publishers: Dordrecht, The Netherlands; Boston, MA, USA; London, UK, 1994.
13. Zhou, Y. Basic Theory of Fractional Differential Equations; World Scientific: Singapore, 2014. [CrossRef]
14. Ahmad, B.; Alghanmi, M.; Alsaedi, A. Existence results for a nonlinear coupled system involving both Caputo and RiemannLiouville generalized fractional derivatives and coupled integral boundary conditions. Rocky Mt. J. Math. 2020, 50, 1901-1922. [CrossRef] [CrossRef]
15. Ahmad, B.; Alghanmi, M.; Alsaedi, A. A study of generalized Caputo fractional differential equations and inclusions with Steiltjes-type fractional integral boundary conditions via fixed-point theory. J. Appl. Anal. Comput. 2021, 11, 1208-1221. [CrossRef] [PubMed] [CrossRef] [PubMed]
16. Luchko, Y.; Trujillo, J.J. Caputo-type modification of the Erdélyi-Kober fractional derivative. Fract. Calc. Appl. Anal. 2007, 10, 249-267.
17. Boumaaza, M.; Benchohra, M.; Henderson, J. Random coupled Caputo-type modification of Erdélyi-Kober fractional differential systems in generalized banach spaces with retarded and advanced arguments. Commun. Optim. Theory 2021, 2021, 3. [CrossRef]
18. Benchohra, M.; Berhoun, F.; Boumaaza, M.; Sivasundaram, S. Caputo type modification of the Erdelyi-Kober fractional implicit differential equations with retarded and advanced arguments in Banach Spaces. Nonlinear Stud. 2020, 27, 285-296.
19. Ahmad, B.; Sivasundaram, S. Existence results and monotone iterative technique for impulsive hybrid functional differential systems with anticipation and retardation. Appl. Math. Comput. 2008, 197, 515-524. [CrossRef] [CrossRef]
20. Heris, A.; Salim, A.; Benchohra, M.; Karapinar, E. Fractional partial random differential equations with infinite delay. Results Phys. 2022, 37, 105557. [CrossRef] [CrossRef]
21. Malki, Z.; Berhoun, F.; Ouahab, A. System of boundary random fractional differential equations via Hadamard derivative. Ann. Univ. Paedagog. Crac. Stud. Math. 2021, 20, 17-41. [CrossRef] [CrossRef]
22. El-Salam, S.A.A. On some boundary value problems with Non-local and periodic conditions. J. Egypt. Math. Soc. 2019, 27, 38. [CrossRef] [CrossRef]
23. Katugampola, U.N. New approach to a generalized fractional integral. Appl. Math. Comput. 2011, 218, 860-865. [CrossRef] [CrossRef]
24. Katugampola, U.N. A new approach to generalized fractional derivatives. Bull. Math. Anal. Appl. 2014, 6, 1-15.
25. D. S. Oliveira, E. Capelas de Oliveira, Hilfer-Katugampola fractional derivative. Comput. Appl. Math. 2018, 37, 3672-3690. [CrossRef] [CrossRef]
26. Itoh, S. Random fixed point theorems with applications to random differential equations in Banach spaces. J. Math. Anal. Appl. 1979, 67, 261-273. [CrossRef] [CrossRef]
27. Engl, H.W. A general stochastic fixed-point theorem for continuous random operators on stochastic domains. J. Math. Anal. Appl. 1978, 66, 220-231. [CrossRef] [CrossRef]
28. Poznyak, A.S. Advanced Mathematical Tools for Automatic Control Engineers: Deterministic Techniques; Elsevier: Amsterdam, The Netherlands, 2008; Volume 1. [CrossRef]
29. Granas, A.; Dugundji, J. Fixed Point Theory; Springer: New York, NY, USA, 2003. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

