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We construct a function on the space of symmetric 2 × 2 matrices
in such a way that it is convex on rank-one directions and its dis-
tributional Hessian is not a locally bounded measure. This paper
is also an illustration of a recently proposed technique to disprove
L1 estimates by the construction of suitable probability measures
(laminates) in matrix space. From this point of view the novelty is
that the support of the laminate, besides satisfying a convex con-
straint, needs to be contained on a rank-three line, up to arbitrarily
small errors.

1 Motivation and main result

Rank-one convex functions arise naturally in the study of variational problems on
vector-valued maps, especially in connection with the fundamental notion of qua-
siconvexity. Nevertheless, very little is known on their general properties, either of
global or local character. Even simple questions are still open, such as whether the
Hessian of a rank-one convex function, that is always defined as a distribution, is
a locally bounded measure. This statement was recently disproved for the model
case of rank-one convex functions on diagonal matrices, i.e. for separately convex
functions [3]. We show here that the same happens in the case of rank-one convex
functions on symmetric matrices. The general case remains open.

As it is known since the work of Tartar on oscillations in nonlinear PDEs [19]
and from the theory of convex integration by Gromov [8], the existence of solutions
to differential inclusions of the form

∇u ∈ E ⊂ R
n×m, u : R

n → R
m, (1)
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can be shown by analyzing certain geometric properties of the set E, related to
the presence in E of rank-one connections, i.e., of pairs of matrices A, B ∈ E such
that the difference A − B has rank one. A general theory for the existence of Lip-
schitz solutions to differential inclusions of the above form has been developed by
Müller and Šverák [15, 16], Dacorogna and Marcellini [5], Kirchheim [10, 11], and
Sychev [18]. Prototypical applications of this theory are the construction of nowhere
differentiable solutions to smooth elliptic systems [16, 9] and of functions whose gra-
dients take only a finite number of non compatible (non rank-one connected) values
[10, 11, 2]. These examples focus on Lipschitz solutions, and thus on the “local”
rank-one geometry of E. We study rank-one convex functions with unbounded Hes-
sian, which are also solutions to a certain differential inclusion. At variance with
the previous example, we shall be interested in the study of rank-one geometry “at
infinity”.

A method to construct solutions u to (1) exploiting the rank-one geometry of
a set of matrices E is to consider certain probability measures supported on E,
the so-called laminates, which can be approximated by sequences of gradients. Our
approach is based on laminates which include very large matrices (and which are
unbounded in the limit). Analogous unbounded laminates have been used in [6, 7]
for constructing critical solutions to elliptic equations, and in [3] to give a rank-one
convex function on diagonal matrices with locally unbounded Hessian, as well as to
obtain a clearer derivation of a classical counterexample to Korn’s inequality in L1

by Ornstein [17]. Here we develop the technique further, see Section 3.
A function f : R

2×2 → R is rank-one convex if it is convex along rank-one lines,
i.e.

f(F + ta ⊗ b) is convex as a function of t ∈ R (2)

whenever F ∈ R
2×2 and a, b ∈ R

2. Rank-one convex functions are automatically
locally Lipschitz (see Marcellini [12, page 6] and Dacorogna [4, Th. 4.1.1]), hence the
Hessian of f is defined as a vector-valued distribution ∇2f on R

2×2. For a convex
f , by monotonicity the distributional Hessian actually defines a locally bounded
measure. We are interested in the possible validity of this property for rank-one
convex functions:

Q: Is the Hessian of a rank-one convex function a locally bounded measure?

We do not know the answer to this question in general, and address instead simplified
models of rank-one convexity, in which the dimension of the underlying space is
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reduced. More specifically, let V be a linear subspace of R
2×2, and consider functions

f : V → R which are rank-one convex on V , in the sense that (2) holds for every
F ∈ V and a, b ∈ R

2 with a ⊗ b ∈ V . If V is spanned by rank-one matrices (as it is
the case whenever the dimension of V ⊂ R

2×2 is at least three) all rank-one convex
functions on V are locally Lipschitz and thus have a well-defined distributional
Hessian. In particular the above question makes sense on every such V . We remark
that being able to answer negatively to question Q on a proper subspace V does
not allow to do the same on R

2×2. Indeed, we are unaware of any general method
to extend a rank-one convex function on V having locally unbounded Hessian to a
rank-one convex function on R

2×2, and even if this would be possible the implication
would not be immediate. Strictly rank-one convex or quasiconvex functions with
bounded Hessian can instead be extended, see [21, 20, 16, 13].

When V is two-dimensional there are three distinct cases: (i) all the directions
in V are of rank one, (ii) only two of them are, (iii) one or less are. The first case
corresponds to convex functions on the plane, whose Hessian is locally a bounded
measure. In the second case, up to a linear isomorphism which preserves rank-one
convexity, we can assume that V is the space of diagonal matrices. Rank-one con-
vexity is then equivalent to separate convexity on the plane, and a counterexample
was obtained in [3]. The third case is degenerate and trivial.

Three-dimensional subspaces of R
2×2 can be classified on the basis of whether

they are orthogonal to a rank-one line or not (see the proof of Corollary 6). In the
first case, up to linear isomorphisms preserving rank-one convexity, we can assume
that V is the space of upper triangular matrices. The example on diagonal matrices
applies also to this case (extending the function so that it does not depend on the
off-diagonal entry). The second case can be reduced to the situation where V is the
set of 2 × 2 symmetric matrices, i.e.

V = R
2×2
sym.

Here the rank-one cone is the set of matrices of the form

{±a ⊗ a : a ∈ R
2} ,

which is curved (whereas in the upper-triangular case one gets two planes). Our
main result is the following.

Theorem 1. There exists a rank-one convex function on symmetric 2× 2 matrices
whose distributional Hessian is locally unbounded on the unit ball, and that agrees
with a smooth convex function elsewhere.
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The rest of the paper is organized as follows: in Section 2 we explain how Theo-
rem 1 can be reduced to prove the existence of a sequence of laminates with certain
critical properties, while in Section 3 we perform the construction.

2 Laminates and differential inclusions

Laminates are certain probability measures on matrix spaces, which are defined in
purely geometric terms and can be easily approximated by sequences of gradients (in
the sense that the distribution function of the gradients converges to the laminate,
see (3) below). We first define a laminate by induction. Let three matrices A, B
and C be given in such a way that A = λB + (1 − λ)C for λ ∈ [0, 1]. If the rank of
B−C is equal to one we say that we can split the Dirac measure δA into the atomic
probability measure λδB + (1 − λ)δC , and write

δA � λδB + (1 − λ)δC .

Both measures have center of mass A. We can iterate the procedure by taking a
rank-one segment through B or C. The result is again a probability measure with
center of mass A, as for example

λδB + (1 − λ)δC � λδB + (1 − λ)µ δC1 + (1 − λ)(1 − µ)δC2,

where C = µC1 + (1 − µ)C2, C2 − C1 is a rank-one matrix, and µ ∈ [0, 1]. We
call a laminate of finite order on E every probability measure that can be obtained
by a finite number of splitting steps as the ones we have just described and which
is supported on E. The laminates on E are just the weak-∗ limits of sequences of
laminates of finite order.

Given two atomic probability measures µ and ν on R
2×2 we shall write ν � µ if

µ can be obtained from ν by replacing a Dirac mass in ν with a laminate of finite
order. When ν � µ then µ has the same center of mass of ν, and if ν is a laminate
of finite order then so is µ.

Laminates on E are models for certain solutions to the differential inclusion
∇u ∈ E. Indeed, for every laminate ν on E with center of mass at A ∈ E and
compact support, and for every open set Ω ⊂ R

2, we can find a sequence of functions
uh ∈ W 1,∞(Ω; R2) such that

lim
h→∞

∫
Ω

φ(∇uh(x))dx =

∫
φ(F )dν(F ), ∀φ ∈ C∞(R2×2), (3)
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with

uh(x) = Ax on ∂Ω , and lim
h→∞

sup
x∈Ω

dist(∇uh(x), E∗∗) = 0 (4)

(here E∗∗ is the convex hull of E), see for example [14].
We now relate the notion of laminate to rank-one convexity on symmetric ma-

trices. A function f : R
2×2
sym → R is rank-one convex if and only if

∇2f(F )(a ⊗ a, a ⊗ a) ≥ 0 (5)

for all F ∈ R
2×2
sym and a ∈ R

2. This one parameter family of linear inequalities defines
a six dimensional convex cone Esym of quadratic forms on R

2×2
sym (a more detailed

description of this cone is given in Section 3).
We now rephrase our main result in terms of laminates. In the next section we

shall prove Theorem 2 and derive Theorem 1 from it.

Theorem 2. There exists a sequence of laminates νk supported on the set Esym with
a fixed center of mass and such that∫

|F |dνk(F ) → ∞.

3 Construction of the critical laminate

We shall from now on identify R
2×2
sym with R

3 according to

(α, β, γ) ∈ R
3 
→

(
γ + β α

α γ − β

)
∈ R

2×2
sym.

The rank-one cone of R
2×2
sym, namely {±a ⊗ a : a ∈ R

2}, takes the form

H = {(α, β, γ) ∈ R
3 : α2 + β2 = γ2}

A rank-one convex function f on R
2×2
sym is therefore a function which is convex along

all lines in H , i.e., it is such that

∇2f ∈ Esym =
{
F ∈ R

3×3
sym : (Fv, v) ≥ 0 for all v ∈ H

}
.
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The set Esym is a convex cone. To prove Theorem 2 we have to construct a sequence
of laminates νk in Esym with a fixed center of mass and such that the sequence of
first order moments is diverging. Loosely speaking, the only way to achieve these
two requirements at the same time is to perform wider and wider oscillations at least
along a line entirely contained in Esym. Up to translations, there is only one line
contained in Esym:

e =

⎧⎨
⎩
⎛
⎝ t 0 0

0 t 0
0 0 −t

⎞
⎠ : t ∈ R

⎫⎬
⎭ .

This line corresponds to the Hessians of the quadratic forms which are multiples of
the determinant, which is affine on rank-one lines. It is the only line contained in
Esym, since quadratic rank-one-convex functions are the sum of a convex function
and a multiple of the determinant.

The line e is composed by rank-three matrices, hence there is no nontrivial lam-
inate of finite order supported on e (indeed, every laminate of finite order which
is not a single Dirac mass contains at least a pair of Dirac masses whose supports
are rank-one connected). Further, no two points of e can be joined by less than
three rank-one segments (since the rank of a matrix is subadditive). It is therefore
natural to seek a three-dimensional subspace W of R

3×3
sym spanned by three rank-one

directions which contains e, and to try to construct the laminate on Esym ∩ W . We
take the set of diagonal matrices as W , so that E = Esym ∩ W takes the form

E =

⎧⎨
⎩
⎛
⎝ x 0 0

0 y 0
0 0 z

⎞
⎠ : x, y, z ∈ R, x + z ≥ 0, y + z ≥ 0

⎫⎬
⎭ ⊂ Esym ⊂ R

3×3
sym.

The only rank-one directions in this cone are given by the coordinate axes x, y, z.
From now on we focus only on E, and denote its generic element by (x, y, z).

We are going to construct a sequence of finite-order laminates νk in E with center
of mass at (0, 0, 1) and such that∫

|(x, y, z)|dνk(x, y, z) → ∞.

The sequence νk will be constructed by iterative splitting, starting from δ(0,0,1). Each
splitting corresponds to taking a convex combination in which only one variable
between x, y and z is changed.
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Figure 1: Splitting procedure at constant z in the spreading step (see Lemma 3).
The dashed area represents the region outside E. Starting from the point in the
origin, most of the mass is spread along the x = y line, with two small errors in
(z,−z, z) and (−z, z, z).

Before presenting the proof we sketch the main ideas of the three construction
steps.

Spreading. We start by splitting δ(0,0,1) inside the plane {z = 1} by means of
the rank-one directions x and y. Our goal is to obtain an oscillation along the rank-
two line {x = y, z = 1}, without leaving the set E. The situation is here in many
respects analogous to the one discussed in [3] for the case of separate convexity, and
we use an adaptation of that argument (see Figure 1). We obtain a splitting of the
form

δ(0,0,1) �
∑

i

λiδ(ai,ai,1) + error, with
∑

i

λi = 1 − ε and |ai| ≤ 1.

Up to the error terms, which are supported on (1,−1, 1) and (−1, 1, 1) and have
total mass ε, this measure is supported on the rank-two line {x = y, z = 1},
and has an L1-oscillation (in the sense of the average value of |x|) which scales as
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∑ |ai|λi 
 ε ln 1/ε, i.e. most of the oscillation is concentrated on a rank-two line.
The main difference with the construction in [3] is that instead of iterating to infinity
we perform the spreading on a small scale, stopping after finitely many steps with
a finite error term on the boundary of E, and then (see below) repeat it at different
z-levels. This spreading step is the main new technical point in the construction of
laminates that we present here, and is discussed in Lemma 3.

Vertical splitting. We now project the oscillation onto e via a splitting in the
z direction, of the form

δ(ai,ai,1) � µiδ(ai,ai,−ai) + (1 − µi)δ(ai,ai,K),

where K > 1 is a parameter to be fixed. We have therefore

δ(0,0,1) � ν1 =
∑

i

λiµiδ(ai,ai,−ai) +
∑

i

λi(1 − µi)δ(ai,ai,K) + error

The first term in ν1 is supported on the rank-three line e, while the second term is
supported on {x = y, |x| ≤ 1, z = K}. This segment corresponds to the starting
segment translated at an height K, and will be the starting point for the iteration.
For large K the mass left in this segment scales as 1/K, but its distance from the
boundary of E, and hence the size of the oscillation that will be generated at the
next step, scales as K. We choose K = 1/ε. This construction, which can be done
with δ(b,b,1) instead of δ(0,0,1), is presented in Lemma 4 and illustrated in Figure 2.

Iteration. The third ingredient of the construction is to iterate the process with
a careful choice of the parameters at each step. The idea is to apply the spreading
step to each point charged by ν1 on the rank-two segment {x = y, |x| ≤ 1, z = 1/ε}.
These points have total mass of order ε(1 − ε) and are at a distance of order 1/ε
from the boundary of E, therefore the next spreading step produces an oscillation
of width 1/ε, which compensates for the small mass. This procedure is presented in
Lemma 5, and the value of ε at each step is chosen in the proof of Theorem 2.

We start from the spreading lemma that, for a better understanding, is stated
on R

n×m. For brevity we write

δ±F = δF + δ−F and λ(±t)δF (±t) = λ(t)δF (t) + λ(−t)δF (−t) .

Further, in the following summations over empty sets are intended to be zero, and
products to be one. For example,

∑n
i=2 i is zero for all n < 2.
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Lemma 3 (Spreading step). Let A, B ∈ R
n×m be two rank-one matrices, and

ε > 0. Then for every natural number N ≥ 1 the measure

νN =
1

3
δ± ε (A+B) +

1

6

N−1∑
n=1

1

2n
δ± 2n ε (A+B) +

1

12

1

2N
δ± 2N ε (A+B)

+
1

2N+2
δ± 2N ε (A−B)

is a laminate with center of mass equal to 0 and support in the parallelogram of
vertices {±2Nε(A + B),±2Nε(A − B)}.
Proof. We denote by (α, β) the matrix F = αA + βB. The lemma is proven by
induction, starting from the inductive step.

We assume that the statement holds for some N ≥ 1, and prove it for N + 1.
This is done by the splitting

δ(t,−t) �
1

3
δ(t,t) +

2

3
δ(t,−2t) �

1

3
δ(t,t) +

2

3

{
1

4
δ(−2t,−2t) +

3

4
δ(2t,−2t)

}
. (6)

Since νN is a laminate with center of mass at (0, 0), the measure that is obtained
from νN using on its last term the splitting above with t = ±2Nε is a laminate. A
direct calculation shows that the result is νN+1.

Now we consider the case N = 1. The splitting

δ(0,0) �
1

2
δ(ε,0) +

1

2
δ(−ε,0) �

1

2

{
1

2
δ(ε,ε) +

1

2
δ(ε,−ε)

}
+

1

2

{
1

2
δ(−ε,ε) +

1

2
δ(−ε,−ε)

}

shows that

δ(0,0) � ν0 =
1

4
δ±(ε,ε) +

1

4
δ±(ε,−ε).

The splitting (6) with t = ±ε applied to the last term gives ν1. This proves the
statement for N = 1 and hence concludes the proof.

We now come back to the (x, y, z) notation introduced before Lemma 3.

Lemma 4 (Vertical splitting step). Let 0 < ε ≤ 1/16, a ∈ (−1/2, 1/2), and
Z > 0. Then there exists a probability measure µ = µε,a,Z supported on E such that
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Figure 2: Splitting along z at constant x and y (Z = 1 in Lemma 4).

δ(aZ,aZ,Z) � µ = µ1 + µ2, with µ1 ≥ 0, µ2 ≥ 0,∫
|(x, y, z)|dµ1(x, y, z) ≥ Z

3
ε ln

1

ε
(7)

µ2(R3) ≥ ε (1 + a)(1 − 3ε) (8)

spt µ2 ⊂ {x = y, |x| ≤ Z, z = Z/ε} (9)∫
(x − aZ)dµ2 ≥ 0 , (10)

and for fixed (ε, Z) the function a → µ2(R3) is increasing.

Proof. By scaling we can assume without loss of generality Z = 1. We adopt the
notation

F (b, z) = (b, b, z) and G(b) = (b, b,−b) .

We apply Lemma 3 with respect to the directions A = (1, 0, 0) and B = (0, 1, 0),
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with ε and a as in the hypothesis and

N =

⌊
log (1/ε)

log 2

⌋
− 1 ,

where �x� denotes the greatest integer no larger than x. This implies

1

4
< 2Nε ≤ 1

2
.

We translate the resulting laminate by the vector F (a, 1) = (a, a, 1), and denote the
result by µN . We obtain

δF (a,1) � µN =
1

3
δF (a±ε,1) +

1

6

N−1∑
n=1

1

2n
δF (a±2nε,1) +

1

12

1

2N
δF (a±2N ε,1) + µ3 ,

where

µ3 =
1

2N+2
δF (a,1)± 2Nε (A−B) .

Note that spt (µN − µ3) ⊂ {x = y, |x| ≤ 1, z = 1} ⊂ E and spt µ3 ⊂ E.
Fix K > 1. By splitting in the z direction each matrix (b, b, 1) (with b > −1)

into (b, b,−b) and (b, b, K) we see that

δF (b,1) �
K − 1

K + b
δG(b) +

1 + b

K + b
δF (b,K). (11)

The laminate µ is obtained by applying this splitting to each matrix in the support
of µN −µ3 (see Figure 2). We denote by µ2 the sum of all terms of the form F (b, K),
and by µ1 the sum of µ3 with all terms of the form G(b). Up to this point we have
shown that

δ(a,a,1) � µ = µ1 + µ2 ,

and choosing K = 1/ε the condition (9) on the support of µ2 is also immediate.
It only remains to check the two quantitative estimates. We start with (8). To

see this it is convenient to write µN shortly as

µN =
∑

i

wiδF (bi,1) + µ3 , {bi} = {a ± 2nε} .
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Since
∫

(x − a)dµ3 =
∫

(x − a)dδ(a,a,1) = 0, it follows that

0 =

∫
(x − a)dµN =

∑
i

wi(bi − a) , i.e.
∑

i

biwi = a
∑

i

wi .

Further, since the total mass of µ3 is 2−(N+1), we get
∑

i wi = 1− 2−(N+1) ≥ 1− 2ε.
The measures µ1 and µ2 are obtained applying the splitting (11) to each term of
µN . We have

µ2 =
∑

i

1 + bi

K + bi

wiδF (bi,1) ,

and the total mass is given by

µ2(R3) =
∑

i

1 + bi

K + bi

wi ≥
∑

i

1 + bi

K + 1
wi =

1 + a

K + 1

∑
i

wi ≥ 1 + a

K + 1
(1 − 2ε) .

Since K = 1/ε we get (8). Further, to get the monotonicity in a simply observe that
changing a with fixed ε and Z amounts to a translation of all the bi’s, with K and
wi fixed. Therefore the result follows from the fact that (1+ b)/(K + b) is increasing
in b.

Analogously we derive (10). Indeed,∫
(x − a)dµ2 =

∑
i

(bi − a)
1 + bi

K + bi
wi =

1

2

∑
i

wi

(
ηi

1 + a + ηi

K + a + ηi
− ηi

1 + a − ηi

K + a − ηi

)

where ηi = bi − a, and in the second step we used the symmetry in µN to average
over the two terms with ±ηi. A simple expansion shows that the last parenthesis is
nonnegative for each i, and concludes the proof of (10).

It only remains to check (7). Since |a + t| + |a − t| ≥ 2|t|, we have∫
|x|dµN ≥ 1

6

N−1∑
n=0

|a + 2nε| + |a − 2nε|
2n

≥ 1

3
εN ≥ 1

5
ε ln

1

ε
.

The vertical splitting (11) is done at constant x, and for each term a fraction (K −
1)/(K + bi) ≥ (K − 1)/(K + 1) ≥ 5/6 of the weight goes into µ1. Therefore∫

|x|dµ1 ≥ 5

6

∫
|x|dµN ≥ 1

6
ε ln

1

ε
,

and the same for
∫ |y|dµ1. This concludes the proof.
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We come to the third and last preparing step for the proof of Theorem 2.

Lemma 5 (Iteration). Let {εk}∞k=1 be a sequence decreasing to zero, with ε1 ≤
1/16. Then, for every k ≥ 1 there exists a finite-order laminate νk with support in
E and center of mass at (0, 0, 1) such that νk = ν1

k + Ckν
2
k , where ν1

k ≥ 0, ν2
k ≥ 0,

ν2
k(R

3) = 1,

∫
|(x, y, z)|dν1

k(x, y, z) ≥ 1

3

k∑
i=2

{
i−1∏
j=1

(1 − 3εj)

}
εi log

1

εi
,

spt ν2
k ⊂

{
x = y, |x| ≤

k−1∏
j=1

ε−1
j , z =

k∏
j=1

ε−1
j

}
,

Ck ≥
k∏

j=1

εj(1 − 3εj) ,

∫
x dν2

k ≥ 0 .

Proof. The proof is by induction. We first show that if the thesis is true for a certain
k ≥ 1 then it is true also for k + 1. Let νk = ν1

k + Ckν
2
k be the measure given by the

induction hypothesis. We write

ν2
k =

∑
i

λiδF (bi,Zk), where Zk =

k∏
j=1

ε−1
j , |bi| ≤ Zk−1 = εkZk,

∑
i

λi = 1.

We split each δF (bi,Zk) according to Lemma 4, with ε = εk+1 and ai = bi/Zk. We get

δF (bi,Zk) � µ1
i + µ2

i

where µ1
i and µ2

i are as in the statement of Lemma 4. We then define

ν1
k+1 = ν1

k + Ck

∑
i

λiµ
1
i , ν2

k+1 =
Ck

Ck+1

∑
i

λiµ
2
i , Ck+1 = Ck

∑
i

λiµ
2
i (R

3) .

It remains to check that νk+1 = ν1
k+1 + Ck+1ν

2
k+1 has the claimed properties. The

first one follows directly from (7) and the inductive hypothesis; the second follows
from (9) and the definition of Zk.
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In order to prove the bound on Ck+1, we start from (8) and compute

Ck+1 = Ck

∑
i

λiµ
2
i (R

3) ≥ Ck

∑
i

λiεk+1

(
1 +

bi

Zk

)
(1 − 3εk+1) .

Since the average of x over ν2
k is positive we get

∑
i λibi ≥ 0, and therefore

Ck+1 ≥ Ck

∑
i

λiεk+1(1 − 3εk+1) ≥ Ckεk+1(1 − 3εk+1) .

The thesis follows by the inductive hypothesis on Ck.
Finally, we check that∫

x dν2
k+1 =

Ck

Ck+1

∑
i

λi

∫
(x − bi + bi) dµ2

i ≥
Ck

Ck+1

∑
i

λibiµ
2
i (R

3) ≥ 0 .

In the last step we used that the µ2
i are obtained from Lemma 4 with the same ε

and ai = bi/Zk. Therefore all µ2
i (R

3) which correspond to positive bi are larger than
all those corresponding to negative bi. The conclusion follows from

∑
λibi ≥ 0.

The case k = 1 follows by application of Lemma 4 to a = 0, Z = 1, ε = ε1.

Proof of Theorem 2. By Lemma 5, it suffices to show that there exists a strictly
decreasing sequence ωk → 0 such that

ω =
∞∑

k=2

{
k−1∏
j=1

(1 − ωj)

}
ωk log

1

ωk
= ∞.

We define ωk as

ωk = min

{
1

16
,

1

k log(k + 1)

}
.

We notice that

k−1∏
j=1

(1 − ωj) = exp

(
k−1∑
j=1

log(1 − ωj)

)
≥ exp

(
−

k−1∑
j=1

(ωj + cω2
j )

)

≥ exp

(
−

k−1∑
j=1

ωj

)
exp

(
−c

∞∑
j=1

ω2
j

)
≥ C exp

(
−

k−1∑
j=1

ωj

)
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as ∞∑
j=1

ω2
j ≈

∫ ∞

2

dx

x2 log2 x
< ∞.

On the other hand
k−1∑
j=1

ωj ≈
∫ k

2

dx

x log x
= log log k − c.

Therefore for large k
k−1∏
j=1

(1 − ωj) ≥ C

log k
,

and

ω ≥ C
∞∑

k=3

1

log k

1

k log k
log (k log k) ≥ C

∞∑
k=2

1

k log k
= ∞,

as log(k log k) ≥ log k for large k.

Proof of Theorem 1. Theorem 1 follows from Theorem 2 by means of a standard
construction, which is explained e.g. in the proof of Theorem 2 of [3]. For the
convenience of the reader we sketch here the main steps. Let Bj be a sequence of
disjoint balls contained in the unit ball, and A denote the common center of mass
of the measures νk. For a fixed j and k, we find uj,k,h satisfying (3) and (4) with
Ω = Bj and ν = νk. Since νk is supported on symmetric matrices, the sequence
uj,k,h can be chosen so that uj,k,h = ∇fj,k,h, and fj,k,h(x) = 1

2
Ax · x on ∂Bj . We first

choose h so that∫
Bj

|∇2fj,k,h| dx ≥ 1

2
|Bj|

∫
|F |dνk(F ) , dist(∇uj,k,h, E) ≤ 1 .

For each j we choose k so that

|Bj|
∫

|F |dνk(F ) ≥ 1 .

and define f(x) = fj,k,h(x) on each Bj , and f(x) = 1
2
Ax ·x elsewhere. The boundary

conditions on fj,k,h and uj,k,h ensure continuous matching at the boundaries. The
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function f̃(x) = f(x) + |x|2 satisfies ∇2f̃ ∈ E and
∫

B1
|∇2f̃ | = ∞. Details are given

in the proof of Theorem 2 of [3].
Finally, by convex integration or with a Baire Category argument along the lines

of [11], one can show that there is a rank-one convex g : R
2×2
sym → R such that∫

Ω

|∇2g| = ∞ for all open Ω ⊂ B1

with g(x) = |x|2 outside B1. For the proof see [3, Remark 9] or [1, Section 3].

In closing, we show how the present result can be extended to any three-dimensional
linear subspace of R

2×2.

Corollary 6. Let V be a three-dimensional linear subspace of R
2×2. Then there is

a rank-one convex function f : V → R which is smooth outside of the unit ball B1

and such that
∫

B1
|∇2f | = ∞.

Proof. The corollary follows from Theorem 1 and Theorem 6 of [3] via the clas-
sification of three-dimensional subspaces mentioned in the Introduction. For the
convenience of the reader we give some details on this classification.

Any three-dimensional subspace of R
2×2 can be identified by a nonvanishing

normal G ∈ R
2×2. We distinguish two cases, depending on whether the rank of G is

one or two.

Case 1: rank G = 1. We write G = a⊗ b for a, b ∈ S1, and observe that the three
linearly independent matrices

F1 = a ⊗ b⊥ , F2 = a⊥ ⊗ b⊥ , F3 = a⊥ ⊗ b

are in V , hence are a basis for V (we recall that (a ⊗ b) · (c ⊗ d) = (a · c)(b · d)).
Using the relation

det(a ⊗ b + c ⊗ d) = (a ∧ c)(b ∧ d)

we see that a generic F = αF1 + βF2 + γF3 ∈ V has rank one if and only if

det F = det([αa + βa⊥] ⊗ b⊥ + γa⊥ ⊗ b) = −αγ

vanishes. Let R
2×2
tri denote the lower triangular matrices and e1, e2 the canonical

basis of R
2. Then the linear map L : V → R

2×2
tri that maps the three basis vectors
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into e1 ⊗ e1, e2 ⊗ e1, and e2 ⊗ e2 has the property that rank[L(F )] = 1 if and only if
rank F = 1. Therefore f : V → R is rank-one convex if and only if f◦L−1 : R

2×2
tri → R

is.
It remains to prove the result on triangular matrices. Let g : R

2 → R be
the function constructed in Theorem 6 of [3], which is separately convex and has
unbounded Hessian. We define f : R

2×2
tri → R by

f

((
x 0
z y

))
= g(x, y) .

The thesis follows.

Case 2: rank G = 2. We can write

G = a ⊗ b + ta⊥ ⊗ b⊥

for some a, b ∈ S1 and t ∈ R, t �= 0. The three matrices F1 = t1/2a⊗b−t−1/2a⊥⊗b⊥,
F2 = a⊥ ⊗ b and F3 = a ⊗ b⊥ form a basis for V , and computing as above we get

det(αF1+βF2+γF3) = det
([

t1/2αa + βa⊥]⊗ b +
[
γa − α

t1/2
a⊥

]
⊗ b⊥

)
= −βγ−α2 .

The linear map L : V → R
2×2
sym defined by

Lf1 = e1 ⊗ e2 + e2 ⊗ e1 , Lf2 = e1 ⊗ e1 , Lf3 = −e2 ⊗ e2

preserves the rank-one cone and hence rank-one convexity. The result follows from
Theorem 1.

In closing we remark that a direct extension of this construction to the case
of rank-one convex functions on R

2×2 does not seem possible. Indeed, one key
ingredient of our method is the splitting in the z direction, which is a rank-one
direction connecting the critical line e with the interior of the cone Esym, but no
such rank-one direction exists in the corresponding cone for R

2×2.
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