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#### Abstract

Cavitating tip-leakage vortices appear in several hydrodynamic flows such as marine propellers or Kaplan turbines. Cavitating computations are a challenging topic since several keys issues are an ongoing work such as the definition of a universal mass source term.

The present study focuses on the computations of the tip-leakage vortex including the gap between the blade tip and the side wall. Two computations are performed, one without cavitation and a second one with cavitation. In both cases, the results are compared with experimental data. The cavitation influence is investigated by comparing the cavitating and the non-cavitating cases. A particular attention is focused on the vortex core trajectory, the vorticity field and the vortex core identification. It is shown that, compared to the non-cavitating case, cavitation leads to a vortex trajectory closer to the suction side and the side wall, which can be of importance regarding the cavitation erosion. Furthermore, cavitation modified the


[^0]vorticity field in the vortex core region. The main feature is a misalignment between the high vorticity region and the cavitating region, which opens a discussion regarding the definition of the vortex core.

Keywords: Tip-Leakage Vortex, Cavitation, RANS, OpenFOAM

## 1. Introduction

Tip-leakage vortices (TLV) appears in several industrial application such as airfoils, compressor engines, marine propellers and Kaplan turbines. The present study focuses on the confined TLV, which means that the gap between the blade tip and the side wall is taken into account. This flow configuration is observed for instance in Kaplan turbines. The TLV develops from the leading edge of a blade on the suction side due to the pressure difference between the pressure side and the suction side. The TLV is known to promote cavitation, which leads to several drawbacks such as erosion, flow instabilities or noise [1].

The confined TLV has been experimentally studied in the case of air compressors [2-7]. Numerical computations of these experiments have been performed using Reynolds-Averaged Navier Stokes (RANS) [8, 9] or Large Eddy Simulation (LES) $[10,11]$ modelling. The results show that the tip-leakage flow contains more than one vortex. Indeed, in addition to the TLV, one or more tip-separation vortices have been identified. The tip-separation vortices form at the pressure side of the blade and then move to the suction side through the gap. Furthermore, an induced tip vortex with a counter-rotation compared to the TLV is sometimes observed. You [10] proposed the use of the criterion proposed by Joseph [12] to determine the region where cavitation can occur. Nevertheless, no cavitation computations have been performed.

Regarding hydraulic flows, Roussopoulos [13] performed cavitation investigations in relation to the development of the TLV in Kaplan-type turbine. The Particle Image Velocimetry (PIV) measurements are made on reduced simplified two-dimensional geometries. It is found that a semi-spherical casing leads to the greatest danger of cavitation erosion. Furthermore, the anti-cavitation lip tested does not prevent the risk of cavitation erosion although the circulation of the vortex is reduced.

Miorini [14] investigated the TLV in a waterjet pump rotor using PIV method. The TLV is depicted as a combination of several vortex filaments wrapping around the vortex core. The filaments never merge. The TLV displacement is depicted using the images of the vortex in both the blade and the side wall. Due to the interaction between the TLV and the side wall, a part of the boundary layer detaches and rolls up in a vortex with a counter-rotation compared to the TLV. This can be identified as the induced vortex described by You [11]. The TLV breakdowns when it approaches the pressure side of the following blade. The turbulent field shows a high value of the turbulent kinetic energy in the vortex core and in the shear layer. On the contrary, the production of turbulent kinetic energy is present only in the shear layer, which means that the turbulent kinetic energy is transported from the shear layer to the vortex core by means of the vortex filaments. Cavitation visualizations are used to support the TLV evolution in the blade passage.

Dreyer [15] measures the velocity field downstream a 2D NACA0009 profile for various tip gaps in absence of cavitation. These measurements reveal the influence of the gap width on the TLV behaviour. Mainly, the tip gap width is directly link to the presence of a wake or jet flow inside the vortex core. Furthermore, the authors propose a new dimensionless coefficient $\tau / \Gamma_{\infty}^{*}$ with $\tau$ the gap width and $\Gamma_{\infty}^{*}$ the normalised circulation for the largest gap width. For $\tau / \Gamma_{\infty}^{*} \approx 0.2$, the TLV circulation reaches a peak and therefore, such a situation has to be avoided in order to reduce
the risk of cavitation erosion. Flow visualizations using cavitation as a tracer put in evidence the presence of two vortices in the gap region. The TLV that forms on the suction side of the leading edge and the tip-separation vortex that forms in the gap. The tip-separation vortex moves upward and merges with the TLV. The position of the fusion between the two vortices depends on the gap with. Smaller the gap is, more upstream the fusion takes place. The presence of cavitation in each vortex depends on the gap width. Indeed, the cavitation amount in the tip-separation vortex decreases with the increase in the gap width.

Some numerical investigations of the cavitation TLV focus on the spatial inducer. Watanabe [16] carried out a two-dimensional computations based on the vortex method and a cavity growth modelled using the unsteady Bernoulli equation. Despite the simplicity of the model, the cavity growth as well as the trajectory of the vortex core is correctly captured compared to the experimental data at least for rather large gap width $(\tau>5)$. Using a similar approach, Higashi [17] is able to predict the trajectory of the vortex core for three gap widths with a good accuracy. The maximum radius of the cavity is in qualitative agreement but the position where this maximum occurs and the dynamic of the radius decrease are not well predicted. A three-dimensional inducer has been computed by Okita [18]. Turbulence is modelled using the Detached Eddy Simulation (DES) model [19] and cavitation is modelled using the model proposed by Chen [20]. It is shown that cavitation enhanced the tip-clearance flow. Moreover, the rotation of the backflow cavitation rotates with a speed lower than the rotation speed of the inducer. Nevertheless, such results are not compared with experimental data, which limits the validation of the computation. Recently, the cavitating tip leakage vortex has been investigated in an axial flow pump [21, 22]. The modelling is based on a homogeneous model coupled with the SST $k-\omega$ model including the Reboud correction for the eddy viscosity [23]. The
simulations show that the tip leakage vortex influences the suction side perpendicular cavitating vortex formation.
Non-confined cavitating TLV are also computed in the case of marine propellers. Hsiao [24] investigated the cavitation inception inside the tip vortex by solving the RANS equations coupled with the Baldwin-Lomax algebraic turbulence model. Cavitation is modelled using either a spherical bubble model based on the RayleighPlesset equation or a non-spherical bubble model [25]. The results show that the definition of the cavitation inception and the non-spherical deformations can have an important role in order to predict the cavitation inception. A use of a surfaceaveraged pressure in the spherical model significantly improves the results and bring them closer to the non-spherical model. Bensow [26] performs Implicit Large Eddy Simulation (I-LES) computations of a marine propeller using the cavitation model proposed by Kunz [27]. The comparison of flow pictures with the iso-surface of the volume fraction provided by the computation shows a qualitative agreement even if cavitation in the TLV is under-resolved.
In the present paper, the TLV that develops at the tip of a NACA0009 profile mounted in a rectangular channel is investigated for one gap width. Previous noncavitation computations for two gap widths have been carried out using RANS and LES turbulence models [28]. The comparison of the results with experimental data [15] and between the RANS and LES computations show that the RANS computations are able to capture the mean flow with accuracy. Therefore, RANS modelling is used to perform the cavitating computation. First, the computations without and with cavitation are compared with the experimental data. Then, the influence of cavitation on the TLV is discussed by comparisons with the non-cavitating case. Finally, a special focus on the cavitating TLV core is carried out.

## 2. Numerical tools

The computations are carried out using the OpenFOAM software release 2.1.0. This software is based on an orientated object framework [29, 30].
For the non-cavitating case, the unsteady incompressible RANS equations using the Boussinesq assumptions for the turbulent stresses are solved:

$$
\begin{align*}
\nabla \cdot \vec{u} & =0  \tag{1}\\
\frac{\partial \vec{u}}{\partial t}+\nabla \cdot(\vec{u} \otimes \vec{u})-\nabla \cdot\left(\nu_{e f f} \nabla \vec{u}\right) & =-\nabla\left(\frac{p}{\rho}\right) \tag{2}
\end{align*}
$$

with the effective viscosity $\nu_{e f f}=\nu+\nu_{t} . \quad \nu$ is the kinematic viscosity and $\nu_{t}$ is the turbulent viscosity. The turbulent viscosity $\nu_{t}$ is computed using the SST $k-\omega$ model [31]. The log wall law is assumed to compute the shear stress in the first cell layer. The time derivatives is computed with the backward second order scheme. The convective flux is discretized with the Total Variation Diminishing (TVD) scheme named "limitedLinear" specific to OpenFOAM. The limiter is defined as $\Psi\left(r_{f}\right)=\max (\min (2 r, 1), 0)$. The time derivative is discretized using the second order backward scheme. The set of equations is solved by using a coupled SIMPLE/PISO algorithm.

For the cavitating case, the homogeneous mixture approach is used. Therefore, the two phases share the same velocity, pressure and temperature. Furthermore, in the present work, the temperature is assumed constant. The mixture density $\rho$ and the mixture kinematic viscosity $\nu$ are computed as the phase average of the phase value:

$$
\begin{align*}
\rho & =\alpha_{L} \rho_{L}+\left(1-\alpha_{L}\right) \rho_{V}  \tag{3}\\
\nu & =\alpha_{L} \nu_{L}+\left(1-\alpha_{L}\right) \nu_{V} \tag{4}
\end{align*}
$$

with:

- $\rho_{L}=1000 \mathrm{~kg} \mathrm{~m}^{-3}$, the liquid density.
- $\nu_{L}=9 \cdot 10^{-7} \mathrm{~m}^{2} \mathrm{~s}^{-1}$, the liquid viscosity.
- $\rho_{V}=0.02 \mathrm{~kg} \mathrm{~m}^{3}$, the vapour density.
- $\nu_{V}=4.473 \cdot 10^{-4} \mathrm{~m}^{2} \mathrm{~s}^{-1}$, the vapour viscosity.
- $\alpha_{L}$, the liquid volume fraction.

The set of equations to be solved is:

$$
\begin{align*}
\frac{\partial \alpha_{L}}{\partial t}+(\vec{u} \cdot \nabla) \alpha_{L} & =S  \tag{5}\\
\nabla \cdot \vec{u} & =\left(\frac{\rho_{V}-\rho_{L}}{\rho}\right) S  \tag{6}\\
\frac{\partial \rho \vec{u}}{\partial t}+\nabla \cdot(\rho \vec{u} \otimes \vec{u})-\nabla \cdot\left(\mu_{e f f} \nabla \vec{u}\right) & =-\nabla p \tag{7}
\end{align*}
$$

Equation 5 is the transport equation for the liquid volume fraction with $S$ the source term. It is modelled using a slightly modified version of the model proposed by Kunz [27] (effects of non-condensable gases are non-considered), which splits the source term ${ }^{4}$ in a condensation term $m_{c}$ and a vaporisation term $m_{v}$ :

$$
\begin{align*}
S & =m_{c}+m_{v}  \tag{8}\\
m_{c} & =\frac{\rho}{\rho_{L} \rho_{V}} C_{c} \frac{\rho_{V}}{t_{\infty}} \alpha_{L l i m}^{2} \frac{\max \left(p-p_{\text {sat }} ; 0\right)}{\max \left(p-p_{\text {sat }} ; 0.01 p_{\text {sat }}\right)}  \tag{9}\\
m_{v} & =\frac{\rho}{\rho_{L} \rho_{V}} C_{v} \frac{\rho_{V}}{\frac{1}{2} \rho_{L} U_{\infty}^{2} t_{\infty}} \min \left(p-p_{\text {sat }} ; p_{0}\right) \tag{10}
\end{align*}
$$

The constant $p_{0}$ is set to 0 and $\alpha_{\text {Llim }}$ is defined as $\min \left(\max \left(\alpha_{L}, 0\right), 1\right)$, which preserve the boundedness of $\alpha_{L}$ during the iterative process. After calibration, the constants

[^1]$C_{v}$ and $C_{c}$ are set to $C_{v}=3500$ and $C_{c}=500$. the others parameters are set as follow: $U_{\infty}=u_{\text {inlet }}=10.2 \mathrm{~m} \mathrm{~s}^{-1}, t_{\infty}=L_{\text {ref }} / U_{\infty}=0.005 \mathrm{~s}$ and $p_{\text {sat }}=2300 \mathrm{~Pa}$. The reference length scale $L_{r e f}$ is set to $L_{r e f}=c / 2$ with $c$ the chord length.

The set of equations is solved using a coupled SIMPLE/PISO algorithm. The transport equation for the liquid volume fraction is solved using a Multidimensional Universal Limiter for Explicit Solution (MULES) specific to OpenFOAM [32, 33]. Such a method introduces a counter gradient to limit the diffusion of the interface and required to be coupled with a high order scheme for the discretization of the convective term. The transport equation for the liquid volume fraction $\alpha_{L}$ (equation 5) is solved in a conservative form, which requires to treat the velocity divergence as an explicit source term. The convective flux is discretized using the Van Leer limiter [34]. For the momentum and turbulence equations, the convective flux is discretized using the "limitedLinear" scheme. The eddy viscosity is computed using the SST $k-\omega$ model [31]. It is assumed that wall laws apply in two-phase flows. This assumption is supported by recent results [35]. Identically to the single test case, the time derivative is discretized using the second order backward scheme.

## 3. Test case

The hydrofoil is made of a NACA0009 profile with an originally chord of $c_{0}=$ $0.11[\mathrm{~m}]$ and a span of $0.15[\mathrm{~m}][36]$. The shape of the blade is computed using equations (11) and (12).

$$
\begin{array}{ll}
\frac{y_{b}}{c_{0}}=a_{0}\left(\frac{x}{c_{0}}\right)^{1 / 2}+a_{1}\left(\frac{x}{c_{0}}\right)+a_{2}\left(\frac{x}{c_{0}}\right)^{2}+a_{3}\left(\frac{x}{c_{0}}\right)^{3} \quad \text { for } \quad 0 \leq \frac{x}{c_{0}} \leq 0.5 \\
\frac{y_{b}}{c_{0}}=b_{0}+b_{1}\left(1-\frac{x}{c_{0}}\right)+b_{2}\left(1-\frac{x}{c_{0}}\right)^{2}+b_{3}\left(1-\frac{x}{c_{0}}\right)^{3} & \text { for } \tag{12}
\end{array} 0.5 \leq \frac{x}{c_{0}} \leq 1 .
$$

with:

$$
\begin{array}{llll}
a_{0}=0.1737 & a_{1}=-0.2422 & a_{2}=0.3046 & a_{3}=-0.2657 \\
b_{0}=0.0004 & b_{1}=0.1737 & b_{2}=-0.1898 & b_{3}=0.0387
\end{array}
$$

In the present case, the blade is truncated, therefore the chord is reduced to $c=0.1$ m . The origin of the axis corresponds to the centre of rotation of the blade pitch. The hydrofoil is mounted in the channel of the EPFL high-speed cavitation tunnel, which is a close loop with a test section measuring $0.15 \times 0.15 \times 0.750 \mathrm{~m}^{3}$ [37]. The incidence of the profile is set to $i=10^{\circ}$ and the gap $\tau$ is set to $\tau / c=0.1$.

Numerical computations are carried out on a domain that extends 2 chords upstream the leading edge and 5 chords downstream the trailing edge (see figure 1). The reference structured mesh contains around 2 millions of nodes (see figure 2). The gap width is filled with 30 nodes in the spanwise direction (see the Appendix for the simulation and mesh convergence assessment).

The inlet velocity is set to a uniform value $u_{\text {inlet }}=10.2 \mathrm{~m} \mathrm{~s}^{-1}$, which corresponds to a Reynolds number based on the blade chord $R e_{c}=10^{6}$. At the outlet, a gradient free condition is set for all the variables. The pressure reference is set in an upstream section $(x / c=-1.3)$ in agreement with the experimental measurement section. The pressure value will be discussed in the result part. The cavitation number $\sigma_{u}$ is measured in the upstream section located at $x / c=-1.3$ where pressure measurements are performed. It is computed as:

$$
\begin{equation*}
\sigma_{u}=\frac{p_{\text {ref }}-p_{\text {sat }}}{\frac{1}{2} \rho u_{\text {inlet }}^{2}} \tag{13}
\end{equation*}
$$

with $p_{\text {ref }}$ the pressure reference in the cross section located at $x / c=-1.3, p_{\text {sat }}$ the saturated vapour pressure set to 2300 Pa and $\rho$ the liquid density equal to $1000 \mathrm{~kg} \mathrm{~m}^{-3}$. For the cavitating case, the cavitation number is $\sigma_{u}=2.01$.

The unsteady computations are run with a time step set to $\Delta t=10^{-5} \mathrm{~s}$. They are started form a steady computations and the time-averaged quantities are computed over $T=0.1 \mathrm{~s}$ after the flow is developed. At each time step, two loops are set both for the PISO loop and the SIMPLE loop. A multigrid solver is used to solve the pressure equation whereas, a preconditioned bi-conjugated gradient solver is used for the momentum and turbulence conservation equations. The maximum CFL number is around 2.6 whereas the mean CFL is lower than 0.05 . One time step requires approximately 60 s to be achieved using 8 cores of an Intel ${ }^{\circledR}$ Xeon $^{\circledR}$ X5650 (2.67 GHz) CPU.

For the non-cavitating case, the 3D velocity field is available at three downstream sections located at $x / c=1, x / c=1.2$ and $x / c=1.5$ (see figure 3 ). The velocity measurements are performed using stereo-PIV. For the cavitating case, only instantaneous side views of the cavitating TLV are available.

## 4. Results

The results are displayed using a dimensionless representation based on the reference velocity $u_{\text {ref }}=u_{\text {inlet }}=10.2 \mathrm{~m} \mathrm{~s}^{-1}$ and the reference length scale $l_{\text {ref }}=c=0.1$ m . For instance, the dimensionless velocity is given by $u^{*}=u / u_{r e f}$.

### 4.1. Non-cavitating TLV

The global feature of the flow is shown using the Q-criterion computed using the time-averaged velocity field (see figure 4). The tip-leakage vortex and the tipseparation vortex are clearly identified. The two vortices merge in a single vortex that evolves downstream. This topology is in agreement with the experimental visualizations using cavitation as a passive tracer [15] and previous LES computations [28].

The time-averaged dimensionless velocity components at the first downstream section $x / c=1$ is compared between the experiment and the computation (see figure 5). Regarding the axial component $u^{*}$, the accelerated region close to the vortex core is accurately located with nevertheless an underestimation of the velocity magnitude. Focusing on the transverse components $v^{*}$ and $w^{*}$, the magnitude of the components is predicted in agreement with the measurements. However, it is noticeable that the gradient of these components at the vortex core is diffused. A part of the explanation is the size of the mesh that is too coarse compared to the size of the vortex core. Furthermore, the numerical and model diffusions play also a role. Previous LES computations on a finer mesh ( 200 millions of elements) show an improvement of the gradient resolution even if it is still slightly diffused compared to the experiment [28]. Such a result supports the present choice to not refine the mesh in the vortex core.

The time-averaged dimensionless axial vorticity component $\omega_{x}^{*}$ at the first measurement section $x / c=1$ is displayed on figure 6 . As explained above, the diffusion of the transverse gradients lead to an underestimation of the axial vorticity in the vortex core region. In order to determine the region where the vorticity is under-estimated, the computational results are interpolated on the experiment PIV grid measurement. Then, the ratio between the experimental and numerical dimensionless axial vorticity $\omega_{x_{\text {Expe }}}^{*} / \omega_{x_{\text {RANS }}}^{*}$ is computed and plotted on figure 7. The magnitude of the axial vorticity is underestimated mainly at the vortex core, whereas it is captured outside the vortex core. The limit of the vortex is shown by the arc of circle with the low and high ratio values.

Tables 1 and 2 give the pitchwise $y / c$ and spanwise $z / c$ position of the vortex core at the three measurement sections. The vortex core position is detected using the
maximum of the axial vorticity $\omega_{x}$. The absolute error $\delta$ is computed as :

$$
\begin{equation*}
\delta=\frac{\left|s_{R A N S}-s_{\text {Expe }}\right|}{s_{\text {Expe }}} \times 100 \tag{14}
\end{equation*}
$$

with $s$ the pitchwise or spanwise position of the vortex core. The computational results are in agreement with the experimental data since the absolute error is close or lower than $10 \%$ except for the pitchwise position at $x / c=1.5$. The $10 \%$ error corresponds to approximately one millimetre, which is the order of magnitude of the cell size.

### 4.2. Cavitating TLV

Since the vorticity in the core of the TLV is under-resolved by the RANS computation, the pressure drop in the core cannot be predicted accurately compared to the experiment. Therefore, if the computation is performed at the same cavitation number $\sigma_{u}=2.01$ than the experiment, no cavitation occurs. In order to produce cavitation in the TLV, the computation is carried out at a lower cavitation number $\sigma_{u}=1.3$. This value corresponds to the one that provides the more developed cavitating tip vortex. For lower values, the computation becomes unstable whereas for a higher value, the cavitating tip vortex is less extended.

For this flow configuration, the tip-leakage vortex is displayed on figure 8 using an iso-surface of the non-dimensional Q -criterion $\left(Q^{*}=1.5\right)$ and an iso-surface of the time-averaged liquid volume fraction $\alpha_{\text {Lmean }}=0.9$. As for the non-cavitating case, the tip-leakage vortex and the tip-separation vortex merge in one single vortex. The fusion of the two vortices is delayed downstream in the cavitating case. Cavitation occurs inside the tip-leakage vortex and in the shears layer along the blade tip. No cavitation is observed in the tip-separation vortex when it moves from the gap to the tip-leakage vortex.

The comparison with the experiment is shown on figure 9 . The position of the cavitating TLV is well captured above the blade even if the size of the cavitation core is slightly larger in the computation than in the experiment. The cavitation in the shear layer provided by the computation stops at roughly the same place than the cavitation clouds observed on the experimental picture.

Since no quantitative experimental data are available for the cavitating case, the analysis of the cavitating flow is performed using only numerical results.

Figure 10 compares the time-averaged streamwise velocity component between the non-cavitating and the cavitating cases. Without cavitation, the flow is attached on the suction side, whereas it detaches in presence of cavitation. This feature is illustrated more in detail in figure 11, which displays an iso-surface of the dimensionless Q-criterion and the contours of the dimensionless streamwise velocity component in three cross planes for both cavitating and non-cavitating cases. The larger wake observed for the cavitating case seems to influence the trajectory of the vortex core downstream the trailing edge as shown on figure 12. The vortex core position is determined using the maximum of the Q-criterion. The wake confines the vortex close to the side wall (located at $z / c=0$ ) and prevents the vortex to move upward. This feature can be explained by the competition between the image of the vortex in the side wall that leads to the upward moving and the suction effect due to the low pressure in the wake that provokes downward moving. Since cavitation in the vortex stops close to the trailing edge, an influence of cavitation on the vortex trajectory more downstream the trailing edge cannot be excluded. Above the blade, the position of the tip-leakage vortex core (figure 13) is not strongly influenced by the presence of cavitation. In the spanwise direction, the difference observed from $x / c=0.1$ to $x / c=0.4$ is likely due to the fusion between the TLV and the tipseparation vortex that takes place slightly downstream in the cavitating case.

Figure 14 displays the time-averaged liquid volume fraction and an iso-contour of the Q-criterion in five transversal planes along the blade. At the planes located at $x / c=-0.3$ and $x / c=-0.1$, the minimum of the liquid volume fraction is encircled by the iso-contour of the Q-criterion, which means that cavitation occurs at the vortex core. However, at the three downstream planes, the minimum value of the liquid volume fraction is not located inside the iso-contour of the Q-criterion. The misalignment between the minimum of the liquid volume fraction and the maximum of the Q-criterion is related to the fusion of the tip-leakage vortex and the tip-separation vortices originating from the gap. Therefore, in this region the criteria used to determine the vortex center is not straightforward and a specific investigation is required.

### 4.3. Cavitation and vortex core identification

In order to better understand the topology of the TLV core, a detailed investigation have been carried out.

First, the location of the TLV core has been determined using several criteria:

- Simple criteria [38]:
$\diamond$ Minimum of pressure.
$\diamond$ Maximum of axial vorticity.
$\diamond$ Minimum of liquid volume fraction.
- Mathematical criteria derived for incompressible flows [39]:
$\diamond$ Maximum of the Q-criterion that works also for compressible flows [40].
$\diamond$ Maximum of the $-\lambda_{2}$ criterion.

Figure 15 displays the pitchwise and the spanwise position above the blade of the TLV core identified using each of the criteria aforementioned for the cavitating and
the non-cavitating cases. Focusing on the non-cavitating case, the Q-criterion and the $\lambda_{2}$ criterion give the same pitchwise and spanwise position. The maximum of the axial vorticity is at the most of the positions in agreement with these two criteria. The only difference observed is located at $x / c=0.2$ that corresponds to the place where the TLV merges with the tip-separation vortex. In the spanwise direction, the pressure minimum gives a position of the TLV in accordance with the other criteria (at $x / c=-0.4$, the pressure minimum is not present because it is located in the boundary layer originating from the leading edge and not in the vortex region), whereas in the pitchwise direction, the vortex core is often positioned slightly lower. Looking at the cavitation case, between $x / c=-0.4$ and $x / c=0$, all the criteria predict the same pitchwise position, whereas differences are observed in the spanwise position even between the Q -criterion, the $\lambda_{2}$ criterion and the maximum of the axial vorticity. At $x / c=-0.4$ and $x / c=-0.3$, the spanwise difference between the minimum of the liquid volume fraction and the others criteria can be explained by the development of the cavitation at the leading edge. Downstream the fusion between the TLV and the tip-separation vortex that takes place approximately at $x / c=0.1$, the Q -criterion, the $\lambda_{2}$ criterion and the maximum of the axial vorticity give the same pitchwise and spanwise position of the TLV core. The minimum of the liquid volume fraction shows a lower pitchwise and spanwise position. The pressure minimum is located between the minimum of the liquid volume fraction and the Q-criterion.

The previous analysis suggests that the presence of cavitation leads to a misalignment of the vortex core position depending on the criteria used. The criteria based on the velocity field do not give the same results than the ones based on the pressure field.

To better understand this behaviour, the following vorticity equation

$$
\begin{equation*}
\frac{\partial \vec{\omega}}{\partial t}+(\vec{u} \cdot \nabla) \vec{\omega}=(\vec{\omega} \cdot \nabla) \vec{u}-\vec{\omega} \nabla \cdot \vec{u}+\nu \nabla^{2} \vec{\omega}+\nu_{t} \nabla^{2} \vec{\omega}+\frac{1}{\rho^{2}} \nabla \rho \wedge \nabla p \tag{15}
\end{equation*}
$$

is investigated term by term. With:

- $(\vec{\omega} \cdot \nabla) \vec{u}$, the term responsible for the vortex stretching.
- $\vec{\omega} \nabla \cdot \vec{u}$, the term due to the flow compressibility.
- $\nu \nabla^{2} \vec{\omega}$, the viscous term.
- $\nu_{t} \nabla^{2} \vec{\omega}$, the turbulent term.
- $\frac{1}{\rho^{2}} \nabla \rho \wedge \nabla p$, the baroclinic torque.

It is obvious that the compressible term and the baroclinic torque are equal to zero for the non-cavitating case. In presence of cavitation, these terms are not any more null since the divergence of the velocity is expressed by equation (6) and the pressure and the density are not linked by a barotropic equation of state.
The terms that compose the vorticity equation are analyzed in the cross section located at $x / c=0$. They are expressed in a dimensionless form by dividing all the terms of equation (15) by the quantity $u_{r e f}^{2} / l_{\text {ref }}^{2}=10^{4} \mathrm{~s}^{-2}$, which is the dimension of the term $\partial \vec{\omega} / \partial t$.
The dimensionless streamwise vortex stretching, viscous and turbulent terms are represented on figure 16 both for the non-cavitating and cavitating cases. In addition, an iso-contour of the Q -criterion and of the liquid volume fraction is also plotted. Looking at the vortex stretching term, it is rather negative for the cavitating case inside the vortex core and seems to be null at the vortex core for the non-cavitating case. The viscous term is negligible in the non-cavitating case compared to the
cavitating computation due to the larger value of the vapour kinematic viscosity $\nu_{V}=4 \cdot 10^{-4}$ compared to the liquid kinematic viscosity $\nu_{L}=9.10^{-7}$. The turbulent term is negative inside the non-cavitating vortex, whereas it shows rather a positive value inside the cavitating vortex. It is noticeable that for the cavitating computation, the turbulent term is also negative inside the iso-contour of the Q-criterion. Figure 17 shows the non-dimensional streamwise component of the baroclinic torque and the compressible term that are specific to the cavitating computation. Inside the cavitating vortex, the two terms are positive. However, the compressible term acts as a negative source term due to the minus sign in the vorticity equation (see equation 15). The non-dimensional streamwise component of the right-hand side (RHS) term of the vorticity equation is then displayed on figure 18 for the both cases. The RHS term is largely negative for the cavitating case compared to the non-cavitating case mainly due to the compressible and the viscous terms. Furthermore, it is negative both inside the vortex core delimited by the Q-criterion and the vortex core delimited by the liquid volume fraction. Therefore, the vorticity inside the vortex core decreases in the cavitating case, whereas it is rather transported in the non-cavitating case without damping. Such a difference could explain the difference between the criteria used to identify the vortex core and finally the presence of two vortex cores in the cavitating case: one identified as the the high vorticity core and the second corresponding to the cavitating core.

Since vorticity is diffused by the cavitating core, the replacement of the vorticity in the vicinity of the cavitating TLV seems to be due to the fusion process between the TLV and the tip-separation vortices originating from the gap region. This observation can be related with the distribution of the turbulent kinetic energy in the cavitating TLV studied by Miorini [14]. Miorini observed that the production of turbulent kinetic energy is null in the vortex core whereas it is maximal in the shear layer
originating from the gap. He concludes that the turbulent kinetic energy observed in the TLV core is transported from the shear layer to the vortex core by vortex filaments. Figure 19 representing the turbulent kinetic energy and the turbulent kinetic production term supports this mechanism. The shear layer is the place where turbulent kinetic energy and vorticity are produced. Then the tip-separation vortex transports the turbulent kinetic energy and the vorticity inside the TLV, where the vorticity is diffused by cavitation due to compressible and viscous effects.

The conclusions drawn in this section have to be confirmed by computations performed with improved two-phase flow modelling that for instance do not considered the homogeneous assumptions and that take into account a possible turbulent/cavitation interaction.

## 5. Conclusion

The development of the TLV including the gap between the blade tip and the side-wall has been numerically investigated with and without cavitation. The gap width was set to $10 \%$ of the chord length and the incidence was set to $10^{\circ}$.

Without cavitation, the RANS computation shows a good agreement with the experimental data available downstream the blade. The topology of the flow put in evidence the presence of the tip-leakage vortex and the tip-separation vortex. According to the experimental visualizations using cavitation as a passive tracer, the two vortices merge in a single one at the blade mid-chord. Furthermore, the position of the vortex core and the velocity field are well captured compared to the experiment. However, the vortex core is under-resolved as shown by the under-estimation of the axial vorticity at the vortex core. The under-estimation is linked to the diffusion of the transverse velocity gradients at the vortex core. The diffusion is a result of the mesh and numerical diffusion. As a consequence, the pressure drop in the
vortex core is also underestimated.
Therefore, the cavitating RANS computation is performed at a cavitation number $\sigma_{u}=1.3$ lower than the experimental one $\sigma_{u}=2.1$. The comparison with the experiment regarding the shape of the cavitating TLV shows a good agreement except that cavitation stops further upstream in the simulation. Nevertheless, the cavitating and the non-cavitating computations are compared. The cavitating computation reveals the presence of a thick cavitation layer at the leading edge, which causes the detachment of the boundary layer on the suction side of the blade. Therefore, compared to the single-phase computation, the pressure field on the suction side is modified and a larger wake is observed downstream the blade. These differences influence the vortex core trajectory since the cavitating vortex evolves closer to the suction side and the side wall. Regarding the cavitation erosion risk, such a result has to be taken into account even if the effect of a rotating motion is not considered in the present simulation.

A deeper investigation of the cavitating TLV has been performed. It is revealed that upstream the fusion between the TLV and the tip-separation vortex, cavitation develops inside the vortex core. On the contrary, downstream the fusion, cavitation zones and high vorticity zones do not match between them. To better understand this difference, a comparison of the criteria used to identify a vortex core has been done. Without cavitation, the Q-criterion, the $\lambda_{2}$ criterion and the maximum of axial vorticity predict the same position of the vortex core. The minimum of pressure is in agreement with these criteria regarding the spanwise position of the vortex whereas the pitchwise position is slightly lower. For the cavitating case, it is shown that the cavitating region does not match with the vortex core determined with the usual criteria on a large part of the TLV trajectory. To explain the difference between the cavitating and the non-cavitating case, the terms of the axial vorticity equation
are investigated in a cross plane located at mid-chord. Without cavitation, the RHS of the vorticity equation is close to zero, which means that the axial vorticity is transported by the flow without damping effect. On the contrary, for the cavitating case, the RHS of the vorticity equation is strongly negative, which means that the axial vorticity decreases in the vortex core. Consequently, two vortex cores can be considered: one corresponding to the region of highest vorticity and a second identified as the region of highest vapour volume fraction. Since the vorticity decrease in the cavitating TLV, a mechanism is proposed to explain the presence of high vorticity regions. Vorticity is produced in the shear layer located in the gap and then transported to the TLV by the tip-separation vortex. Finally, due to compressibility and viscous effects inside the cavitating TLV core, the vorticity is diffused. This mechanism is also supported for the turbulent kinetic energy and is in agreement with the experimental work carried out by Miorini [14].

The present study suggests that a full resolved computation of a vortex core is still a challenging task. Improved two-phase flow models, numerical schemes and turbulence are certainly required in order to accurately capture the vortex core in detail. Nevertheless, by decreasing the pressure level in the computational domain, the cavitating TLV has been captured with a qualitative agreement compared to the experimental data. It is also suggested that cavitation could influence the TLV vortex particularly regarding the vortex trajectory, the vorticity field and the definition of the vortex core. These conclusions have to be supported in the future by additional experimental and numerical studies.
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## Appendix: simulation and solution convergence assessment

The mesh convergence has been assessed by monitoring the time history of the drag coefficient (see figure 20)and of the mean streamwise velocity component located in $x / c=1.5, y / c=0$ and $z / c=0.1$ (see figure 21) over the averaging period of $T=0.1 \mathrm{~s}$ for the reference mesh. The drag coefficient is rather constant for the non-cavitating case over the averaging period with a value of $C_{d}=0.063$ and converge to a constant value around $C_{d}=0.116$ for the cavitating case. Regarding the velocity probe, the two configurations show a constant value of $\overline{u^{*}}=0.95$ for the non-cavitating case and $\overline{u^{*}}=1.025$ for the cavitating case. On a refined mesh with 6 million of nodes, the drag coefficient converge respectively to $C_{d}=0.063$ for the non-cavitating case and to $C_{d}=0.122$ for the cavitating case.

The vortex and cavitating regions are compared between the reference and the refined meshes on figure 22 by superposing on one hand an iso-surface of the Q-criterion and on another hand an iso-surface of the time-averaged liquid volume fraction $\alpha_{\text {Lmean }}$. For the two meshes, the iso-surfaces superimpose.

Finally, figure 23 displays the position of the TLV provided by the computations on the refined mesh. Without cavitation, the pressure minimum gives the same results than the Q-criterion and the maximum of the axial vorticity. Therefore, the small difference observed on the reference mesh (see figure 15) is cancelled on the refined mesh. This conclusion is not supported for the cavitating case since the minimum of the liquid volume fraction still provides a pitchwise and spanwise position of the TLV core lower than the Q-criterion. Nevertheless, the mesh refinement tends to bring closer the pressure minimum and the minimum of the liquid volume fraction.

Table 1: Dimensionless pitchwise position $y / c$ of the vortex core at the experimental measurement sections.

| $x / c$ | Experiment | Non-cavitating RANS computation | Absolute error $\delta(\%)$ |
| :--- | :---: | :---: | :---: |
| 0.1 | 0.141 | 0.132 | 6.4 |
| 0.12 | 0.183 | 0.179 | 2.2 |
| 0.15 | 0.303 | 0.217 | 28.4 |

Table 2: Dimensionless spanwise position $z / c$ of the vortex core at the experimental measurement sections.

| $x / c$ | Experiment | Non-cavitating RANS computation | Absolute error $\delta(\%)$ |
| :--- | :---: | :---: | :---: |
| 0.1 | 0.120 | 0.107 | 11.0 |
| 0.12 | 0.132 | 0.122 | 7.6 |
| 0.15 | 0.16 | 0.149 | 6.9 |



Figure 1: Computational domain. Downstream view (top), top view (bottom).


Figure 2: View of the mesh in a cross section located at mid-chord.


Figure 3: Positions of the measurements section illustrated using an iso-surface of the Q-criterion (Non-cavitating URANS computation).


Figure 4: Iso-surface of the dimensionless Q-criterion $\left(Q^{*}=1.5\right)$ computed with the time-averaged velocity and coloured by the dimensionless time-averaged axial vorticity. Non-cavitating URANS computation.


Figure 5: Dimensionless time-averaged velocity component ( $\overline{u^{*}}$ top, $\overline{v^{*}}$ middle and $\overline{w^{*}}$ bottom) at the cross plane located at $x / c=1$. Experiment (left) and non-cavitating URANS computation (right).


Figure 6: Dimensionless time-averaged axial vorticity $\overline{\omega_{x}^{*}}$ at the cross plane located at $x / c=1$. Experiment (left) and non-cavitating URANS computation (right).


Figure 7: Ratio between the experimental and numerical dimensionless time-averaged axial vorticity $\left(\overline{\omega_{x_{\text {expe }}}^{*}} / \overline{\omega_{x_{\text {RANS }}}^{*}}\right)$ at the cross plane located at $x / c=1$.


Figure 8: Iso-surface of the dimensionless Q-criterion $Q^{*}=1.5$ (left) and iso-surface of the timeaveraged liquid volume fraction $\alpha_{L \text { mean }}=0.9$ (right), both coloured by the the dimensionless time-averaged axial vorticity. Cavitating URANS computation.


Figure 9: Instantaneous experimental picture (left) and iso-surface of the time-averaged liquid volume fraction $\alpha_{L \text { mean }}=0.5$ (right) provided by the cavitating URANS computation.


Figure 10: Dimensionless time-averaged streamwise velocity component in the mid plane. Noncavitating RANS computation (top) and cavitating URANS computation (bottom).


Figure 11: Dimensionless time-averaged streamwise velocity component in three cross planes with an iso-surface of the dimensionless Q-criterion ( $Q^{*}=0.2$ ) in black. Non-cavitating (left) and cavitating URANS computations (right).


Figure 12: Pitchwise (left) and spanwise (right) position of the vortex core downstream the trailing edge using the $Q$ criterion.


Figure 13: Pitchwise (left) and spanwise (right) position of the tip-leakage vortex core above the blade using the $Q$ criterion.


Figure 14: Contours of the time-averaged liquid volume fraction with an iso-contour of the dimensionless Q-criterion ( $Q^{*}=1.5$ ). Cavitating RANS computation.


Figure 15: Pitchwise (left) and spanwise (right) position of the tip-leakage vortex core identified using various criteria. Non-cavitating (top) and cavitating (bottom) URANS computations.


Figure 16: Dimensionless streamwise component of the vortex stretching, viscous and turbulent terms of the vorticity equation in a $y z$-plane at $x / c=0$. Black line refers to the iso-value of the Q-criterion $\left(Q^{*}=1.5\right)$. White line refers to the iso-value of the liquid volume fraction ( $\alpha_{L}=0.5$ ). Non-cavitating (left) and cavitating (right) URANS computations.


Figure 17: Dimensionless streamwise component of the baroclinic torque and the compressible term of the vorticity equation in a $y z$-plane at $x / c=0$. Black line refers to the iso-value of the Qcriterion ( $Q^{*}=1.5$ ). White line refers to the iso-value of the time-averaged liquid volume fraction $\left(\alpha_{\text {Lmean }}=0.5\right)$. Cavitating URANS computations.


Figure 18: Dimensionless streamwise component of the right-hand side term of the vorticity equation in a $y z$-plane at $x / c=0$. Black line refers to the iso-value of the Q -criterion $\left(Q^{*}=1.5\right)$. White line refers to the iso-value of the time-averaged liquid volume fraction $\left(\alpha_{\text {Lmean }}=0.5\right)$. Non-cavitating (left) and cavitating (right) URANS computations.


Figure 19: Dimensionless time-averaged turbulent kinetic energy and dimensionless turbulent kinetic production term in a $y z$-plane at $x / c=0$. Black line refers to the iso-value of the Qcriterion $\left(Q^{*}=1.5\right)$. White line refers to the iso-value of the time-averaged liquid volume fraction $\left(\alpha_{\text {Lmean }}=0.5\right)$. Cavitating URANS computations.


Figure 20: Time history of the drag coefficient. URANS computations on the reference mesh.


Figure 21: Time history of the mean velocity component $\overline{u^{*}}$ located in $x / c=1.5, y / c=0$ and $z / c=0.1$. URANS computations on the reference mesh.


Figure 22: Comparison of the iso-surface of the dimensionless Q-criterion $Q^{*}=1.5$ (left) and of the iso-surface of the time-averaged liquid volume fraction $\alpha_{L m e a n}=0.5$ (right) between the reference mesh (light blue) and the refined mesh (red). Cavitating URANS computations.


Figure 23: Pitchwise (left) and spanwise (right) position of the tip-leakage vortex core identified using various criteria. Non-cavitating (top) and cavitating (bottom) URANS computations on the refined mesh.
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