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Abstract—End-to-end congestion control mechanisms have been  In a shared network such as the Internet, all end-
E”“‘Ea: tto thetFtObfL]j_St’_‘eisc IaD”d Séab”“y of ”:fh'_”ttema- Mast thtr?' systems are expected to react to congestion by adapting
ay’s Internet traffic is , and we expect this to remain soi the . . - .
future. Thus, having “TCP-friendly” behavior is crucial fo r new their transmission .r.ates, to avmd congestlo_n coIIapse_ and
applications. However, the emergence of non-congestionmtrolled 10 keep network utilization high[6]. Another important is-
realtime applications threatens unfaimess to competing TP traffic  sue is inter-protocol fairness: the rate adjustment should
a”‘\i/\zozf'ebs'gnctozge;;ﬁ”:ocg'r']zp?%P fiendly Rate Adaptation Pro result in a fair share of bandwidth for all the flows that
tocol (RAP), which employs an additive-increase, multiptiative- coeX|st_aI(_)ng the same path. Applications that adapt their
decrease (AIMD) algorithm. It is well suited for unicast playback transmission rates properly and promptly are known as
ﬁf realtime sueams 6;)“df0_thef ji“gi;i“_ab'gl fat‘;j:oased aﬂfﬁaﬂoni- “good network citizens”. Since a dominant portion of
s primary goal is to be fair an -friendly while separating net- , - _ . .
work congestion control from application-level reliability. tOdaYS Internet traffic is TCP bgsed, It is Crucllal that
We evaluate RAP through extensive simulation, and conclude '€altime streams perform TCP-friendly congestion con-
that bandwidth is usually evenly shared between TCP and RAPr&f-  trol. By this, we mean that a realtime flow should ob-
flg. Unfairness to TCP tl‘affIC'IS dlrectly_ determined by how TCP  tain approximately the same average bandwidth over the
diverges from the AIMD algorithm. Basic RAP behaves in a TCP- . le of . TCP f | h h
friendly fashion in a wide range of likely conditions, but we also timescale of a sessmn_as a ow along the same pat
devised a fine-grain rate adaptation mechanism to extend teirange  under the same conditions of delay and packet loss [13].
L‘g;hreer'sui'?r?gﬁ i‘g’gasl?:i‘%g;its;&gg‘r:‘%gggn‘éusxg ’t‘::][f‘i"z‘:gem We have been working on an architecture (fig. 1) for de-
' livery of layered-encoded stored realtime streams over the
Internet[20]. Our goal is to make realtime playback appli-

[. INTRODUCTION cations be good network citizens. A typical target applica-

The Internet has recently been experiencing an expﬂﬁn COU'O_' be a web-server ora V|deo-on?dem_and Server
sive growth in the use of audio and video streamingqat provides access to a variety of multimedia streams
Such applications ardelay-sensitive, semi-reliable and or a large number of heterogeneous clients. The idea

rate-based. Thus they require isochronous processinlg [© Separate congestion control from error (and qual-
and quality-of-service (QoS) from the end-to-end poiﬁy) control because the former depends on the state of
e network while the latter is application specific. The

of view. However, today’s Internet does not attempt ey ) e . . .
guarantee an upper bound on end-to-end delay or a low&FVer'S transmission rate is continuously adjusted by the

bound on available bandwidth. As a result, the quality (ﬁate Adaptation Pmtoc‘?' (RAP) _in a TCP-friendIy fash-
delivered service to realtime applications is neither cof"- The RAP module is exclusively in charge of con-
trollable nor predictable. Lack of support for QoS hagestion controlland loss d?tec“on- The layer manager
not prevented rapid growth of realtime streaming appﬁl_dap_t_s the quality of transmitted streams based on the rate
cations and this is expected to continue. Many of theSBeCified by the RAP module. There are many ways to
applications playback stored video or audio for a cliefdiust the quality, _bUI the one we are mvest_lgatlng IS to
over the network. Examples include continuous medis€ layered encoding. The layer manager tries to deliver
servers, digital libraries, distant learning and shoppin 1e maximum number of Iayers that can fit in th? avail-
These playback clients can afford to slightly delay th ble bandv_wdt_h. Rate adaptation happens on a timescale
playback point and buffer some data to partially absoff "ound-rip times but layers are added and dropped on

variation of the network bandwidth and end-to-end de|a9_longer timescale bY using receiver buffering tq accom-
Mmodate temporary mismatches between transmission and

This work was supported by DARPA under contract No. DABngcpnsumption rates._ Buffering a.t the client Si_del also pro-
95-C0095 and DABT63-96-C-0054 as part of SPT and VINT pisjec Vides the opportunity for selective retransmission as de-
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Fig. 1. RAP in a typical end-to-end architecture for readtiplayback applications in the Internet

termined by the retransmission manager. Note that the a&yploit this to behave more efficiently.
gregate bandwidth used by the server, including retrans-We extensively evaluated performance of RAP through
mission, should not exceed the bandwidth that is specifistinulation. Our results show that RAP is TCP-friendly
by RAP. This approach copes with bandwidth heterogerees long as TCP’s congestion control is dominated by the
ity among clients without recoding the stream for eacAIMD algorithm. The more TCP’s congestion control
client. diverges from AIMD, the less bandwidth is obtained by

Currently, most Internet realtime applications lack endhe TCP traffic. We identified the contribution of TCP’s
to-end congestion control or are not TCP-friendly. Widaherent limitations to this unfairness. Our observations
deployment of these applications will have severe negeaad us to conclude that RAP behaves in a TCP-friendly
tive impact, ranging from unfairness to competing TCRishion over a wide range of scenarios. To further im-
traffic to the potential for congestion collapse. One s@rove RAP, we have also devised a fine-grain rate adap-
lution would be to make realtime flows use reservatiortgtion mechanism that enables it to exhibit TCP-friendly
or differentiated service. However, even if such servicdshavior over an even wider range. Our results show that
become widely available, there will remain a significardeploying RED [7] queue management results in an ideal
group of users who are interested in using realtime afairness between TCP and RAP traffic. Finally, we inves-
plications at low cost. Even in a network that supportigated self-limiting issues in RAP and did not observe
reservation, different users that fall into the same classafy evidence that implies inherent instability in RAP.
service or share a reservation still interact as in best effortThe rest of this paper is organized as follows. We re-
networks. Thus we believe that congestion control fofiew some of the related work in section Il. In section IlI,
these applications is critical for the health of the Internetve present various aspects of the RAP protocol. Detailed

This paper presents the design and evaluation of tdescription of our simulation results are presented in sec-
RAP protocol through simulation. RAP is an end-to-ention 1V. Finally, section V concludes the paper and dis-
rate-based congestion control mechanism that is suit@gsses some of our future work.
for unicast playback of realtime streams as well as other
semi-reliable Internet applications. We are also investi-
gating the use of RAP as part of a reliable multicast con- Congestion control is not a new topic and a large body
gestion control scheme. The goals of RAP are to be wedlf work has accumulated describing various mechanisms.
behaved and TCP-friendly. However, the critical work for TCP-friendly congestion

It has been shown that the Additive Increase and Mutontrol mechanism in best-effort networks is somewhat
tiplicative Decrease (AIMD) algorithm efficiently con-more limited.
verges to dair state [4]. RAP adopts an AIMD algorithm Jacob et al.[10] propose an architecture for Internet
for rate adaptation to achieve inter-protocol fairness anétleo applications that uses a TCP variant modified so
TCP-friendliness. RAP performs loss-based rate contrad not to perform retransmission. However, no details of
and does not rely on any explicit congestion signal fromhese modifications are given, so it is difficult to tell how
the network since packet loss seems to be the only fehese changes affect performance. Moreover, this scheme
sible implicit feedback signal in the Internet due to thetill inherits TCP’s bursty behavior.
presence of competing TCP traffic. However, if the net- A common approach for rate adaptation is adaptive en-
work supported explicit congestion signaling, RAP couldoding through the adjustment of codec quantization pa-

Il. RELATED WORK



rameters based on state of the network. Many of theedf congestion is detected, immediately decrease the
studies have not addressed inter-protocol fairness; instéamhsmission rate.

they strive to improve the perceptual quality. HoweveRAP considers losses to be congestion signals, and uses
work in [23] proposes an adaptive coding scheme, Usifitheouts, and gaps in the sequence space to detect loss.
the formula presented in [13] and [15] that captures the Simjlar to TCP, RAP maintains an estimate of RTT,
macroscopic behavior of TCP. This shows promise, butdhlled SRTT, and calculates the timeout based on the
has yet to be shown that this formula or the more detailggcobson/Karel's algorithm. However, it detects the time-
variant of it in [18] can be used in a wide range of situagyt |osses differently because RAPrist ack-clocked.
tions without introducing possible large-scale oscillatonynjike TCP, a RAP source may send several packets be-
behavior. Moreover, it is CPU-intensive for a server tgyre receiving a new ACK to update the RTT estimate.
adaptively encode a large number of streams simultangys RAP couples the timer-based loss detection to the
ously for all active clients. packet transmission. Before sending a new packet, the
Cen et al.[2] present the SCP protocol for medigoyrce checks for a potential timeout among the outstand-
streaming. This is a modified version of TCP that pejng packets using the updated value of $1BTT esti-
forms TCP Vegas-like rate adjustment in steady staj@ate.
Their results show that SCP is not TCP-friendly. This The ACK-based loss detection mechanism in RAP is
may be due to its rate adjustment mechanism using tgseq on the same intuition as fast-recovery in TCP. If
shortest RTT that has been measured since this MARAP source receives an ACK that implies delivery of
widely vary for different flows. _ _ three packets after the missing one, the packet is consid-
There are many commercial media streaming playesgeq |ost. RAP requires a way to differentiate the loss of
that are currently deployed over the Internet such as Rg; Ack from the loss of the corresponding data packet.
alplayer{17] and Microsoft Netshow[9]. Although thé}yye have added redundancy to the ACK packets to specify
claim to be adaptive, no analysis is available to verify affye |ast hole in the delivered sequence space and provide
claims. Work in [3] describes the VDP protocol that i$opstness against single ACK losses. Note that the time-
deployed in Vosaic. Their adaptation algorithm is clearlyyt mechanism is still required as a back up for critical

not TCP-friendly. . . ~ scenarios such as a burst of loss.
Our study differs from previous studies of realtime

streaming over best-effort networks. We develop a ralecrease/decrease Algorithm
adaptation mechanism that will result in inter-protocol

fairness and TCP-friendly behavior. The majority of preg RAP uses an AIMD increase/decrease algorithm. In

vious work either does not address fairness, or has not absence of packet loss, the transmission rate is period-

examined sufficient cases to find the bounds where th|(ce:ally increased in a step-like fashion. The transmission
cease to be fair(e.g. [22]) fate is controlled by adjusting the inter-packet-gap().
g ' To increase the rate additivelyPG must be iteratively

I1l. THE RAP BROTOCOL updated based on equation (1) [11]:
The RAP protocol machinery is mainly implemented ~ S; = £askeldize - 1pG, = [56=S 1)
at the source. A RAP source sends data packets with o = S;, — §; = LacketSize (2)

sequence numbers, and a RAP sink acknowledges each ' . .
packet, providing end-to-end feedback. Each acknow %ereSl anda denote transmission rate asidp height

edgment (ACK) packet contains the sequence number[§§pectlvely.0 is a constant with the dimension of time.

the corresponding delivered data packet. Using the feeo‘-)on detectl_ng_ co_ngesnon, the _transmlssmn rate. is de-
eased multiplicatively, by doubling the valueld?G:

back, the RAP source can detect losses and sample % L = BS; IPGii = IPGs/B, B=05 (3)

round-trip-time (RTT). To design a rate adaptation mech-~t' — 7= E H o

anism, three issues must be addressed [12]. These arefBgjsion Frequency

decision function , the increase/decrease algorithm, and o -~
the decision frequency. Decision frequency specifies how often to change the

rate. The optimal adjustment frequency depends on the

feedback delay. Feedback delay in ACK-based schemesis
The rate adaptation scheme can be summarized bystgial to one RTT. Itis suggested that rate-based schemes

decision function as follow: adjust their rates not more than once per RTT [13].

« If no congestion is detectegeriodically increase the Changing the rate too often results in oscillation whereas

transmission rate; infrequent change leads to unresponsive behavior.

Decision Function



RAP adjusts the PG once everySRTT using (1). within the following range:
The time between two subsequent adjustment points is Seqrastsent > Seq > SeqrirsiLoss (6)
called astep. If no loss is detected] PG is decreased whereSeqrq.s:sent 1S the last packet that has been trans-
and a new step is started. Adjusting theG once every mitted. Any packet in the cluster can be potentially
SRTT has a nice property; packets sent during one stdppped due to the recent congestion event that was de-
are likely to be acknowledged during the next step. Thiscted by the loss afeqrirsiLoss- AS the source has al-
allows the source to observe the reaction of the netwomrdady reacted to the congestion, loss of other packets from
to the previous adjustment before making a new adjusie cluster are silently ignored. This cluster-loss-mode is
ment. If the value off PG is updated once evelyRT'T triggered by a back-off and terminated as soon as an ACK
and we choose the value 6fto be equal taSRT'T', the with sequence number greater or equabtqy ,s:sen: IS
number of packets sent during each step is increasedrbgeived. This mechanism is similar to that employed in
1 every step. Since the length of each stef#&I'T and TCP-Sack.
the height of each step is inversely dependenS &1'1",
the slope of the transmission rate is inversely related B Fine-Grain Rate Adaptation

2
SR];”:lFo.e  StepHeight o PacketSize @) The AIMQ rate adap.tation algorithm does not neces-
P€ = StepLength — SRTT ~  C=SRIT sarily result in a TCP-friendly behavior when TCP's per-
C = SRTT = Slope = P(?;ﬁ?;gze 5y formance is degraded due to heavy load. The motivation

TCP's slope of linear increase is related to RTT in thfor fine-grain rate adaptation is to make RAP more stable
same way in the steady state. Thus a RAP source responsive to transient congestion while still perform-
exploit RTT variations and adaptively adjust its rate i#nd the AIMD algorithm at.a coarser granularity.
the same manner as TCP. The adaptive rate adjustment it Short-term exponential moving average of the RTT
RAP is meant to emulate the coarse-grain rate adjustm&fPtUres short-term trends in congestion. However, we

in TCP. The step length in RAP is analogous to the tinf§duire alimension-less, zero-mean feedback signal to be
it takes for TCP to send a full window worth of packets. ndependent of the connection parameters and has a wider
RAP is “unfair” to flows with longer RTT in the same a@pPplicability. The ratio of the short-term to the long-term
way that inter-TCP unfairness has frequently been réXPponential moving average of the RTT signal exhibits
ported[8]. RAP connections with shorter RTTs are mof@€Se desired properties. We have exploited the RTT sig-
aggressive and achieve a larger share of the bottlen&@ and devised aontmuou;;ggdback function that is
bandwidth. In general, other measures of fairness can{fgfined as:Feedback; = xgpy, where FRTT; and
only achieved by implementing the required machinery 21'1i are the value of short and long term exponential
in the network[21]. As long as the unfairness problem {§0Ving average of RTT samples respectively.
not resolved among TCP flows, being TCP-friendly im- At €achtuning point, the value of PG; is modulated
plies accepting this unfairness. Due to lack of space, ¥ the fine-grain feedback signal and the resulting value,

have not discussed startup behavior of RAP, but as it€ G, is used for the transmission timer:

designed for relatively long-lived sessions, its startup be- IPG; = IPG? * F.e‘”'db“ki ) .(7)

havior is not crucial. The value off PG is adjusted once per step iteratively and
acts as &ase transmission rate. Thus, during one step

A. Clustered Losses the base transmission rate remains unchanged. However,

In a shared best-effort network with a high level of stghe actual inter-packet-gapPG’, adaptively varies with

tistical multiplexing, the observed loss pattern has a nddf Short-term congestion state. Note that the fine-grain
random behavior[1] that is determined by the aggregdfedPack does not have a cumulative effect.
traffic pattern. Thus it is generally hard for an end syste
to predict or control the loss rate by adjusting the tran
mission rate. End systems are expected to react to congesFhere seems to be general agreement in the community
tion at most once per RTT as long as they react propedy deploying Random Early Detection (RED)[7] gate-
and promptly[13]. ways to improve both fairness and performance of TCP
To achieve this, RAP requires a mechanism to identityaffic. RED queue management tries to keep the aver-
a cluster of losses that are potentially related to the samge queue size low and, by preventing the buffer from
congestion event. Right after loss of packetr;.sir0ss Overflowing, it also accommodates bursts of packets. One
that results in a back-off, the outstanding packets in tlod the main problems for TCP’s congestion control is to
pipe, called acluster, have a sequence numbefeq, recover from multiple losses within a window [5]. This

g Random Early Detection Gateways



NewReno [5], Sack [14] and also run real-world experi-
ments. Fig. 2 shows the topology of our simulations. The
link betweenSW; andSW, is always the bottleneck and
SW, is the bottleneck point. The switches implement
FIFO scheduling and drop-tail queuing except in RED
simulations.m RAP connections from sourcés, ...R,,
to receivers?, ...P,,, share the bottleneck bandwidth with
n TCP flows from source§}...T,, to receiversS;...S,.
Data and ACK packet sizes are similar for RAP and TCP
flows. For a fair comparison, all connections have equal
end-to-end delay. The buffer size &tV is four times
the RTT-bandwidth product of the bottleneck link, except
Fig. 2. Simulation Topology where otherwise stated. All simulations were run until
they exhibited steady state behavior. All TCP flows are
“FTP” sessions with an infinite amount of data. The TCP
occurs mainly due to buffer overflow in drop-tail queuegeceiver window is large enough that TCP flow control is
Ideally, RED should be configured such that each flonotinvoked. The average bandwidth for each flow is mea-
experiences at most one single loss per RTT. Under thesged by the number of delivered packets during the last
circumstances, TCP flows can efficiently recover fromthree quarters of the simulation time to ignore transient
single loss without experiencing a retransmission timetartup behavior. Simulation parameters are summarized
out. Intuitively, as long as a RED gateway operates in its table 1.

ideal region, RAP and TCP obtain an equal share of band- ___Table1
width since both use the AIMD algorithm. Nevertheless, igﬂ“gizse'ze }1808326
if the average queue length exceeds the maximum thresh- Bottleneck Delay 20Tms
old, RED starts to drop packets with a very high proba- B/W per Flow 5 KByte/s
bility. At this point, RAP and TCP start to behave dif- B/W of Side Links _ 1.25 MByte/s
ferently. When regular TCP experiences multiple losses Tot. Delay of Side-Links | 6 ms

L . . .. . Simulation Length 120 sec
within a window, it undergoes a retransmission timeout TCP Maximum Window | 1000
and its congestion control diverges from the AIMD algo- TCP Timeout Granularity] 100 ms
rithm. RAP, however, follows the AIMD algorithm and
reacts only once to the first loss in an RTT. A. Evaluation Methodology

We expect to observe substantial improvement in fair- | . twith | b f t it
ness by deploying RED even if it only prevents the buffer h an environment with farge numuers ot parameters, |

from overflowing and causing burst of loss. This behavidr generally hard to isolate a particular variable and study

limits the divergence of TCP's congestion control froanS relation with a particular parameter because of existing
the AIMD algorithm inter-dependency among variables. In particular, TCP is

Since RED parameters are closely dependent on the feroving _target. It's behavior _changes dra;tlcally with
configuration parameters and it has some internal con-

havior of aggregate traffic, it is hard to keep a RED gate- . . . : . .
NS ) ) — = “Straints. During our simulations, with some exceptions,
way in its ideal region as the traffic changes with time,

Thus, configuration of RED is still a research issue. we atFemptgd t_o ml.nlmlze these problems by using the
following guidelines:

1. To identify the impact of TCP’s constraints from the
inter-protocol dynamics on our results, we have compared
In this section we present a summary of our simuld&AP with different flavors of TCP.

tion results. More details can be found in [19]. Our mai@. We limited the side-effect of bottleneck bandwidth and
goal is to explore the properties of RAP, nhamely TCRuffer space contention by scaling up resources propor-
friendliness, ability to cope with background TCP traftional to the number of flows so that the amount of re-
fic, interaction with RED gateways and the behavior cfource share per flow remains fixed across simulations.
the fine-grain rate adaptation over a reasonable pararBa@ice the bandwidth and the buffer size of the bottleneck
ter space. Our simulations demonstrate that RAP is link are scaled up equally, the maximum queuing delay
general TCP-friendly. We have simulated RAP using thdoes not change across simulations. The impact of re-
ns2 simulator [16], and compared it to TCP Tahoe, Rensgurce contention is also studied separately.

IV. SIMULATION



Avg. BW share for TCP/Tahoe and RAP flows without F.G. adaptaion
T T T T T T

T
Range of BW for RAP flows ~e—
flows H—i

cover from the multiple loss scenarios easier than other
B flavors of TCP whereas Reno’s performance is substan-
] tially degraded [5]. Generally, TCP’s ability to efficiently

1 recover from multiple losses increases with its window
ol ] size. The more TCP diverges from the AIMD algorithm,

(KBIS)

: [t s { ] the less bandwidth it obtains.
: We exploited the difference among various TCP flavors
. o I T - to assess the impact of TCP’s performance problem on

T ] the observed unfairness. We have repeated the same ex-
e periment with RAP against Reno, NewReno[5] and Sack
foammesretters TCP. Our results confirm that the large-scale behavior of
Fig. 3. RAP coexisting with Tahoe TCP traffic is in agreement with the behavior reported
in [5]. These experiments also reveal that TCP’s inher-
) _ ent performance problems partially contribute to unfair-
3. We chose configuration parameters so that the T@Rss. we would like to limit the impact of the TCP's per-
congestion window tends to be sufficiently large and TCfgymance problems and focus on the interaction between
remains in its well-behaved mode. . RAP and TCP traffic. Therefore, we chose TCP Sack as
4. We have explored a reasonable portion of the paragy igeal representative for TCP flows. For the rest of this
eter space to examine inter-protocol fairness over a Wiggper whenever we refer to TCP, we mean TCP Sack un-
range of circumstances. less explicitly stated otherwise.

5. As a baseline for comparison, we occasionally re- Since we are unable to exhaustively examine the pa-

pla<_:ed E::: thf RAI;{LOFY\?T W'twcplfltnhd_grgg tt)he SaMme SCE meter space, we focus our attention on parameters that
hario without any ow. YVe call thi ase-Case. lay key roles in protocols’ behavior. RTT and TCP’s

The TCP base case may help us to separate those %’gestion window are particularly important. RTT is

nomenon that are purely related to TCP traffic. crucial because it affects rate adjustment in both RAP and
TCP. TCP’s congestion window is a primary factor in the
performance of the TCP protocol. We introduce the term
B.1 TCP-friendliness inter-protocol fairness ratio that is the ratio of the aver-
The first set of simulations examines the TcP2de RAP bandwidth calculated across all the RAP flows
pver the average TCP bandwidth calculated across all the

Fig. 3 shows the average bandwidth share &AP and TCP flows. We changed the delay of the bottleneck link

n TCP Tahoe flows coexisting over the topology depicte control the value of RTT. The bandwidth was linearly
in fig. 2. The resources (i.e. the bottleneck bandwidfifaled up with the total number of flows and the buffer-
and the buffer size) are scaled up linearly with the 14?9 Was adjusted accordingly. Other parameters are the
tal number of flows. The range of the bandwidth shaRdme as table 1. Fig. 4 depicts the fairness ratio as a func-

among RAP and TCP flows are represented by vertidign of the bottleneck link delay and the total number of

bars around the average value. This result implies tHWs- Each data point is obtained from an experiment

RAP is not terribly TCP-friendly across these simula/here half of the flows are RAP and the other half are

tions. The observed unfairness can be due to TCP's mack TCP. This reveals several interesting trends in the
herent performance limitations, an artifact of configurd@"mess ratio:
tion parameters, or unfairness imposed by coexisting RAPFor a particular value of the bottleneck delay, increas-
flows. ing the number of flows improves the fairness ratio except
TCP suffers from some performance limitations[5]. Ifor the smallest value of delay (20ms) in which the ratio
particular, when TCP experiences multiple losses withinf¥ver converges to one. This figure illustrates that except
window or the window is smaller than 4, it is constrainefPr small simulations, RAP exhibits TCP-friendly behav-
to either wait for retransmission timeout or go througipr- The different behavior in small simulations has to
slow-start. As a result, TCP may temporar”y lose its acld.o with TCP’s burstiness and loss pattern in these scenar-
clocking and its congestion control mechanism divergé@s[19].
from the AIMD algorithm. The severity of the problem Excluding simulations with a small bottleneck delay
varies among different flavors of TCP and mainly depends well as small simulations, the fairness ratio is mostly
on window size and loss patterns. TCP Sack is able to idese to one and is not a function of the RTT. The prob-

B. Experiments and Results

friendliness of RAP without fine-grain rate adaptatio



Fairness Ratio across the parameter space without F.G. adaptaion Fairness Ratio across the parameter space with F.G. adaptation

Fairness Ratio — Fairness Ratio —
Fairness Ratio Fairness Ratio

Total number of flowseo4020

Total number of flowseo4020

401
Bottleneck Delay (ms)

1
140 1
200 180 160 Bottleneck Delay (ms) 200 180 160

Fig. 4. Fairness Ratio across the parameter space Fig. 6. Fairness Ratio across the parameter space
Impact of TCP's Congestion Window on Fairness not a window-based mechanism, the number of packets
Fairness Ratio Faimess Ratio — pn-the-fly seems to be the _only common base of compar-
Fairness Ratio - ison from the network’s point of view. Fig. 5 shows the

variation of the fairness ratio as a function of the num-
ber of flows and the amount of allocated bandwidth per
flow. Since the number of outstanding packets is depen-
dent on both variables, we have used the mean number
of outstanding packets (averaged across all the TCP flows
in a simulation) as the x coordinate for the corresponding
data point instead of the amount of allocated bandwidth
per flow. This graph clearly confirms our hypothesis that
TCP’s performance is directly influenced by the number
of outstanding packets in transit. As the number of out-
Fig. 5. Variation of the Fairness ratio with TCP’s congestaindow standing packets grows, the fairness ratio improves ex-
cept for simulations with a small number of flows=1).
Therefore, under a heavy load, if the number of outstand-
lem with short bottleneck delay in small simulations hqﬁg packets for a TCP flow drops below a threshold, its
to do with the small size of TCP’s congestion window. Ierformance is substantially degraded. Under these cir-
these scenarios, TCP has a smaller congestion windgémstances, RAP can easily utilize the available band-

and frequently experiences retransmission timeout. A\dth because it decouples congestion control from error
the bottleneck delay increases, both the bottleneck piggntrol and only performs the former.

size and the buffer size increase. This allows TCP flows Fig. 5 also implies that the number of coexisting flows

to have a larger number of packets on-the-fly and maigaeg not have a visible impact on fairness when resources

tain their ack-clocking. ~We conducted another set ofg scaied appropriately, except for very small numbers of
simulations to observe the primary effect of TCP’s conys.

gestion window on the fairness ratio. The congestion win-

dow is _dependent on severql parameters such as avaﬂaé).lf Fine-grain rate adaptation
bandwidth per flow, buffer size, mean queue size, queue
management scheme and number of flows. We adjust th&Ve have theorized that fine-grain rate adaptation at-
bottleneck bandwidth as a primary factor to control theempts to emulate a degree of congestwaidance that
value of congestion window. We decided to measure tH&€P obtains due to ack-clocking. To investigate the ef-
number of outstanding TCP packets per flow instead fect of fine-grain rate adaptation on TCP-friendliness, we
congestion window for two reasons. Firstly, TCP’s corexplored the parameter space over a wide range. Fig. 6
gestion window may not be full during the fast-recoverghows the fairness ratio as a function of bottleneck link
period. In those cases, TCP’s behavior depends on tielay and the total number of coexisting flows. Half of
number of outstanding packets. Secondly, since RAPtle traffic consists of RAP flows. Comparison with fig. 4
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reveals that fine-grain rate adaptation only improves the :
fairness among connections with small RTT (i.e. small
TCP window) while it does not affect other areas. This
result implies that as long as TCP flows do not diverge
from the AIMD algorithm, the fairness ratio is primar-
ily determined by TCP’s behavior and the large-scale be-
havior remains intact. This is indeed a desired property.
However, for those scenarios where TCP traffic is vulner-
able to loss of ack-clocking and achieves a smaller share
of the bandwidth, the fine-grain rate adaptation enhances ‘ ‘ ‘
resolution of rate adaptation for RAP flows by preventing ot e s
them from overshooting the available bandwidth share. Fig. 7. Impact of RED on the fairness
This in turn, reduces the probability of experiencing loss

of ack-clocking across all the TCP flows. Consequently,

m;
max_pis 0.08 ——-
25 max_pis 0.16 -~ o

aimess Ratio

100 120 140

TCP traffic obtains a fair share of bandwidth. values ofmaz_p tend to reduce TCP's mean conges-
tion window. RAP takes advantage of this, and a de-
B.3 RED Gateways gree of unfairness results. As long as the average queue

size remains in RED’s operating region (belevax;y,),

The main challenge here was to configure the REfRe bandwidth share between RED and TCP is quite fair.
gateway so that it behaves uniformly across all simulgtowever, if the value ofnaxz, is too small, the average
tions. RED’s performance closely depends on the bggeue size reachesaz;,, and RED then starts dropping
havior of the aggregate traffic. Since this behavior coull| packets until the average queue size decreases below
change with the number of flows, it is hard to obtain thg,4z,, again. This process repeats and oscillations occur,
same performance over a wide range without reconfigyfith the loss probability alternating betweemz, and
ing the gateway. Table 2 summarizes our configuratigjhe. RED should not be operated in this region, and the

parameters: curve in figure 7 shows this effect whemaz, = 0.005.
e T%blgeagkets The differences between RAP and TCP are due to TCP’s
Max_Threshold | 05 * Buffer burstiness interacting with periodic oscillatipns of.the av-
Bottleneck BIW | 5 KByte/s * No. of Flows erage queue size abomitaz,;,. With small simulations,
Bottleneck Delay| 20 ms the oscillation period is long, and both TCP and RAP
2%;;%‘29 ézongTT * Bottleneck B/W lose whole RTT worth of packets. TCP takes a very long

time to recover, while RAP recovers comparatively eas-
Half of the traffic consists of RAP flows with fine-grainjly. With large simulations, the period of these oscilla-
adaptation. We provided sufficient buffer at the bottleneglons is much shorter, and although a few TCP’s may lose,
to eliminate buffer overflow. Fig. 7 shows the fairness ran average a TCP is less likely to be hit by one of the
tio for different value ofmaz,, (i.e. maximum probabil- |oss periods than a RAP flow which spaces its packets out
ity of loss) as the number of flows changes. This gragvenly. Hence, on average TCP performs better than RAP.

clearly illustrates three interesting points: It should be emphasized that this RED regime will im-
1. There exists a range feraz, where RAP and TCP pose terrible loss bursts on realtime flows, and should be
evenly share the bottleneck bandwidth. avoided at all costs. Figures 8 and 9 graph the measured
2. Except for small simulations, the fairness ratio dod®TT for small simulations, and demonstrate these oscil-
not change with simulation size. lations in fig. 8 withmaz, = 0.005 versus normal RED

3. The behavior of the aggregate traffic is substantialbehavior in fig. 9 withmaz, = 0.16. We conclude that,
different in small simulations. with appropriate tuning, RED can significantly improve

Fig. 7 demonstrates that RED is able to evenly distributee fairness between RAP and TCP. However that aggres-
the losses across all the flows and avoid buffer overflggively pushing for very low buffer utilization is counter-
over a wide range. Thus RED has eliminated the unfaproductive when RAP and TCP share a link because TCP
ness caused by TCP’s burstiness. The higher the valughgn diverges from AIMD.

max_p, the more likely RED is to drop a packet before
the buffer becomes full, and so the lower the mean buffer
utilization is. Fig. 5 has already shown that TCP per- We have presented a rate adaptation protocol and exten-
forms poorly with small congestion window, and highesively examined its interaction with TCP through simula-

V. CONCLUSIONS ANDFUTURE WORK
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