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ABSTRACT In this paper, a method for detecting rapid rice disease based on FCM-KM and Faster

R-CNN fusion is proposed to address various problems with the rice disease images, such as noise, blurred

image edge, large background interference and low detection accuracy. Firstly, the method uses a two-

dimensional filtering mask combined with a weighted multilevel median filter (2DFM-AMMF) for noise

reduction, and uses a faster two-dimensional Otsu threshold segmentation algorithm (Faster 2D-Otsu) to

reduce the interference of complex background with the detection of target blade in the image. Then the

dynamic population firefly algorithm based on the chaos theory as well as the maximum and minimum

distance algorithm is applied for optimization of the K-Means clustering algorithm (FCM-KM) to determine

the optimal clustering class k value while addressing the tendency of the algorithm to fall into the local

optimum problem. Combined with the R-CNN algorithm for the identification of rice diseases, FCM-KM

analysis is conducted to determine the different sizes of the Faster R-CNN target frame. As revealed by

the application results of 3010 images, the accuracy and time required for detection of rice blast, bacterial

blight and blight were 96.71%/0.65s, 97.53%/0.82s and 98.26%/0.53s, respectively, indicating clearly that

the method is more capable of detecting rice diseases and improving the identification accuracy of Faster

R-CNN algorithm, while reducing the time required for identification.

INDEX TERMS Chaos theory, faster R-CNN, firefly algorithm, Otsu threshold segmentation, K-means

clustering algorithm, rice disease detection, weighted multistage median filter.

I. INTRODUCTION

As one of world’s major food crops, rice is stable in pro-

duction, which is related to agricultural security, social sta-

bility and national development. Nevertheless, rice diseases

have occurred frequently in recent years, causing serious

losses in rice production. Rice diseases are mainly the rice

blast, bacterial blight, sheath blight, and symptoms charac-

terized by texture, the color and the shape, which are typical

of rapid occurrence and easy infection [1]–[3]. At present,

the identification of rice diseases is mainly through artificial

identification, querying rice diseases maps and automated

detection. Conventional manual identification is inefficient,

time-consuming and costly. Although the operation of the

diseases map is simple, some diseases with high similarity

are easy to be misunderstood. The existing computer-based

detection of rice diseases is affected by diseases. Considering

The associate editor coordinating the review of this manuscript and

approving it for publication was Moayad Aloqaily .

the large environmental impact, slow detection speed, and

low accuracy, it has not been widely applied. In this case, it is

of great significance to make rapid and accurate judgments

on rice diseases.

The rice diseases are concentrated in leaves, for which

the diagnosis of leaves can guide the growers on whether to

spray the crops. In the field of science, great progress has

been made in identifying plant diseases by identifying leaf

characteristics [4]–[9]. In literature [8], the CNN method is

used to identify the Helminthosporium leaf spot of wheat,

with the final accuracy and standard error being 91.43%

and 0.83, respectively. In literature [10], we use a com-

bination of two improved deep convolutional neural net-

work models GoogLeNet and Cifar10 to identify corn leaf

disease, and the average accuracy can reach 98.9% and

98.8%, respectively. In literature [11], the clustering algo-

rithm and the supervised classification algorithm are used to

perform lesion image segmentation, extract the feature image,

and then normalize and select the feature. By applying the
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pattern recognition method to establish the disease recogni-

tion model, accuracy can be ensured in identifying alfalfa

leaf disease, with the rate being up to 97.64%. In respect

to rice diseases detection [4], [12]–[20], in literature [4], the

image was segmented with the entropy-based bipolar thresh-

old method after its brightness and contrast were enhanced.

Subsequently, the boundary of the diseased part was

detected with the 8-connectivy method. Finally, based on the

SOM neural network, the infected part of the leaf was classi-

fied. The method developed in this system is used to achieve

image processing and soft computing for various diseased

rice plants. But the recognition accuracy on the four data

sets was 82% on average, which means that it still needs

further improvement. In [12], image processing and machine

learning techniques were used to screen seedlings with rickets

in a non-destructive manner, and SVM classifiers were devel-

oped with the help of genetic algorithms in order to optimize

feature selection and model parameters; The overall accuracy

of the SVM classifiers which were used to distinguish healthy

seedlings and infected ones is 87.9%.However, in light of that

different varieties may have different symptoms, the method

should be examined when used in other varieties or dis-

eases, which indicates that this method has certain limita-

tions. Literature [13] proposed a rice disease identification

method (CNNs) based on deep convolutional neural network.

Under the 10-fold cross-validation strategy, it was found that

the average recognition rate of 10 common rice diseases

was 95.48%. Literature [14] proposes a new stacked CNN

architecture that uses two-stage training to significantly

reduce the size of the model while maintaining high classi-

fication accuracy. Based on our experimental results, it was

shown that compared to VGG16, by using stacked CNN,

the test accuracy reached 95% while the model size was

reduced by 98%. This CNN architecture with efficient mem-

ory can facilitate the detection and identification of rice

diseases based on mobile application development. In [15],

the gray level co-occurrence matrix (GLCM) and the color

moment of the leaf lesion area were applied for extraction

from the diseased and unaffected leaf images to produce a

21-D feature vector and related features and remove redun-

dant features were selected with the feature selection method

based on genetic algorithm to generate 14-D feature vectors

so as to reduce complexity. Then, classification was con-

ducted by using artificial neural network (ANN) and support

vector machine (SVM). Finally, the classification accuracy

of the algorithm reached 92.5% through SVM, and 87.5%

through ANN. This is an innovative method, but further opti-

mization is necessary if its accuracy of identification needs to

be increased. In literature [16], a stochastic gradient descent

algorithm (SGD) was proposed to optimize the GoogLeNet

model. In addition, in order to prevent the model from over-

fitting and improving its generalization performance, two

data enhancement strategies of randomly discarding one band

image and random panning average spectral image brightness

were also proposed in the literature. After testing, it was

shown that the highest accuracy of the prediction of the

disease on the epidermis was 92.0%. However, neither the

extraction of high-level abstract features layer by layer in

the band dimension nor the band details information was not

taken into full consideration or fully used, so there is still a

lot of room for improvement in the accuracy.

Relative to other crops such as corn and tomato, there are

relatively few studies on the identification of rice diseases.

Thus, the technical level of rice diseases detection needs to

be improved. Faster R-CNN [21] was proposed by the Ross

Girshick team in 2015. Because of its fast speed and high

precision, it is suitable for the detection of rice diseases.

However, the traditional Faster R-CNN algorithm shows a

tendency to generates a large number of bounding boxes, and

the speed and accuracy of detection are less than satisfactory,

for which there is a necessity to make improvement to the

bounding box. The K-Means clustering algorithm (FCM-KM

algorithm) optimized by applying the dynamic population

firefly algorithm which is improved by chaos theory and

maximum and minimum distance algorithm helps address

the problem arising from setting the k value of clustering

category and overcome the drawbacks of susceptibility to

falling into local optimum. Besides, it exhibits the desirable

advantage of fast convergence. Therefore, a rapid rice disease

detection method based on FCM-KM and Faster R-CNN

fusion is proposed in this paper. The FCM-KM algorithm

is applied to re-set the bounding box size in Faster R-CNN

for the convergence to be accelerated. The accuracy and time

of detection of rice blast, bacterial blight and blight were

96.71%/0.65s, 97.53%/0.82s and 98.26%/0.53s, respectively.

The results show that this method can better detect rice dis-

eases.

II. RICE DISEASE PERFORMANCE AND RESEARCH

STATUS

The main types of rice diseases are the rice blast, bacterial

blight, and sheath blight. The rice blast is divided into the

nursery, the leaf hopper and ear mites. The main disease of

the nursery is that the color of leaves of the rice is gradually

deeper and finally becomes brown. The main symptom of the

leafhopper is that the shape of leaves is a fusiform or elliptical

lesion, while that of the ear is the blackening of the ear of

the rice, and that of bacterial blight is that spots form on the

edge of the rice leaves in initial period, and then the spots

following the leaves become white and then gray and wither.

The incidence of sheath blight in the south is relatively high,

and its occurrence is more related to climate. The general

symptom is that green spots appear on the leaf sheath of

the rice plant near the water surface and become larger as

the disease progresses, and in the end, a grayish white spot

bounded by the brown. In summary, rice diseases are chiefly

characterized by texture, the color and the shape.

This paper proposes a method for identifying common

diseases of rice, and its structure is shown in Figure 1. Firstly,

by collecting pictures of diseases, the image is denoised by a

two-dimensional filtering mask combined with an weighted

multilevel median filter(2DFM-AMMF); then, the Faster
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FIGURE 1. Rice disease identification structure.

2D-Otsu is used to segment the noise-reduced image for

extraction of the target leaf lesion from the image. Finally,

the rapid rice disease detection method based on FCM-KM

and Faster R-CNN was applied to extract rice disease char-

acteristics and classify pests and diseases in the segmented

pictures, from which the results of rice disease detection

are obtained. Among them, the 2DFM-AMMF algorithm is

a weighted multilevel median filter in combination with a

two-dimensional filtering mask. The basic procedure of the

Faster 2D-Otsu algorithm to segment the image is as follows.

Firstly, the initial threshold range is calculated. Secondly,

the most Good threshold is obtained. Finally, the optimal

threshold is applied to segment the rice disease picture.

FCM-KM is integrated with Faster R-CNN, that is, the clus-

tering category value K obtained through FCM-KM cluster-

ing and its clustering center are taken as input of the Faster

R-CNN algorithm to replace the aspect ratio of the original

candidate frame, thus changing the size of frame for the target

area.

III. MATERIALS AND METHODS

A. GRAPHIC GATHERING

In this text, the picture data of rice diseases are collected

from the high-standard rice experimental field of the Hunan

TABLE 1. The number and the proportion of diseases in the rice diseases.

FIGURE 2. Part of the picture of rice diseases: (a) Picture of rice blast.
(b)Picture of sheath blight. (c) Picture of bacterial blight.

Rice Research Institute, and the camera model was Canon

EOS R, and the picture pixel was 2400 ∗ 1600. For each

image, the sub-image containing the lesion is first obtained by

manual cropping, and then the image with too low brightness

and blurred image is discarded, and the number of images is

expanded by adjusting the angle and appropriately cutting.

In the end, a database of three types of rice diseases was

compiled, as listed in Table 1, for a total of 3010 images.

The picture of the rice disease database is as follows:

Fig. 3 shows some of the images expanded by rotation,

cropping, etc.:

B. GE PREPROCESSING BASED ON 2DFM-AMMF

1) WEIGHTED MULTILEVEL MEDIAN FILTERING ALGORITHM

In the process of obtaining and spreading rice diseases,

the quality tends to decrease due to external noise inter-

ference. The segmentation and feature extraction of noise-

containing images may make it unlikely for some disease

features to be extracted, which could possibly further affect

the accuracy of detection, so it is necessary to reduce the

noise [22]. Median filtering is a nonlinear filtering method

proposed by Tukey in the early 1970s. The method is simple

to operate; it is easy to remove outliers and line noise; it

can eliminate binary noise; effectively suppress interference

pulses and point noise. The multilevel median filtering pro-

posed later can better maintain the edge and details of the rice

disease map, but it is weak noise suppression. Although the
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FIGURE 3. Pictures cropped with the angle adjusted: (a) Original image.
(b) Rotate 180◦clockwise. (c) Rotate 90◦clockwise. (d) Rotate
270◦clockwise. (e), (f) Crop 1.

multilevel median filter can is capable of improve improving

the noise suppression ability after weighting, it is difficult

to operate as its noise reduction effect depends on the size

and shape of the filter window [5]. Therefore, in this paper,

proposes a 2DFM-AMMF based noise reduction method

is proposed, which features the adds addition of a two-

dimensional filtering mask based on the weighted multilevel

median filtering. In this case, so that the size and shape of the

filtering window are determined by the image information,

thereby reducing the chance of useful edge information being

eliminated by the weighted multilevel mean value filter.

The weighted multistage median filter is a filtering method

that combines a multilevel median filter and an average

weighting algorithm. Let X (i, j) be the sequence of digital

images of rice diseases and W be a square filter window

whose center is at (i, j) and size is L = 2N+1. Then, the four

subsets of the filter window W can be expressed [23] as:















W1(i, j) = {X (i, j+ k); −N ≤ k ≤ N }

W2(i, j) = {X (i+ k, j+ k); −N ≤ k ≤ N }

W3(i, j) = {X (i+ k, j); −N ≤ k ≤ N }

W4(i, j) = {X (i+ k, j− k); −N ≤ k ≤ N },

(1)

Obviously, they represent a one-dimensional window that

is 45◦, 135◦, horizontally, vertically, and horizontally. Let

Z1(m, n), Z2(m, n), Z3(m, n), and Z4(m, n) be the median gray

values of the pixels in the four sub-windows, that is,















Z1(i, j) = med[x(i, j) ∈ W1(m, n)]

Z2(i, j) = med[x(i, j) ∈ W2(m, n)]

Z3(i, j) = med[x(i, j) ∈ W3(m, n)]

Z4(i, j) = med[x(i, j) ∈ W4(m, n)],

(2)

The output of the multilevel median filter is defined [23]

as:

Y (i, j) = med[Ymin(i, j),Ymax(i, j),X (i, j)], (3)

The output of the weighted multistage median filter is:

Y (i, j) =

4
∑

s=1

Zs(i, j)/4, (4)

The gray value median values of the four sub-windows are

then averaged to be the gray value of the pixel to be sought.

The effect of median filter filtering depends on the size and

shape of the filter window. If the window size is chosen too

large, although there is strong denoising ability, the details

and edges of the image are seriously lost, which makes the

image blurred; if the size is chosen too small, although the

details can be preserved, the noise reduction effect will be

worse. But this problem can be solved by adding a two-

dimensional filter mask.

2) TWO-DIMENSIONAL FILTER MASK COMBINED WITH

WEIGHTED MULTISTAGE MEDIAN FILTER

Based on the weighted multistage median filter, three three-

dimensional filter mask windows with different sizes are

added to the four one-dimensional filter windows to filter the

image by selecting windows of different sizes and shapes in

different image regions. Since the mask size and the shape

of different image regions are different, the possibility of

erroneously culling edge information can be reduced, and

more detailed features are retained while removing noise.

These 7 windows can be explained [24] as:






































W1(i, j) = {X (i− m, j− n); −1 ≤ m ≤ 1, −1 ≤ n ≤ 1}

W2(i, j) = {X (i− m, j− n); −2 ≤ m ≤ 2, −2 ≤ n ≤ 2}

W3(i, j) = {X (i− m, j− n); −3 ≤ m ≤ 3, −3 ≤ n ≤ 3}

W4(i, j) = {X (i, j− m); −3 ≤ m ≤ 3}

W5(i, j) = {X (i− m, j); −3 ≤ m ≤ 3}

W6(i, j) = {X (i+ m, j− m); −3 ≤ m ≤ 3}

W7(i, j) = {X (i− m, j− m); −3 ≤ m ≤ 3},

(5)

The relationship is shown in Table 2. W1 is the

two-dimensional mask filtering window of 3 × 3; W2 is the

two-dimensional mask filtering window of 5 × 5; W3 is

the two-dimensional mask filtering window of 7×7;W4−W7

is the same as the formula (1).

The basic process after improvement is as follows. Firstly,

the initial pixel position in the rice disease image is deter-

mined, and then the variance of the gray value of each

window is calculated centered on the point; then, the two-

dimensional window is compared; when the variance of

the two-dimensional window is smaller than the threshold,

the window with the smallest variance is selected as the

filtering window. Otherwise, the one-dimensional window

with the smallest variance is chosen to be the filtering win-

dow; finally, the filtering window is subjected to the median

filtering process. This will better preserve the details of the

rice leaf picture.
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TABLE 2. Meaning of variables.

FIGURE 4. The image noise rate after processing by different algorithms.

The results of the noise reduction treatment of rice disease

images using the algorithm, the adaptive median filtering

algorithm and median filtering are shown in Fig. 4. Under

different noise densities, the noise reduction performance of

this algorithm is higher than that of other algorithms. With

increasing noise density, the performance of median filtering

and the adaptive median filtering algorithm decreases rapidly.

However, the algorithm in this paper is stable.When the noise

density is 90%, it still maintains a good denoising effect.

C. IMAGE SEGMENTATION PROCESSING BASED ON

FASTER 2D-OTSU

In the picture of rice diseases after the noise reduction treat-

ment, there are other backgrounds besides the target rice

leaves, which will cause interference and reduce detection

accuracy. In order to facilitate the detection and expansion of

data sets, we need to separate the target rice leaves from the

background, that is, image segmentation processing. Thresh-

old segmentation is more common and simple to operate.

Therefore, this paper uses the threshold segmentation method

to segment the image.

Otsu’ algorithm proposed by the Japanese scholar Otsu

in 1978 is called the maximum inter-class variance method,

and is one of the mainstream algorithms of the threshold

segmentation method with excellent segmentation effect.

However, the traditional one-dimensional Otsu method only

considers the gray information of the image, but fails

to fully take the spatial information of the image into

account [25]–[27]. Therefore, when the image histogram

does not show obvious double peaks, the information loss

FIGURE 5. Image preprocessing effect: (a) Original image.
(b) Algorithm of this paper. (c) Adaptive median filter. (d) Median filter.

will occur when the method is used for segmentation. In the

conventional two-dimensional (2D) Otsu algorithm, as the

two-dimensional histogram composed of the gray value of

the image neighborhood and its neighborhoodmean is mainly

used to segment, it shows excellent anti-noise performance,

but its complexity is high. Therefore, in this text, a Faster

2D-Otsu algorithm is employed to decompose the con-

ventional 2D Otsu algorithm into two one-dimensional

Otsu algorithms, that is, the original rice disease image

f (x, y) obtains a threshold s, its neighborhood mean image.

G(x, y) gets a threshold t. From the perspective of the com-

puter, solving the two thresholds for replacing the threshold

of the original 2D Otsu algorithm not only lowers the time

complexity of the algorithm, but also reduces the storage

space of the computer. In addition, considering the strong

correlation between the rice disease target class and the back-

ground class internal pixels, this text comprehensively studies

the concept of inter-class variance and intra-class variance,

and introduces a new threshold discriminant function.

Let the threshold s divide a set of discrete data into

two categories, and the variance between the classes is:

sp = w0w1(u0 − u1)
2, (6)

where u0 and u1 represent the mean of the target class and

the background class, respectively; w0 and w1 refer to the

probability of the target and the background class, accord-

ingly. Therefore, the larger the sp value, that is, the larger the

variance between classes, the more obvious the distinction

between the target class and the background class, and the

better the segmentation effect.

Let the threshold s divide a group of discrete data into

two categories. pi denotes the probability of occurrence of

i, u0 and u1 respectively represent the mean of the two types,

and w0, w1 refer to the probability of two types separately.

Then, the variances of the two types of data in the class are

respectively indicated as:

s1 =

s
∑

i=0

pi(i− u0)
2, (7)

s2 =

L−1
∑

i=S+1

pi(i− u1)
2, (8)
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Then the total variance within the two classes is:

sw = w0s1 + w1s2 (9)

Obviously, sw represents the cohesiveness of the two types

of data in this group of data. The smaller the value, the bet-

ter the segmentation effect. As for the two factors of inter-

class variance and intra-class variance, the larger the variance

between classes, the smaller the intra-class variance and the

better the segmentation effect obtained. There is a necessity to

introduce a new discriminant function, that is, the intra-class

class variance ratio method:

S = sp/sw, (10)

Then the optimal threshold satisfies S∗ = argmax{S},

and the corresponding gray value is the optimal threshold.

Similar to the optimal threshold t of the neighborhood mean

image g(x, y), the method avoids exhaustive traversal in the

L×L dimension, and only needs to find the optimal threshold

in two spaces of length L, which reduces the amount of

calculations and the storage space required by the computer.

The algorithm steps are as follows:

Step 1: Initial threshold range calculation

Since the target gray level of the rice disease image is

inevitably higher than the mean of a large number of back-

grounds, the lower limit of the initial threshold is set to

the image gray mean m, and the experiment confirms the

conclusion. In addition, since the target gray level of the rice

disease image is inevitably not higher than themaximum gray

value of the image, the upper limit of the initial threshold is

set as the maximum gray value n of the image.

Step 2: The optimal threshold

In order to further reduce the computation time, in this

paper, the two-dimensional image gray matrix is converted

into a one-dimensional matrix (1, L), and the variance

between the image classes sp and the intra-class variance

sw are obtained according to equations (6) and (9). Then,

the optimal threshold s is acquired according to equation (6),

and the optimal threshold t of the neighborhood mean image

g(x, y) can also be obtained.

Step 3: Split images

The rice disease image segmented by the Faster 2D-Otsu

is shown in Fig. 6. As can be seen from the figure, most of

the lesions have been extracted.

D. RAPID DETECTION OF RICE DISEASE BASED ON

FCM-KM AND FASTER R-CNN FUSION

In the picture after the elapse of segmentation, the location

and features of rice diseases are prominent, which satisfies

the conditions for image detection. Convolutional neural net-

works have developed rapidly in terms of image detection

and achieved good results. Convolutional neural networks are

applied to target detection in two stages: The Two stage and

the One stage. Compared with the Two stage method, the One

stage method does not need to extract the candidate region of

the target, and the speed is faster. Nevertheless, the detection

precision is not as good as that of the Two stage method.

FIGURE 6. Threshold segmentation: (a), (c) Faster 2D-Otsu. (b), (d) Otsu
threshold segmentation.

The Faster R-CNN in the Two stage method can basically

realize real-time detection under GPU acceleration [28].

However, the traditional fast R-CNN algorithm generates a

large number of bounding boxes, and the detection speed and

accuracy are still not ideal. To solve this problem, we have

proposed a method for detecting rapid rice disease based on

FCM-KM and fast R-CNN fusion.

The K-Means clustering algorithm exhibits the advantages

of fast convergence and simple calculation process. How-

ever, there is no definite algorithm for selecting the K value.

An unreasonable selection of the K value would have a severe

impact on the precision and computational complexity of

clustering. Moreover, the optimal result of clustering corre-

sponds to the extreme point of the objective function, which

the clustering center falls near a certain local minimum point,

which tends to causemakes the algorithm prone to falling into

local optimum. In view of the drawbacks as mentioned above,

an FCM-KM algorithm is proposed. Firstly, the algorithm

relies on the maximum and minimum distance algorithm to

determine the size of the cluster center K and where the

initial cluster center is positioned. Then, the Tent chaotic map

with uniform ergodicity and fast iteration is applied to the

construction of the chaotic search spacewith the initial cluster

center as the reference point. The initial clustering center is

optimized by conducting Tent chaotic search, which causes

the algorithm to jump out of local optimum and obtain faster

convergence speed. Finally, the location update formula of

intelligent firefly optimization algorithm is applied to cate-

gorize the clustering of non-clustered center sample points,

thus completing the clustering process.

1) INTRODUCTION TO FASTER R-CNN

The team of the target detection community, Ross Girshick,

launched a new effort Faster R-CNN [21] in 2015, which was

after the launch of R-CNN [29] and Fast R-CNN [30]. Faster

R-CNN does not have a fixed size requirement for the image

of rice diseases to be detected. As an input image, it merely

needs to be scaled to a certain extent in length and width,

so distortion can be avoided. After the improvement of RPN,

the detection speed is greatly improved. Faster R-CNN can

be simply viewed as a model of ‘‘the regional generation

network + Fast R-CNN’’, which applies the Region Proposal
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Network (RPN) instead of Selective Search in Fast R-CNN.

RPN is a recommendation algorithm for the proposal. The

convolution layer/full connection layer processing is per-

formed on the feature map, and then the detected target is

subjected to position regression and the classification, and

finally the region recommendation is used to obtain a more

accurate disease location. Fast R-CNN is in line with the

detailed calculation of the position of the frame and the

category of the objects in the frame.

(a) Faster R-CNN steps:

Step 1: Input the entire picture of rice diseases into CNN

to obtain a feature map;

Step 2: The convolution feature is input to the RPN to

acquire the feature information of the candidate frame;

Step 3: Identify the characteristics of rice diseases

extracted from the candidate box, and use a classifier to

determine whether it belongs to a specific disease category;

Step 4: For the candidate frame belonging to a certain

disease feature, the position of the disease is further adjusted

by a regression device.

(b) Generate RPNs for candidate regions

The regional generation network is referred to as RPN,

and its core idea is to directly generate suggested areas using

the CNN convolutional neural network. After inputting the

picture of rice diseases into the shared convolution network,

we observe that the feature map is obtained as the input

of the RPN network, and the points of the convolutional

feature map are corresponding to the position of the original

pictures [31]. The elements on each feature map correspond

to 9 anchor boxes with different sizes. The RPN itself has two

convolutional networks, one of which has an 18-dimensional

convolution operation through a 1×1 convolution kernel to

determine whether the anchor box is a foreground image;

the other convolution structure passes a 1×1 volume. The

accumulative kernel performs a 36-dimensional convolution

operation to obtain the relative position coordinates of the

bounding box for Ground Truth, and obtain the relative posi-

tion coordinates dx(A), dy(A) and dw(A) of the bounding box

for Ground Truth. The setting method of the nine bounding

boxes corresponding to each feature map element is: The

point of the convolved feature map is mapped to the position

of the original picture, and each point on the feature map

is mapped onto the original picture (each pixel is set as an

‘‘anchor point’’) [32]. In this way, several anchors of different

sizes (that is, the surrounding bounding boxes) are placed on

each anchor point. The commonly used scales are 1282, 2562,

and 5122, and three different aspect ratios of 1:1, 1:2, and 2:1,

respectively.

In the Proposal layer of the RPN, the new rectangular posi-

tion obtained by the anchor is first adjusted according to the

adjustment parameters. To avoid the new area being too small,

enter im_info, the classification result after the classifier, and

the relative position coordinates after returning to the anchor

box, and use these values to pass non-maximum suppression

and other filtering means, and then get the regression. For the

candidate regions of the original image, the coordinates of

the lower left corner and the upper corner of each candidate

region output candidate region are output.

RPN steps: (1) slide a window on a rice diseases map;

(2) establish a neural network for the classification of rice

diseases and the return of the frame position; (3) the position

of the sliding window offers general location information of

rice diseases; (4) the regression of the box provides a more

accurate location of rice diseases.

(c) Feature extraction

The image processed by the RPN is sent to the RoI Pooling

layer to pool the rice disease areas. The Faster R-CNN algo-

rithm proposes a region of interest (RoI Pooling) by further

improving the SPP-Net algorithm. The RoI Pooling layer

is used to convert a range of dimensions to a fixed size to

meet the requirements of the next fully connected network

layer. The ROI Pooling layer evenly divides each rice disease

candidate area into M×N blocks, and performs max pooling

on each block [33]. The disease candidate areas of different

sizes on the rice diseases map are transformed into uniform

data and sent to the next layer. Although the size of the

input image and the feature map is different, we can extract

a feature representation of a fixed dimension for each region

by adding the ROI Pooling layer, so that the diseases can be

classified later.

(d) Classification regression and location refinement

Considering the pictures of rice diseases that have been

identified, we classify diseases and refine the location. The

classification steps are: firstly, object or non-object classifi-

cation for each of two regions corresponding Anchor Box,

k then regression models (each corresponding to a differ-

ent Anchor Box) Rice Diseases trimming candidate frame

location and size, and in the end, the target is classified.

The formula for calculating the fully-connected layer of the

classification is as follows:

(x1, x2, x3)





w11w12

w21w22

w31w32



 + (b1, b2) = (y1, y2), (11)

The position detection of rice diseases is measured by the

size of the overlap area. Some of the seemingly accurate test

results are often due to the inaccuracy of the candidate frame

and the small overlap area. Therefore, a step of intensive

repair of rice diseases is needed. The eigenvectors obtained

in the classification section are calculated and classified by

full connection and Softmax, and the probability of a species

pertaining to a certain rice diseases species is output. Through

the anchor box regression, the offset of this region from the

real GT position is obtained for subsequent regression, which

makes the rice diseases detection frame closer to the real

position.

(e) The training processes

This experiment was carried out on the Caffe deep learning

framework, and the training set of the rice diseases and the

disease was randomly sent to the neural network for training.

After training the model, we test it to get the test results and
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analyze them. The steps of the Faster R-CNN training model

are as follows:

Step 1: Train the RPN after initializing the RPN network

with the model (the pre-training model). After the training is

completed, the unique value of the model and the RPN will

be updated;

Step 2: Initialize the Faster R-CNN network with the

model, and then use the trained RPN to calculate the proposal.

Next, we give the proposal to the Faster R-CNN network, and

then train the Faster R-CNN. After the training, themodel and

the unique of the Faster R-CNN will be updated.

Step 3: Initialize the RPN network using the model com-

pleted in the second step and perform a second training on

the RPN network. During the training process, the model

parameters are always unaltered, but the unique value of the

RPN is changed.

Step 4: Keep the model parameters unchanged in the third

step; initialize the Faster R-CNN; train the Faster R-CNN

network for the second time to fine-tune the parameters.

2) THE K-MEANS CLUSTERING ALGORITHM

The K-Means clustering algorithm is a typical unsupervised

learning algorithm, which is mainly used to classify sam-

ples (n) into k categories [34]. First input n samples, set

the number of categories k to be separated, and randomly

extract k points from n samples as the center point of the

first cluster; then, calculate the distance from n samples to

k cluster centers, and classify the n samples for calculating

the average of all samples of each class to get a new cluster

center. Set a criterion function and repeat the above steps until

the result is consistent with this criterion function, and the

final clustering result is obtained. The K-means algorithm

determines the similarity of samples based on Euclidean

distance; the formula is:

d(Xi,Xj) =

√

√

√

√

m
∑

k=1

(Xik − Xjk )2, (12)

From the above process, it can be seen that the K-Means

displays the advantages of simplicity and easy understand-

ability. It is also characterized by fast convergence speed and

low time complexity, in addition to being effective in process-

ing large-scale data sets and insensitive to the input order [35].

For the traditional K-means algorithm, after the initial cluster

center is given, the randomness and global search ability of

the firefly algorithm can be used for more precise classi-

fication of the data sets except the cluster center, thereby

further improving the convergence speed of the algorithm

and achieving the optimization of the K-means algorithm.

However, the firefly-optimized K-means algorithm remains

subjected to the following drawbacks:

(1) There is no definite algorithm for selecting the value K

of the cluster center. An unreasonable selection of K value

would have a severe impact on the accuracy and computa-

tional complexity of clustering.

(2) The result of optimal clustering corresponds to the

extreme point of the objective function, and the clustering

center falls near a certain local minimum point, which makes

the algorithm easy to fall into local optimum.

Based on the mutual attraction of fireflies, the K-means

clustering process is used to improve the convergence speed

of global search. In view of the drawbacks to the existing

algorithms in global optimization search, it is easy to fall

into local extremum regions.With the characteristics of sensi-

tivity and ergodicity, a dynamic population firefly algorithm

(FCM algorithm) based on the chaos theory as well as the

maximum and minimum distance algorithm is adopted to

improve K-means clustering [36]–[41].

3) OPTIMIZATION OF K-MEANS CLUSTERING ALGORITHM

(a) Firefly algorithm

The algorithm simulates the movement process of the fire-

fly, and then assigns its objective function value and cal-

culates the relative attractiveness according to the position

and fluorescence brightness of each firefly. Individuals with

stronger fluorescence attract individuals with weaker fluo-

rescence to move according to the position update formula,

and the moving distance is determined by the size of the

attraction. The optimization process is based on the following

three principles:

(1) The gender factor of fireflies is ignored, and any two

firefly individuals can attract each other.

(2) The attraction of fireflies is inversely proportional to

the distance and proportional to the brightness. Fireflies with

strong brightness attract the fireflies with weak brightness to

move, and the individuals with the strongest brightness move

randomly;

(3) The brightness of a firefly individual is determined by

the value of the objective function at its location.

Fluorescence brightness is:

I ∝ −f (xi), 1 ≤ i ≤ n, (13)

I = I0 exp(−γ ∗ rij), (14)

where I represents the fluorescence brightness, and f (xi) rep-

resents the objective function, xi is the spatial position of the

firefly i; I0 represents the maximum fluorescence brightness;

γ is a constant indicating the light absorption coefficient;

rij is the Euclidean distance between xi and xj.

The attraction is

β = β0 exp(−γ ∗ r2ij), (15)

Among them, β0 is the maximum attractiveness.

The location update formula is

β = β0 exp(−γ ∗ r2ij), (16)

where α represents the step factor of the initialization; εi rep-

resents the random factor obeying the Gaussian distribution.

(b) The maximum and minimum distance algorithm deter-

mines the cluster center value K
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The Max-Min distance clustering algorithm is similar to

the traditional K-means. They calculate the Euclidean dis-

tance and classify the sample points belonging to each cluster

center according to the nearest neighbor principle. The dif-

ference is that the former does not directly give the cluster

category value K, instead, one object Xi is selected from

the sample points as the first cluster center, and then the

Euclidean distance from each point to Xi is calculated by the

formula (12), and the point farthest from the distance Xi is

taken as the new cluster center. The above division steps are

repeated until a new cluster center is no longer generated, and

finally the total number K of cluster centers is determined.

The algorithm steps are as follows:

Step1: Given A and B, and select the initial cluster center;

Step2: Generate a new cluster center:

By calculating the Euclidean distance Di1 from each point

to Z1, the xk corresponding to Dk1 = max{Di1} is selected as

the next cluster center Z2;

Calculate the distance Di1, Di2 from each point to clus-

ter centers Z1 and Z2. If Di = max{min(Di1,Di2)}, i =

1, 2, · · · , n, and Di > θ ∗ D12, then xi is taken as the third

cluster center Z3.











Di1 = ‖xi − Z1‖ =

√

d
∑

i=1

|xi − Z1|
2

Di2 = ‖xi − Z2‖ ,

(17)

If Z3 exists, it is judged whether there is Dj =

max{min(Di1,Di2,Di3)}. If the above conditions are met and

Di > θ ∗ D12 determines the fourth cluster center. And so

on, if Di ≤ θ ∗ D12 appears, stop looking for a new cluster

center.

Step3: Statistics total number of cluster centers K

The clustering result of the algorithm is related to the

selection of parameters and starting points. In order to

obtain a good clustering effect, it is necessary to carry

out repeated experiments without prior knowledge of sam-

ple distribution. Therefore, this algorithm is only used to

determine the value of the clustering center value K in this

paper.

(c) Chaos Theory Optimization Cluster Center

In order to avoid the clustering center of the firefly-

optimized K-means algorithm falling near a certain local

minimum point and improve the global search ability of

the algorithm, and then jump out of the local optimal solu-

tion, this paper uses the chaotic theory cluster K-means.

The optimization process is performed because chaotic vari-

ables are random, ergodic and regular. Since the Logistic

chaotic map is concentrated in the 0, 1 boundary range,

there is a significant ergodic unevenness problem, which

leads to low algorithm efficiency. Many scholars proved

through rigorous reasoning that the chaotic sequence gen-

erated by Tent map is more helpful to algorithm opti-

mization, and points out that the convergence speed and

ergodic uniformity of Tent map are better than logistic

mapping [42].

• Tent chaotic sequence

The Tent mapping expression is:

xt+1 =

{

2xt , 0 ≤ xt ≤ 1
2

2(1 − xt ),
1
2

≤ xt ≤ 1,
(18)

The Tent map is transformed by Bernoulli shift and is

expressed as:

xt+1 = (2xt ) mod 1, (19)

The steps for generating a Tent chaotic sequence are as

follows:

Step1: Randomly generate an initial value x0 that is not

in the range of (0.20,0.40,0.60,0.80), denoted as z, z(1) =

x0, i = j = 1

Step 2: Iterate according to equation (7) to generate

sequence x.

Step3: If x(i) = [0, 0.25, 0.5, 0.75] or x(i) = x(i − k),

k = [0, 1, 2, 3, 4], perform step 2

Step4: Change the initial value of iteration according to

formula x(i) = z(j+ 1), j = j+ 1, and perform step 2

Step5: If the maximum number of iterations is reached,

the operation is terminated and the generated x sequence is

saved.

• Chaotic search

The FCM algorithm adopted in this paper generates a

Tent chaotic sequence based on the locally searched local

optimal solution, and jumps out the local optimum through

Tent search to obtain the global optimal solution. The specific

plan is as follows:

The distance Dix between each cluster center Ci(i =

1, 2, · · · , k) and the current cluster center Cx is arranged in

order from large to small, and the first n (accounting for 30%

of the total number of cluster centers) Ci1,Ci2, · · · ,Cin and

Cx are obtained. And find the maximum value X
j
max and the

minimum value X
j
min of the j-th dimension in the current n+1

class to form a new chaotic search space.

Suppose the cluster center is Cx,Xk = {xk1, xk2, · · · , xkd },

then the main steps of Tent chaos search are:

Step 1: Use z0kj = (xkj −X
j
min)/(X

j
max −X

j
min) to map Xx to

(0,1), where k = 1, 2, · · · , n, j = 1, 2, · · · ,D.

Step 2: Substituting the above formula into equation (19)

for Tent mapping, iteratively generates chaotic variable

sequence zmkj(m = 1, 2, · · · ,Cmax), where Cmax is the maxi-

mum number of iterations of chaotic search.

Step 3:Use equation (20) to restore zmkj to the neighborhood

of the original solution space, and generate a new solution vk .

vkj = xkj + (X
j
max − X

j
min) ∗ (2zmkj − 1)/2, (20)

Step 4: Calculate the fluorescence brightness value F(vk )

of vk and compare it with the fluorescence brightness

value F(xk ) of the local optimal solution to retain the best

solution.

Step 5: If the number of searches reaches Cmax, stop

searching; otherwise, go to step 2.

(d) Fusion of FCM-KM algorithm and Faster R-CNN

algorithm
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• Basic steps of the FCM-KM algorithm

Step 1: Initialization parameters: total number of cluster-

ing objects N, absorption coefficient γ , step factor α, maxi-

mum number of iterations of chaotic search Cmax, maximum

fluorescence brightness I , maximum attraction β0.

Step 2: Determine the number of cluster centers K by the

maximum and minimum distance algorithm, and record the

initial cluster center position obtained by the maximum and

minimum distance algorithm.

Step 3: Construct a chaotic search space with each cluster

center as a reference point through Tent mapping.

Step 4: Use the Tent chaotic search to update the position

of the initial cluster center until the cluster center no longer

changes.

Step 5: The cluster center corresponds to the target fire-

fly, giving the highest fluorescence brightness. Calculate the

Euclidean distance of the remaining sample points relative to

each cluster center and assign different fluorescence bright-

ness according to formula (14).

Step 6: If Ii > Ij, it means that Firefly j is smaller than i’s

objective function value, that is, j is better than i, then Firefly j

will attract i to move to it. The movement mode is determined

by the formula (15), and the firefly position is updated by the

equation (16).

Step 7:Repeat step 6 until all fireflies are divided into their

own cluster centers.

• Fusion of FCM-KM algorithm and Faster R-CNN algo-

rithm

The Faster R-CNN algorithm uses the RPN innovatively,

the area suggestion network generates 9 area frames of dif-

ferent sizes in the respective positions of the last feature

layer, where the size and the ratio of the area frame are

preset, and Do not change according to the size of the target

in the dataset., the speed of training and detection will be

relatively slow. The FCM-KM algorithm solves the prob-

lem that the initialization parameter setting of the traditional

K-means clustering algorithm is easy to fall into the local

optimum and improves the convergence speed. Based on

this, this paper improves the Faster R-CNN algorithm by

FCM-KM algorithm and resets the size of the bounding box.

The specific steps of the FCM-KM algorithm and the Faster

R-CNN algorithm are shown in Figure 8. The brief steps are

as follows:

Step 1: Labeling of three rice disease training sets,

the image annotation tool VIA is utilized to perform this

work, Figure 7 is part of the mark data set involved in this

paper. The original image contains the color, shape, and

texture characteristics of the disease. Despite this, some of

the marker boxes still contain a large proportion of other

areas. In order to prevent the influence exerted by other

areas and make the network capable of fully extracting the

characteristics of the disease, the data set image involved

in this paper contains both the original color image and the

segmented image, as shown in Figure 7.

Step 2: Reading the left and upper right corners of all

targets (no disease types) in the training set file, and get

FIGURE 7. Original color image and segmented image.

FIGURE 8. Rapid detection of rice disease based on FCM-KM and Faster
R-CNN fusion.

the size of the target frame by doing the difference, as the

input of the FCMK-Means clustering algorithm. Then cluster

analysis of the target frame size in the rice disease data set.

Step 3: The cluster center is taken as input for the tradi-

tional Faster R-CNN framework, and the new bounding box

scale is set to perform the training of the Faster R-CNN net-

work. The specific approach to input of the Faster R-CNN by

the cluster center is as follows. The return value of the

FCM-KM algorithm, that is, the cluster category value K

and its cluster center, are passed to the generate_anchors

function in the initial candidate box generation file gener-

ate_anchor.py, with clustering The center as the replacement

of the aspect ratio value (0.5, 1, 2) of the original candidate

frame.

Finally, the number of clustering categories k = 4 is

obtained by applying the maximum and minimum distance

algorithm, for which it is necessary to increase the proportion

of the bounding box on the basis of the original. Nevertheless,

the rising number of bounding box is adverse to improving the

convergence speed. Despite this, the standard Faster R-CNN

network model is designed specifically for the 20-category

task of the standard data set VOC2007. The rice disease por-

tion occupies only a tiny proportion of the entire image when

compared to the size of the target category such as airplane,

car, and horse in the standard VOC2007 data set, for which

it is classed as a small goal. Therefore, the size of 5122is

excessively redundant for rice diseases, thus resulting in an

excessive amount of initial frame shifting during positional

refinement, which makes it likely to cause frame inaccuracy.
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TABLE 3. Average clustering accuracy of the algorithm.

Therefore, the candidate frame of this size is abandoned in

this paper so as to improve the accuracy of detection. The new

proportion of the clustering center, i.e., the bounding box,

ends up being 1.46, 1.81, 1.24, 1.42, respectively.

In view of the fact that the parameter setting of the firefly

algorithm has a great influence on the experimental results,

this paper uses the horizontal experiment to obtain the com-

bination with the most frequent occurrences of the optimal

solution. That is, the step size factor α and the light intensity

absorption coefficient γ are enumerated to obtain a series of

optimal value combinations. The final parameter is set to: The

maximum attractiveness β0 = 100, the absorption coefficient

γ = 1, the step factor α = 0.06, the maximum number of

iterations Cmax = 50, the maximum fluorescence brightness

I = 100, θ = 0.4.

From Figure 9, we can see that the distribution of some

cluster centers in the traditional K-means algorithm is more

concentrated, and there are obvious local optimal problems.

Compared with the K-means algorithm, the FCM-KM algo-

rithm proposed in this paper has a more uniform cluster

center distribution, which significantly improves the problem

of easy to fall into local optimum, and the clustering effect

is better. In addition, the convergence curves of the FCM-

KM algorithm and the K-Means algorithm on the three data

sets are shown in Fig. 10. Obviously, on these three data

sets, the overall convergence speed and convergence degree

of the FCM-KM algorithm are due to the traditional K-Means

algorithm. It can be seen from Table 3 that the algorithm

firstly determines the cluster center value K by the maximum

and minimum distance algorithm and introduces the chaos

theory to optimize the cluster center. The average cluster-

ing accuracy is 7.73% higher than the classical K-means

algorithm.

IV. APPLICATION AND RESULTS ANALYSIS

In order to verify the effectiveness of the algorithm and

the efficiency of parallel optimization, the simulation envi-

ronment of this experiment is windows 10 operating sys-

tem, CPU processor is i7 four generation processor, solid

state hard disk 250G, memory is 16GB, CPU processor is

NVIDIA 1080 Ti. The experimental platform is Ubuntu

14.04, and the Caffe framework is chosen as the deep learning

framework. The data set used incorporates three categories

(the rice blast, bacterial blight, and sheath blight) for a total

of 3,010 images, 60% of which were used for training sets,

20% for verification sets, and 20% for test sets. The final

number of iterations is set to 15000 and the learning rate

is 0.001.

FIGURE 9. (a) K-Means algorithm clustering effect. (b) FCM-KM algorithm
clustering effect.

A. TEST RESULTS

1) RICE BLAST

For the rice blast, the recognition results are shown

in Figure 11, which indicates that the method put forward in

this paper can accurately identify rice blast lesions. It can be

found from Figure 12. a, the accuracy rate of Faster R-CNN

reaches 50.00% when trained to about 800 rounds, and the

recognition accuracy of rice diseases reaches 90.00% after

trained 1300 times. Then, from Figure 12. b, the recognition

accuracy of the improved Faster R-CNN is completed in

training. At last, it reaches 96.71%, and the recognition accu-

racy reaches 50% when trained to around 600 rounds. After

that, it can be clearly seen from Fig. 13 that the loss function

of the algorithm at the beginning of the training is lower

than that of the unmodified Faster R-CNN algorithm, and

can converge to a stable state more quickly. This is because

the bounding box size in this paper is set corresponding to

the data set in this paper, so during the training, the steps

such as bounding box regression can quickly adjust the can-

didate area to a position close to the detection target frame.

Figure 14 shows the roc curves for the two algorithms of

the rice blast data set. We can see that the Faster R-CNN

curve after fusion with FCM-KM is closest to the upper left

corner, indicating that its True Positive Rate (TPR) is higher

when its False Positive Rate (FPR) is lower, which means

that the detection method is more effective. Besides, it can

be observed from Table 4 that the training time is 103.4 min

when the Faster R-CNN iterates 10000 times; the training
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FIGURE 10. (a) Convergence curves of two algorithms on rice blast
dataset. (b) Convergence curves of two algorithms on the bacterial leaf
blight dataset. (c) Convergence curves of two algorithms on the sheath
blight dataset.

TABLE 4. Comparison of different network iterations and training time in
rice blast.

time is 69.1 min when the improved Faster R-CNN iterates

8000 times.

2) BACTERIAL LEAF BLIGHT

For bacterial leaf blight, the recognition results are shown

in Figure 15, signifying that the method proposed can pre-

cisely identify the bacterial leaf spot. As can be seen from

FIGURE 11. Rice blast recognition effect.

FIGURE 12. The recognition rate of the rice blast: (a) Faster R-CNN
recognition rate. (b) FCM-KM + faster R-CNN recognition rate.

Figure 16. a, the accuracy rate of Faster R-CNN reached

50.00% when trained to about 750 rounds, and the recogni-

tion accuracy of rice diseases reached 90.00% after trained

2000 times. From Figure 16. b, the recognition accuracy

of the improved Faster R-CNN is completed in training.

After that, it reached 97.53, and the recognition accuracy

reached 50% when trained to about 300 rounds. Next, from
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FIGURE 13. Loss function line chart for rice blast.

FIGURE 14. ROC curve of two algorithms about rice blast.

TABLE 5. Comparison of different network iterations and training time in
bacterial leaf blight.

Fig. 17, we can see that the loss function of the algorithm

in the training process is lower than that of the unmodified

Faster R-CNN algorithm, and can converge to a stable state

more quickly. Figure 18 shows the roc curves for the two

algorithms of the rice blast data set. We can see that the

Faster R-CNN curve after fusion with FCM-KM is closest

to the upper left corner, indicating that its TPR is higher

when its FPR is lower, whichmeans that the detectionmethod

is more effective. In addition, Table 5 shows that when the

Faster R-CNN iteration is 10,000 times, the training time

is 111.2 min; when the improved Faster R-CNN iterates

8000 times, the training time is 78.7 min.

3) SHEATH BLIGHT

For sheath blight, the recognition results are reflected

in Figure 19, indicating that the method put forward in this

FIGURE 15. Identification of bacterial blight.

FIGURE 16. Recognition rate of bacterial leaf blight: (a) Faster R-CNN
recognition rate; (b) FCM-KM + Faster R-CNN recognition rate.

paper can accurately identify the sheath blight lesions. As can

be seen from Figure 20. a, the accuracy rate of Faster R-

CNN reached 50.00% when trained to about 500 rounds,

and the recognition accuracy of rice diseases reached 85.00%

after 1200 times of training. From Figure 20. b, the accuracy
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FIGURE 17. Loss function line chart for bacterial leaf blight.

FIGURE 18. ROC curve of two algorithms about bacterial leaf blight.

TABLE 6. Comparison of different network terations and training time in
sheath blight.

of the improved Faster R-CNN recognition is completed.

After that, it reached 98.26%, and the recognition accuracy

reached 50%when trained to about 200 rounds. From Fig. 21,

we know that the algorithm in this paper has a lower value

of the Faster R-CNN algorithm than the unimproved Faster

function, and can converge to a stable state more quickly.

Figure 22 shows the roc curves for the two algorithms of

the rice blast data set. We can see that the Faster R-CNN

curve after fusion with FCM-KM is closest to the upper left

corner, indicating that its TPR is higher when its FPR is

lower, which means that the detection method is more effec-

tive. According to Table 6, when the Faster R-CNN iteration

is 10000 times, the training time is 109.7 min; when the

improved Faster R-CNN iterates 8000 times, the training time

is 67.3 min.

FIGURE 19. Identification of sheath blight.

FIGURE 20. Recognition rate of sheath blight: (a) Faster R-CNN
recognition rate. (b) FCM-KM + faster R-CNN recognition rate.

B. COMPARISON OF LEARNING RATES

The relationship between the running time and accuracy

of the improved Faster R-CNN algorithm and the learning

rate is studied by selecting different learning rates. Then,

we set three different learning rates, which are 0.01, 0.001,
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FIGURE 21. Loss function line chart for sheath blight.

FIGURE 22. ROC curve of two algorithms about sheath blight.

TABLE 7. Comparison of experiments at different learning rates.

and 0.0001, respectively. In addition to the learning rate, other

parameter settings are the same. Finally, we get training time

and the accuracy rate under different learning rates.

After testing, the results can be found in Table 7. When

the learning rate is 0.01, the time and running time of the

improved Faster R-CNN algorithm are shorter, but its accu-

racy is not high.When the learning rate is 0.001, the improved

Faster R-CNN algorithm converges slowly and runs longer.

After analysis, the learning rate is large, and the training time

is small, but it is difficult to guarantee accuracy; while the

learning rate is small, the model is difficult to converge, and

the training time is longer; by comparison, we can see that

although the training time is relatively long, the accuracy is

the highest, so the learning rate should be set to be 0.001.

TABLE 8. Comparison of test performance of different algorithms.

TABLE 9. Comparison of recognition rates of different algorithms.

C. OVERALL PERFORMANCE COMPARISON

We compared the results of the fusion of FCM-KM with

Faster R-CNN with the results of only using Faster R-CNN.

Table 8 presents the performance of the methods. The

detection accuracy and time of the fusion of FCM-KM

with Faster R-CNN algorithm for the rice blast, bacterial

blight, and sheath blight were 96.71%/0.45s, 97.53%/0.62s,

and 98.26%/0.43s, respectively; Faster R-CNN detection

accuracy and time are 92..32%/3.17s, 91.89%/3.24s, and

89.64%/4.75s, respectively. And the fusion of FCM-KMwith

Faster R-CNN algorithm has an average accuracy of 6.21%

and an average time increase of 3.22s. Based on the above

results, the combination of FCM-KM and Faster R-CNN

algorithm is superior to the traditional Faster R-CNN algo-

rithm in the speed and accuracy of rice disease recognition.

This is because K-Means improved by firefly algorithm,

chaos theory and maximumminimum distance algorithm has

better performance. It avoids falling into local optimum and

overcomes the difficulty of choosing K values. It is fused

with the Faster R-CNN algorithm to determine the enclosing

and size according to the target size in the data set, thereby

improving the convergence speed and detection accuracy.

In addition, this paper also compares the recognition rates

of algorithms in other literature, as shown in Table 9. For

articles with two or more diseases, this article takes the

average recognition rate. It can be seen that the algorithm
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has better recognition effect and higher recognition rate than

other algorithms.

V. CONCLUSION

With the development of technology of computer and

machine vision advance, experts and scholars both at home

and abroad have conducted extensive research on into the

image analysis technology. In themost recent years, have wit-

nessed the increasingly widespread application of leaf lesion

identification based on deep learning has been increasingly

applied to the detection of crop diseases. In this paper, a rice

disease image database is established for the fast detection

of rice blast, bacterial blight, and blight, with 2DFM-AMMF

noise reduction and Faster 2D-Otsu segmentation used. The

final average accuracy rate is 97.2%.

At present, the research conducted into threshold segmen-

tation algorithm has been highly extensive, with many schol-

ars improving and expanding it and to achieve some desirable

outcomes.

The Faster 2D-Otsu algorithm referred to in this paper has

achieved excellent results in the application of segmentation

of rice disease images. Besides, it has shown the capability to

eliminate most of the background interference including rice

ear and disease-free rice leaves, despite some rice ears that

remain. Therefore, a further investigation is conducted into

the application of threshold segmentation theory in the seg-

mentation of plant leaf diseases for the sake of ensuring that

the diseased parts of the picture are completely segmented

with other interference being minimized, which is one of the

next priorities for the following works.

In addition, the automated rice disease detection has yet to

be widely applied, and no thorough study has been performed

on the real-time dynamic detection of rice diseases. A large

majority of the existing methods of disease detection are

focused on the detection of collected pictures.

The method proposed in this paper also identifies diseases

by monitoring the collected pictures, which makes it not

suited to monitoring large-scale rice cultivation at present.

Therefore, in the future, further investigation shall be con-

ducted into how to apply this method to the dynamic detection

of large-scale rice planting detection and disease. For the

future, in the process of popularizing this method, there is

a necessity to combine intelligent Internet facilities such as

agricultural Internet of Things and mobile terminal processor

to realize real-timemonitoring and pest identification of grain

storage warehouses, which is conducive to promoting the

modernization and intelligence of the agricultural industry.
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