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Abstract 

Evidence for rapid neural computation in visual cortex are now available: 

Event related potentials in human visual system have revealed a frontal neg­

ativity specific to no-go trials involving complex shape categorization that 

develops roughly after 150 ms stimulus onset. Furthermore, in Vl, in the 

inferotemporal cortex, and in the superior temporal sulcus, cells can dis­

criminate different complex visual stimuli within 5 to 10 ms. Given the 

anatomical and physiological constraints imposed by our knowledge of the 

visual system, such data have major implications for theories of visual com­

putation. The suggestion that firing rate is rarely in excess of one spike in a 

5-10 ms period in cortex emphasizes this situation. Cortical maps, which re­

flect a precise topographic neuronal organization where neighboring sites of 

maximum relative activity on the cortical plane correspond to nearby points 

in parameter space, might offer a neural substrate for rapid computation. 

We designed a neural architecture performing the dot product operation, 

an operator involved in cortical mapping, using the timing of single spikes 

in multiple input sources. The key element in such an architecture is that 

the amplitude of the excitatory post-synaptic potentials is dependent on the 

number of spikes that entered the cortical layer. We formulate this depen­

dency mathematically and futher show that cortical mapping as defined in 

this context can use vectors normalized according to a l1 norm. 
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1 Introduction 

Recent experiments using event related potentials to test processing speed of 

complex natural images in the human visual system have revealed scalp po­

tentials from frontal sites which allow to differentiate between two classes of 

stimuli (animal versus non-animal) at 150 ms after stimulus onset (Thorpe 

et al 1996). Given the anatomical and physiological current knowledge of 

the primate visual system (Felleman and Van Essen 1991), we can infer that 

transmission of form information involves at least 10 synaptic layers, im­

plicating an average processing time of 15 ms per layer. Recent studies on 

the dynamics of cells' tuning have provided evidence that fast processing is 

operating in various topographically organized cortical areas. For instance, 

within the first 20 ms period of their neuronal response, Vl cells develop 

selectivity to orientations (Vogels and Orban 1991; Celebrini et al 1993) and 

disparities (J. Masanes and Y. Trotter, personal communication). In the 

inferotemporal cortex (IT), a period of firing as short as 20 ms and associ­

ated with the presentations of complex visual stimuli may be sufficient to 

support object recognition (Tovee et al 1993). Such a performance is at­

tested by experiments on visual masking where briefly flashed visual stimuli 

followed by the presentation of another pattern (mask) 20 ms later does not 

significantly impede IT neurons to be selective to shapes (Rolls and Tovee 

1994; Kovacs et al 1995). Furthermore, in the superior temporal sulcus 
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(STS), another topographically organized cortical area which is involved in 

face recognition (Harries and Perret 1991), 5 ms has been reported to be suf­

ficient for neurons to discriminate reliably different head views (Oram and 

Perret 1992). In networks of spiking neurons, the firing rate is generally low 

and the probability that two spikes occur within 10 ms is small (Abeles et al 

1990). Thus, periods of time as short as 5 ms severely limit the number of 

spikes effectively used to process the information and excludes cortical pro­

cessing based solely on mean firing rates, placing new constraints on neural 

architectures (Thorpe and Imbert 1989; Thorpe 1990; Burgi and Pun 1994). 

One of the most described neural organizations in the brain are corti­

cal maps. They transform the representation of sensory stimuli into local 

cortical activations that represents the computed values of parameters by 

sites of maximum relative activity. Their topographical organization tells 

us that nearby positions of the cortical plane correspond to nearby points in 

parameter space (for a review, see Knudsen et al 1987). The retinotopic and 

tonotopic maps in the visual and auditory cortices, respectively, exemplify 

this principle, as does the organization of IT, a cortical area involved in 

object recognition (Kobatake and Tanaka 1994), where cells selective for a 

range of similar complex stimuli are grouped together in columns (Fujita et 

al 1992). Such a cell organization allows distance in the cortex to be a sur­

rogate for distance in the representational space, as predicted by Kohonen 

(1982). In an ever changing environment where the nervous system must 
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react rapidly, cortical maps have been suggested to be efficient in handling 

large amounts of information by minimizing the neuronal wiring required 

for local operations (Durbin and Mitchison 1990), and by sorting and pro­

cessing in parallel components of complex stimuli in a feedforward manner 

(Knudsen et al 1987) (such a preset computation does not exclude recurrent 

mechanisms operate to sharpen cell's selectivity). 

Consequently, one of the key question addressed in this paper is whether 

cortical maps or other neural architecture involving competition among neu­

rons for maximal response to a given stimulus can operate on the basis of 

single spikes in multiple input sources. Such a competitive mechanism is 

of prime importance for adjusting the response properties of cortical units 

(Willshaw and von der Malsburg 1976; von der Malsburg and Willshaw 1977; 

Kohonen 1982). Its realization in terms of single spikes is shown herein to 

rely on temporal modulation of excitatory post-synaptic potentials (EPSPs) 

due to the timing of individual spikes. That the spike's order at the level of 

a single spike is determinant for the amplitude of EPSP has previously been 

given experimental support (Thomson and Deuchars 1994; Henry Markram, 

personal communication). Also, in this paper we wish to extend this princi­

ple to a whole cell population, with the additional advantage that this EPSP 

modulation provides a framework for cortical mapping with no need to as­

sume Euclidean normalization of the input and synaptic strength vectors. 

Formalization of cortical mapping compatible with fast time access and 
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non-Euclidean normalization is first presented in Section 2. Application 

of the formal theory to cortical signals is then proposed in Section 3 and 

followed by a general discussion in Section 4. It must be noted that the 

formation of cortical maps (Willshaw and von der Malsburg 1976; von der 

Malsburg and Willshaw 1977; Kohonen 1982) is not addressed here. One 

possible biological realization has been proposed by Kohonen (1993) and the 

formation of these maps in the context of spiking neuron will be treated in 

a future publication. 

2 Theory 

Cortical mapping can be enonced as follows: A parameter space represen-

tative of input stimuli from a space V is to be mapped onto an array of 

neurons A. Each point in the parameter space is represented as a vector of 

activities x= (xi,x2, ... ,xn)T EV, where n is the dimension of the space 

V. Components of x are activation levels, normally thought of as firing 

rates of action potentials. Each neuron is labelled by its position r E A, and 

is connected to n input lines via synaptic strengths represented by a vector 

... _ ( )T Rn 
W - W1, W2, ... , Wn E . 

Upon presentation of an input vector x, the problem to solve is to find the 

best match between this vector and the weight vectors. Assuming neurons 

sum linearly their inputs (Jagadeesh et al 1993), their activation can be 
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expressed by the dot product of input and synaptic strength vectors. In 

the case these vectors are normalized according to the Euclidean norm (i.e., 

x~ +x~ + .. . +x~ = C2
, where C is the norm), the amplitude of the neuronal 

activation is directly proportional to the similitude existing between these 

two vectors (Figure lA). Thus, in a first step, the input vector will activate 

many neurons. Then, and assuming regional neuronal interactions, only the 

neuron with the largest activity can be maintained according to a winner-

take-all (WTA) mechanism. This mechanism implies lateral inhibition and 

its implementation for networks of spiking neurons is not treated herein, as 

the topic has been considered elsewhere (Yuille and Grzywacz 1989; Thorpe 

1990; Anton et al 1992; Coultrip et al 1992). 

Figure 1: Around Here. 

Consider now the problem of cortical selectivity when vectors are nor-

malized according to the following l1 norm: 

n n 

LXi =a and LWi = (3, (1) 
i=l i=l 

where Xi ~ 0, Wi ~ 0, i = 1 ... n, and a and (3 are two constants. Then, the 

following Lemma applies: 

Lemma 1 Let the coordinates of x and w in the orthonormal basis {ii;} f = 1 

be (xi)f=1 , (wi)f=1 , respectively. Given x and w are normalized according to 

the l
1 

norm: L:i=I Xi = a and L:i=1 Wi = (3, Xi ~ 0, Wi ~ 0, i = 1 ... n, then 
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for a fixed x the dot product x · w is maximum for the vector w = f3ek, where 

k verifies Xk = max{x;}i=i· 

Proof 

Let define vector w as w = (/3 - µ)ek + E, where Li fi = µ. Then, w · x = 

(/3 - µ)xk + ?· x. Given?· x = xk(µ - Li# Ei) +Li# fiXi, the dot product 

w · x simplifies to f3xk +Li# Ei(Xi - Xk)· As Xk = max{xi}i=l' we have 

Li# E;(xi - Xk) < 0. Thus, the dot product w ·xis maximum when?= 0, 

that is, for w = f3ek. 

This Lemma thus states that the neuron with, for instance, the weight 

vector w = (1, 0, ... , O)T gets the largest activation within the array A for 

any input x satisfying x1 = max{ xi}i=I (Figure lB). Consequently, only a 

subset of neurons in array A can be winners (at most n neurons), which is 

very limiting, and two similar vectors do not necessarily yield the largest 

dot product. 

Let now rewrite the dot product by assuming some modulatory function 

operates on all synapses, resulting in the attenuation or amplification of the 

activation level according to some nonlinear function "iii"(-). We get 

(2) 

Let now assume that the vectors x and w are normalized according to the 

11 norm definition, with a = nx, and /3 = nw, where x and w denote 
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respectively the average spike frequency, during stimulation, and average 

synaptic weight determined over a population of neurons. Then, the dot 

product defines in Equation 2 becomes 

n-l n-l n-l 

R = L wi '11(xi) + (nw - L wi)'11(nx - L xi) (3) 
i=l i=l i=l 

In the case of Euclidean normalization, the neuron for which the weight 

vector is the most colinear with the input vector is the one that yields the 

largest dot product (Figure lA). Because of the non-Euclidean norm defi-

nition, this measure of similitude between vectors must be abandoned (as 

stated by Lemma 1). Consequently, the problem of neuronal selectivity is 

reduced to finding an adequate function '11(·) so that the maximum of neu-

ral response R (Equation 3) maps uniquely an input vector onto a synaptic 

weight vector, and defines a bijective application (Figure lC). As it will be 

shown in the next section, rapid computation of Equation 3 will be based 

on the establishment of an equivalence between the modulation of the acti-

vation level and the modulation of the effect of individual spikes on somatic 

potential. 

Let express the condition for a vector x to be extremum of R: 

VxR(x,w) = o (4) 

Applying the gradient operator to the function R results in a set of nonlinear 
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equations. For a given x, the set of equations reduces to a linear system of 

equations describing the wk, k = 1, ... , n - 1, whose solution is 

1 n-l 1 1 -1 

Wk= nw '11'(xk) ( ~ '11'(xi) + '11'(nx - L:i:::l xi)) ' (
5

) 

where w'(xk) = 8'11(xk)/8xk = 8'11(x)/8x. One characteristic of this solu-

tion is that any pair of two components of w is also an extremum of the 

function RT = WiW(xi) + ({3* - wi)W(a* - xi), where {3* = Wi + Wj and 

a*= Xi+ Xj, where i,j = 1, ... , n and i =/:- j. Then, an extremum of Risa 

maximum if Rt, i = 1, ... n verifies 

< 0, (6) 

where Wi is defined according to Equation 5, substituting nw and nx by {3* 

and a*, respectively. Developing Equation 6, one gets 

(7) 

From this latter equation, it can be deduced that any monotonic concave 

decreasing or convex increasing functions, such as shown in Figure 2A, guar-

antee two properties: (1) the extremum of Rat w, as defined in Equation 5, 

is a maximum and; (2) the application x --l- w is a bijection. It must be 

noted that the absolute value of the maximum depends on x. This fact im-

plies a gain control must regulate the activation level of the neuron so that 
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the highest firing rate occurs only when its optimal input is present. 

One remarkable property of Equation 5 is the correspondence it estab­

lishes between input signals, defined in terms of firing rates, and unitless 

synaptic weights (defined over a specific interval). Moreover, such a corre­

spondence is very robust to variations in the composition of the input vector, 

as it will be seen in the next section. This property is of prime importance 

for the self-organization of cortical maps. 

Figure 2: Around Here. 

3 Cortical Mapping for Single Spikes 

In cortex, activation levels are encoded by mean firing rates of individual 

spikes. When such rates are low, the time period for estimating the acti­

vation level by integrating individual spikes is expected to be longer than 

the 15 ms time period during which the dot product calculation should be 

completed. Two neurophysiological facts give a partial answer to this appar­

ent contradiction between low temporal spiking rates and fast computation 

time. First, it has been shown that the mean firing rate of a neuron mea­

sured in a 20 ms period is well correlated with the rate measured in a period 

of several hundreds milliseconds (Tovee et al 1993). This means that the in­

terspike interval between the first and second spike should be representative 

of the mean firing rate. Second, the latency of the first spike for the initial 
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response of cortical neurons has been observed to be (negatively) correlated 

to the mean firing rate (Vogels and Orban 1991; Celebrini et al 1993), that is 

higher firing rates yield shorter latencies. We now demonstrate that either 

the latency of the first spike or the interspike interval is compatible with 

cortical mapping as described in the previous section. 

We start by assuming that within a cortical layer, the first spikes related 

to the stimulus presentation are those that yield the largest EPSPs. Then, 

because of inhibitory interactions within the cortical layer, and because of 

channel desensitization, the amplitude of the response to the subsequent 

spikes will be more depressed. Neurophysiological evidence for such a de­

pressive mechanism has been described at the level of single cells (Thomson 

et al 1993; Henry Markram, personal communication). Let assume that the 

strength of such a depression can be described by a monotonic increasing 

function. For the sake of the analysis we choose the exponential function 

1 - exp(-t/r), where r is a time constant characterizing the time course of 

the depression, and t = 0 would correspond to the latency of the very first 

spike. The effect of this depression on the amplitude of the EPSP can be set 

to be proportional to Aexp(-t/r), where A is spike amplitude (assumed to 

be identical for all spikes). 

To use the information contained in the latency of the first spike, we 

propose as a first estimation that firing rate, x, and latency, l, are linked 

together by the relation x = c/l, where c is a constant scale factor (set to 
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0.1 in our experiments). Given this mean-firing-rate-to-latency relationship, 

the modulatory function for the activation level x becomes 

c 
\ll(x) = Aexp(--). 

TX 
(8) 

According to this formula, the first spikes contained in high firing-rate-input 

signals yield larger EPSPs than those contained in lower firing-rate-input sig-

nals, and this EPSP modulation is controlled by the time constant r (which 

was fixed to 10 ms). Because the above function '11 ( ·) is not a pure mono-

tonic decreasing function (Figure 2B), the domain for which the inequality 

in Equation 7 is verified must be determined. This domain is delimited by 

the mean firing rates in the range x E [a(l - V/S,.)/2, a(l + V/S,.)/2], where 

~=(a - c/r)/(a + c/r). For n = 10, x = 25 Hz, and c/r = 10, firing rates 

must be comprised between 4.9 and 245 Hz. 

Substituting \ll(x) in Equation 5 with its new definition (Equation 8) 

and performing the calculation for a large set of input patterns (several 

thousands) normalized according to the l1 norm, we obtained the set of 

points shown in Figures 3A and B, for 10 and 50 inputs, respectively ( r = 

10 ms, x = 25 Hz, w = 0.2). Apparent in these figures is the decrease in 

the variance of the distribution of the points resulting from an increase in 

the number of synaptic inputs. To show the relationship between synaptic 

weight and latency of the first spike, the points plotted in Figure 3A have 
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Figure 3: Around Here. 

been replotted in Figure 3C by converting firing rates into latencies. 

Doing the dot product calculation uniquely on the base of the first spike's 

latency represents an extreme case, which might be the only possibility to 

account for access time to cortical maps as short as 5 ms. While from a 

mathematical point of view, the time it takes to perform the calculation 

should depend on the largest possible latency (which can be several tens of 

milliseconds), it might be that the most active neuron is determined well 

before. Also, looking at Figure 3C, one can conclude (for the parameters 

used) that most input signals have small latencies ( < 10 ms). [After looking 

at cortical physiological recordings (Maunsell and Gibson 1992; Celebrini 

et al 1993; Nowak et al 1995), we approximated ~he density of response 

latencies by a Rayleigh's distribution, that is, p(l) = l/a 2 exp(-0.5l2/a 2
), 

with a = 4 ms, which corresponds to a mean firing rate of 25 Hz (with 

c = 0.1 and maximum frequency limited to 100 Hz).] Consequently, a 

more pragmatic approach consists in establishing, for a given population of 

neurons, the error rate one commits in determining which neuron is the most 

active for a given input when the arrival of input spikes is limited by a time 

window of variable width. Indeed, when all input information is available, 

there is a one-to-one relation where each neuron i = 1 ... n, responds with 

the highest rate to one (among n) specific input Xi, which might not be 
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the case under application of a time window where neuron i might respond 

with the highest rate to an input x j, with j # i. Such error rates were 

determined by computer simulations for various time windows, and for a 

network comprising 1000 neurons with 3, 10 and 30 synapses per neuron. 

The results, shown in Figure 4, reveal that cortical mapping is reasonably 

accurate (error rate less than 5 % ) within 4 to 8 ms, depending on the ratio 

between the number of neurons and the number of synapses. Because the 

neuron with the highest activation level is also the most likely to fire first, 

it can veto the activation of neighboring neurons within a few milliseconds 

(such an efficient implementation of the WTA function has previously been 

proposed - Thorpe 1990; Coultrip et al 1992; Barnden and Srinivas 1993). 

Thus, the whole competitive mechanism, that is, the dot product and WTA 

calculations can be achieved easily within a time-p~riod of 15 ms using the 

information encoded in the latency of the first spikes. 

Figure 4: Around Here. 

It is certainly optimistic to assume that the latency of the first spike 

is accurate and reproductible from one trial to the next. Rather, it has 

been suggested that, although accurate (a point of view not shared by all -

Shadlen and Newsome 1994), the repeating firing patterns in cortex might 

deviate by a few milliseconds (Abeles et al 1993; Mainen and Sejnowski 

1995). Thus, we tested the effect of adding a normal-distributed jitter to 
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the firing time of the first spike, with standard deviation in the range 1 to 6 

ms. The results are shown in Figure SA for a network comprising 100 cells, 

each cell having 30 synapses. From this figure it is apparent that while a 

standard deviation of 1 ms does not affect the accuracy of cortical mapping, 

the error rate rises abruptly for larger standard deviations. 

Although the latency of the first spike might well permit to find out 

which neuron responds best to a specific input pattern, the interspike interval 

(between the first and second spike, second and third spike, and so on) should 

improve the tolerance to jitters. Neglecting any leakage current at the soma, 

we can express the equivalent EPSP due to the combining effects of the first 

and n successive spikes separated by a mean interspike interval e as follows 

c (1- rn_1_-~) 
Wn(x) =A exp(--) , 

TX 1- r 
(9) 

where r = exp(-~\). Functions Wn(x) for two (n = 1) and three (n = 

2) spikes are shown in Figure 2B. Because the shape of these functions 

ressembles that for n = 0, the same theory as before applies. It can be 

verified that the main effect of using several spikes for the dot product 

calculation is to increase the tolerance to jitters in the spikes' arrival time. 

Figure SA shows the low error rate one gets to jitters up to 3 ms standard 

deviation when two or three spikes are used. Also visible in this figure is the 

relatively small gain obtained in using the third spike. Indeed, at the time 
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the third spike comes the depression of the EPSP is so large that this spike 

does not contribute much to the somatic potential. By changing the time 

constant of the exponential decreasing function, the network better benefits 

from the second and successive spikes. For instance, when using the second 

spike, increasing the time constant from 10 to 30 ms results in improving the 

tolerance to jitters from 3 to 6 ms standard deviation (on the basis of a 53 

error rate), as shown in Figure SB. This figure also shows that an increase in 

the time constant does not improve the error rate when only the first spike 

is used. 

Figure 5: Around Here. 

4 Discussion 

Based on current knowledge of the primate visual system (Felleman and 

Van Essen 1991) and on recent data concerned about processing speed of a 

categorization task involving complex natural images (Thorpe et al 1996), 

on can infer that no more than 15 ms is left per cortical layer to process 

visual information. Also, this study aimed at assessing whether neural com­

putations performed within this time period, or shorter than the average 

interspike interval, can be used efficaciously by the brain. Particularly, we 

considered the general computation consisting in mapping inputs represen­

tative of stimulus features onto sites of maximum relative activity in cortical 
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areas. For instance, cortical visual maps topographically organized (Hubel 

and Wiesel 1968; Harries and Perret 1991; Fujita et al 1992), selectively 

respond within 5 to 20 ms to orientations (Celebrini et al 1993), dispari­

ties (J. Masanes and Y. Trotter, personal communication), shapes and faces 

(Tovee et al 1993; Oram and Perret 1992), in spite of the low mean firing 

rates (less than 100 Hz) characterizing cortical neuronal signals (Abeles et 

al 1990; Rolls and Tovee 1995). Because cortical mapping relies entirely 

on patterns of connectivity (Knudsen et al 1987), its underlying computa­

tion is interpretable in terms of competition between input vectors for a 

given synaptic weight vectors. Resolution of this problem involves the dot 

product operator, whose biophysical implementation, respectful of the time 

constraints has been the focus of this paper. 

In an Euclidean space, the dot product computa'tion is ruled by the prin­

ciple that two colinear vectors yield the largest product (Figure lA). Appli­

cation of this principle to cortical maps has previously been demonstrated 

(Kohonen 1982). But to account for a biophysically realistic implementa­

tion of cortical maps, Euclidean normalization is not the most desirable as it 

involves the square operator. We thus used a simpler vector's normalization 

defined according to the l1 norm. Consequently, we had to abandon the 

notion of vector colinearity, and cortical mapping was defined on the basis 

of an one-to-one bijective application, where one neuron responds with the 

highest rate to one specific input vector (Figure lC). In our model, such 

17 



a bijection has been shown to result from a nonlinear transformation of 

the input vectors according to any concave monotonic decreasing or convex 

monotonic increasing functions. 

Is there supportive physiological evidence for such a nonlinear transfor­

mation of the activation levels? In cortex, activation levels are coded by 

firing rates. Also, the latency of the first spike has been observed to be cor­

related to the mean firing rate, but only during the initial phase of neuronal 

response (Vogels and Orban 1991; Celebrini et al 1993). Furthermore, at 

the level of single cells, the amplitude of the EPSP has been shown to be 

dependent on the order of the spike's arrival, and to be larger for the first 

than for the second spike (Thomson et al 1993; Henry Markram, personal 

communication). This has been interpreted in terms of desensitization of re­

ceptor channels (Thomson and Deuchars 1994). fn this paper, we extended 

this concept of spike order to a whole cell population, where the precedence 

of an EPSP at the level of one cell affects the amplitude of the EPSPs at the 

other cells. Although so far there is no experimental evidence supporting 

this view, one could think of an inhibitory component that becomes more 

prominent as the number of EPSP within the cell population increases. Such 

a scheme would give more importance to signals with short latencies (Burgi 

and Pun 1994). Furthermore, to account for the repetitive firing of the win­

ner neuron, a periodical resetting of the inhibition must be assumed. Such 

a resetting could operate every 10 to 20 ms to guarantee computation of 
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cortical mapping is over (this periods would yield oscillatory potentials in 

the range 50-100 Hz, which is not incompatible with periodical neuronal 

activities that have been observed in striate cortex - Maunsell and Gibson 

1992; Nowak et al 1995). 

Modulation of the EPSP's amplitude, coupled with the existence of a 

correlation between the latency of the first spike and firing rate allowed us 

to consider the extreme case where stimulus decoding is based on single 

spikes in multiple sources. Consequently, determination of the most active 

neuron upon presentation of a stimulus can be very fast (Figure 4). Com­

pared to alternative schemes where the timing of spikes is decoded by well 

adjusted transmission delays through the axons and dendritic trees (Tank 

and Hopfield 1987; Hopfield 1995) or using coincidence detectors (Abeles et 

al 1982; Bugmann 1991; Koch and Poggio 1992),-our model is less demand­

ing in spike's synchronization. Nevertheless, it has to assume like the other 

schemes that spike timing is reasonably precise (Abeles et al 1993; Mainen 

and Sejnowski 1995). To test the robustess of our model to variations in the 

timing of individual spikes, normal distributed jitters with zero mean and 

standard deviations varying between 1 and 6 ms were added to the spikes' 

arrival time. The results, shown in Figure 5A, demonstrate that the network 

works with a low error rate for up to 2 ms standard deviation and more if 

the ratio number of synapses to number of cells is larger (data not shown). 

In this paper we also analyzed the case where, besides using the latency of 
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the first spike, the interval interspike between the first and second spike (and 

second and third spike) is considered for the calculation. The advantage of 

such an approach is to improve the tolerance to jitters (Figure 5A), up to 6 

ms standard deviation , depending on the time constant of the modulatory 

function of the EPSPs (Figure 5B). The fact that more than one spike is 

needed to provide a precise cortical mapping when large variations in the 

timing of single spikes are present is compatible with a recent quantitative 

study on temporal coding in primates which stipulates that a code based on 

the time of the first spike can convey at most half of the total information 

(Heller et al 1995). Indeed, the first spike could allow for a coarse decod­

ing, which would eventually refine as more spikes enter the layer and bring 

complementary information. 

It has recently been suggested that if the time advance. of a spike is a 

function of the logarithm of the intensity, then recognition can be done in 

a scale-invariant fashion (Hopfield 1995 ). In our model, given variations in 

stimulus intensity are encoded in firing rate, then an increase (respectively, 

decrease) in the strength of a stimulus would result in advancing (delaying) 

each action potential by a certain factor. Consequently, the overall spike 

rate at a given cortical layer would increase (decrease), and with it the time 

course of the EPSP's depression. Thus, besides offering fast computation, 

our scheme could also work in a scale-invariant fashion. It remains to be 

seen whether the mechanism advocated in this model and by which the 
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amplitude of the EPSPs depends crucially on the order of the spikes within 

a cell population can be given experimental evidence. 
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Figure Legends 

Figure 1: Vectors Maximizing the Dot Product. The vector configura­

tion for which the dot product is maximum depends on the norm 

used. These three figures illustrate two examples of vector configura­

tion {Xi, Wi}, i = 1, 2, for which, given x, vector w yields the largest dot 

product. (A) Euclidean norm: x[1 +x[2 = wf1 +wt2 = 1. The maximum 

occurs for colinear vectors W. (B) 11 norm: Xil + Xi2 = Wi1 + Wi2 = 1. 

Lemma 1 applies. (C) Bijective application i ~ w; norm as in (B). 

Figure 2: Modulatory Functions. (A) Monotonic concave decreasing (solid 

line) and convex increasing (dotted line) functions. (B) Equivalent 

EPSP as a function of firing rate for an exponential (convex) increasing 

time-dependent depression, resulting from one (solid line), two (dashed 

line), and three (dotted dashed line) spikes. 

Figure 3: 2-D Projection of Optimum Vectors. Components of the vectors 

that verify Equation 4 for the exponential function ( r = 10 ms) have 

been projected onto a two-dimensional representation. The dimen­

sion of the vectors is 10 in (A) and 50 in (B). Abscissa and ordinate 

represent mean firing rate and synaptic weight, respectively. Visible 

in these two figures is the smaller dispersion of the points when the 

vector's dimension is larger. In (C), the vectors projected in (A) have 

been replotted after conversion of the mean firing rates into latencies. 
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Figure 4: Speed of Cortical Mapping. To assess the time required to per­

form cortical mapping with confidence, a time window of variable 

length (shown in abscissa) limited the number of spikes effectively 

used. Error rates are given for a network comprising 1000 neurons 

with 3, 10, and 30 synaptic inputs. Increasing the number of synaptic 

inputs when the number of neurons is fixed dramatically reduces the 

error rate or, equivalently, speeds up processing. 

Figure 5: Robustess of Cortical Mapping to Jitters in Spikes' Arrival Time. 

Jitters taken from a normal distribution (with zero mean) were added 

to latency of the first, second and third spike. (A) Dependence of the 

error rate as a function of standard deviation ( T = 10 ms). Cortical 

mapping is more robust to jitters when the second (dashed line) and 

third (dotted-dashed line) spike's arrival time complement the latency 

of the first spike (solid line). (B) Effect of the time constant of the 

EPSP modulation on the error rate for a 6 ms standard deviation. 

A slower establishment of the EPSP's depression leads to a larger 

tolerance to jitters in the case the interspike interval is used. Error 

rates are given for a network comprising 100 cells with 30 synapses per 

cell. 
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