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ABSTRACT: Organometal halide perovskites are promising solar-cell materials for
next-generation photovoltaic applications. The long carrier lifetime and diffusion
length of these materials make them very attractive for use in light absorbers and
carrier transporters. While these aspects of organometal halide perovskites have
attracted the most attention, the consequences of the Rashba effect, driven by strong
spin−orbit coupling, on the photovoltaic properties of these materials are largely
unexplored. In this work, taking the electronic structure of CH3NH3PbI3
(methylammonium lead iodide) as an example, we propose an intrinsic mechanism
for enhanced carrier lifetime in three-dimensional (3D) Rashba materials. On the
basis of first-principles calculations and a Rashba spin−orbit model, we demonstrate
that the recombination rate is reduced due to the spin-forbidden transition. These
results are important for understanding the fundamental physics of organometal
halide perovskites and for optimizing and designing the materials with better
performance. The proposed mechanism including spin degrees of freedom offers a
new paradigm of using 3D Rashba materials for photovoltaic applications.

KEYWORDS: Organometal halide perovskite, carrier lifetime, electron−phonon coupling, Rashba spin−orbit coupling,
spin-forbidden transition

T he organometal halide perovskites (OMHPs) have
attracted significant attention due to the rapid increase

in their photovoltaic power conversion efficiency. In the past
two years, the reported efficiency of OMHP-based solar cells
has almost doubled from 9.7%1 to over 20%,2−4 making
OHMPs very promising for low-cost and high-efficiency
photovoltaics. CH3NH3PbI3 (MAPbI3), and other closely
related hybrid perovskites such as Cl-alloyed and Br-alloyed
MAPbI3 (MAPbI3−xClx and MAPbI3−xBrx), (NH2)2CHPbI3
(formamidinium lead iodide, FAPbI3), and Sn-alloyed
MAPbI3 (MAPbxSn1−xI3), all display band gaps (1.1 to 2.1
eV) in the visible light region, favorable for photovoltaic
applications.5−13 The class of materials also possesses strong
light absorption, fast charge generation, and high carrier
mobility.14,15 In particular, exceptionally long carrier lifetime
and diffusion length have been observed in MAPbI3 and
MAPbI3−xClx, making them better solar cell candidates than
other semiconductors with similar band gaps and absorption
coefficients.16−18

Intense research has been directed toward understanding and
further enhancing the long carrier lifetime and diffusion length
in OMHPs. Previous studies reported a relatively low defect
concentration in MAPbI3,

19−23 which reduces the scattering
centers for nonradiative charge carrier recombination. Recently,
it has been suggested that the spatial carrier segregation caused
by disorder-induced localization24 or domains acting as internal

p−n junctions25−27 may reduce the recombination rate. The
presence of strong spin−orbit coupling (SOC) and bulk
ferroelectricity in many of the (three-dimensional) 3D Rashba
OMHP materials have been studied extensively.7,28−37

However, the direct role of spin and orbital degrees of freedom
on photovoltaic applications are largely unexplored. In this
work, we focus on an intrinsic mechanism for the enhancement
of long carrier lifetime due to the Rashba splitting. Using first-
principles calculations and effective models, we find that the
Rashba splitting arising from SOC in locally polarized domains
can result in spin-allowed and spin-forbidden recombination
channels. The spin-forbidden recombination path has a
significantly slower transition rate due to the mismatch of
spin and momentum. The spin-allowed recombination path,
though kinetically favorable, can be suppressed under
appropriate spin texture due to the low population of free
carriers induced by the fast carrier relaxation to the band edges.
(Here, we consider electron−phonon scattering as the main
relaxation mechanism.) Taking the electronic structures of
MAPbI3 under various distortions as examples, we show that
the proposed mechanism is possible under room temperature
and is potentially responsible for the long carrier lifetime in
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OMHPs. This spin-dependent recombination mechanism
highlights the possibility of using 3D Rashba materials38−41

for efficient photovoltaic applications.
Figure 1 illustrates the mechanism for enhancing the carrier

lifetime in a generic 3D Rashba material. The strong spin−orbit

coupling effect from heavy elements (e.g., Pb, Sn, I, and Br) and
inversion symmetry breaking owing to the polar distortion (e.g.,
aligned molecular dipoles in OMHPs) give rise to the Rashba
effect, which lifts the two-fold degeneracy of bands near the
band gap. This is distinct from the Dresselhaus effect, which
happens in systems of different symmetry. Here, C4v symmetry
removes Dresselhaus splitting.30,42 Indeed, the spin structure of
the Dresselhaus model is inconsistent with density functional
theory (DFT) calculations of MAPbI3.

28 Near the band gap, the
spin degeneracies of the conduction and valence bands are
lifted, giving rise to “inner” and “outer” bands with opposite
spin textures, characterizing spin rotation direction as “clock-
wise” (χ = −1) and “counterclockwise” (χ = +1) (Figure 1).
The photoexcitation process creates free electrons and holes,
which can quickly relax to band extrema in the presence of
inelastic phonon scattering. When the spin textures of
conduction band minimum (CBM) and valence band
maximum (VBM) are opposite, the radiative recombination
of Cχ=−1 → Vχ=+1 is a spin-forbidden transition due to the
mismatch of spin states. This prevents rapid recombination as
the photon-induced spin-flip is a slow process.43 Moreover, the
minimum of the Cχ=−1 band is slightly shifted compared to the
maximum of the Vχ=+1 band (momentum mismatch). This
creates an indirect band gap for recombination, which further
slows down the recombination process due to the requirement
of a phonon with the right momentum. This is also highlighted
in ref 44, where the indirect band gap is created by the dynamic
disorder of molecules. In the following, we use the terms
favorable and unfavorable relative spin helicity to describe cases

when the VBM and CBM have opposite and aligned spins,
respectively.
The spin texture and carrier population of the CBM and

VBM play key roles in enhancing carrier lifetime. Our first-
principles DFT calculations support the realization of this
mechanism in OMHPs. Taking the pseudocubic phase MAPbI3
as an example, we explore the carrier dynamics after the
photoexcitation. The electron−phonon coupling plays a
significant role for the relaxation of the excited carriers in
OMHPs.45 Using Fermi’s golden rule, we calculate the inelastic
phonon scattering rate (see Methods) shown in Figure 2. The

relaxation rate (≈ 1015 s−1) increases as a function of carrier
energy. This is supported by the sharp jumps of the relaxation
rate at frequencies corresponding to phonon modes (emission
thresholds) derived mainly from the organic molecules, as
shown in Figure 2. We find that the organic molecule plays an
important role for carrier relaxation. The modes that are
responsible for these sharp jumps are identified as MA
translation, CH/NH twisting, and CH/NH stretching.46 In
particular, the contribution of these modes are found in both
VBs and CBs, indicating their equally important role in
electrons and holes. The scattering magnitude differences of
CBs and VBs are mainly from their density of states differences
(eq 4). Other modes with both MA and I vibrations also
contribute to the carrier relaxations. But these modes have
much lower frequencies, and the emission thresholds due to
these modes occur much closer to the band edges.
Our calculations reveal that the phonon-induced carrier

relaxation rate value is many orders of magnitude faster than
the electron−hole recombination rate (≈ 109 s−1).45,47

Therefore, the carriers will rapidly thermalize and from a
quasi-static equilibrium distribution near the CBM and VBM.
In Rashba SOC bands, the special spin configuration always
allows a carrier of a certain spin to relax to a lower energy state
of the same spin via the emission of a finite-wavevector phonon.
A sequence of such emission events results in the relaxation of
carriers to band edges. In the ideal case of low temperatures
and large Rashba splitting, nearly all free carriers are located at
the band extrema, and the effects of spin and momentum
mismatch on the enhancement of the carrier lifetime will be the
greatest. This effect is less strong at finite temperatures and
small Rashba splitting because of the thermal occupation of

Figure 1. Diagram of Rashba bands and the electron transport path.
The cyan and orange arrows indicate the directions of the spins. The
spin texture χ indicates spin vortex direction with its signs
characterizing spin rotation in “clockwise” (χ = −1) and “counter-
clockwise” (χ = +1). After absorbing the photons, the excited electrons
on conduction bands Cχ=+1 and Cχ=−1 will quickly relax to Cχ=−1 band
minimum due to the inelastic phonon scattering. Similarly, the holes
will quickly relax to the Vχ=+1 band maximum. However, the radiative
recombination of Cχ=−1 → Vχ=+1 is a spin-forbidden process due to the
opposite spin states they have. Moreover, the minimum of Cχ=−1 band
and the maximum of Vχ=+1 band are located in different positions in
the Brillouin Zone. This creates an indirect band gap for
recombination, which further slows down the recombination process.

Figure 2. Dependence of phonon-induced relaxation rate on carrier
energies (blue lines) for electrons (positive energies) and holes
(negative energies). The VBM is located at E = 0 eV, and the CBM is
located at E = 0.73 eV. The energies of phonon modes that contribute
strongly to carrier relaxation are shown as dotted lines. The phonon
modes listed in the graph have frequencies as 141.2 (MA translation),
315.9, 924.3, 1441.5, 1598.3 (MA twisting), and 3158.6 cm−1 (NH
vibration), respectively. (See details in Supporting Information.)
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Cχ=1 and Vχ=−1 bands, which opens spin-allowed recombination
paths such as Cχ=−1 → Vχ=−1. In the case of favorable relative
spin helicity, we investigate this temperature effect by
examining the Rashba splitting using a Rashba Hamiltonian48
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The parameters m and vR represent the band mass and Rashba
interaction, respectively. By fitting m and vR to DFT band
structure of fully relaxed MAPbI3 pseudocubic lattice, the band
energies and spin configurations of the model agree with DFT
calculated results. Furthermore, the tight-binding model
introduced below and in the Supporting Information can be
reduced to this Rashba Hamiltonian, demonstrating the role of
Rashba SOC in MAPbI3. We find that the conduction band
Rashba splitting (0.108 eV) is much larger than the thermal
energy scale, while the valence band Rashba splitting (0.016
eV) is comparable to the thermal energy scale. Because
electronic correlations are not fully captured in DFT,13 these
values are likely lower bounds of the true splitting. These
relatively large Rashba splittings are likely to give rise to a
significant enhancement in carrier lifetime even at room
temperature.
There is an additional factor, arising from the unique features

of Rashba band structure, which promotes occupation of the
band extrema. In contrast to the band extrema of ordinary
parabolic bands in semiconductors that are points in
momentum space, those of Rashba materials are one-dimen-
sional rings (Figure 1). This leads to an increase in the density
of states at low energies, resulting in a population of carriers
heavily skewed toward the band extrema (Figure 3a,b) and
consequently reduces the overall recombination rate due to the
reasons of spin and momentum mismatch as discussed above.
This increased density of states leads to a predominance of
desirable spin carriers, even though the valence band splitting is
comparable to the room-temperature energy scale, protecting
the long carrier lifetimes even at room temperature.
The magnitude of Rashba splitting depends on the amount

of polar distortion and the strength of the SOC, both of which
can be captured by the Rashba velocity parameter vR. We
calculate the averaged recombination rate
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where τχ,χ′
−1 (k) = Bχ,χ′ nχ

e(k) nχ′
h (k) is the band- and momentum-

resolved recombination rate. The spin-mismatch effect is
captured by the rate constant Bχ,χ′, which is larger when χ
and χ′ have parallel spins than otherwise. Enhancement of
density of states enters via the temperature dependent electron
and hole occupation numbers ne(k) and nh(k), which tend to
peak at different k-points because of momentum mismatch. In
order to quantify the effect of Rashba splitting on the
recombination rate, we define the unitless lifetime enhance-
ment factor as the ratio ⟨τ−1 ⟩vR=0/⟨ τ

−1 ⟩vR, where ⟨τ
−1⟩vR is the

average recombination rate when SOC is taken into account,
and ⟨τ−1⟩vR=0 refers to a calculation where SOC is explicitly set

to zero in the Rashba model (Figure 3c). Upon tuning the
Rashba splitting continuously in our model, we find that the

lifetime enhancement factor increases approximately exponen-
tially with Rashba splitting, a consequence of the exponential
behavior of carrier occupation numbers near the tail of the
Fermi−Dirac distribution. Our model predicts that a Rashba
splitting of 0.1 eV can give rise to an order of magnitude
enhancement of carrier lifetime.
As we have seen, the favorable spin helicity of the VBM and

the CBM enables the intrinsic enhancement of carrier lifetime
with the amount of enhancement depending on the magnitude
of the Rashba splitting. The inversion symmetry-breaking
distortions that influence relative spin helicity and splitting
magnitude are therefore intimately related to the SOC
enhancement of carrier lifetime. To reveal the relation, we
start with a tight binding model of the inorganic PbI3

− lattice
(see Methods). The displacements of Pb atoms along the z-
direction give rise to effective hoppings between Pb s- and p-
orbitals along the equatorial direction (Figure 4a), which would
vanish by symmetry in the absence of such displacements.
Similarly, displacement of the apical I atoms along the z-
direction changes Pb−I bond lengths and effective hoppings
along the apical direction (Figure 4b). These modifications of
hopping parameters create the effective inversion symmetry
breaking electric fields described by ℏvR in our low-energy

Figure 3. Population of carriers at T = 298 K, calculated from the
Fermi−Dirac distribution, for (a) the top valence band and (b) the
bottom conduction band of MAPbI3. Shown in dashed lines are the
population of carriers in a model material with the same band masses
as MAPbI3 but with vanishing Rashba splitting. (c) Unitless lifetime
enhancement factor, as defined in the text, as a function of the
conduction band Rashba splitting energy.
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theory model (eq 1). In this model, we find that the spin
textures of the valence bands and conduction bands depend on
the combination of Pb and I displacements. By shifting Pb and I
atoms, we can control the spin textures of the valence and
conduction bands, creating favorable and unfavorable relative
spin helicities. As we now proceed to show, this picture is
confirmed with DFT calculations.
We focus on two phases of MAPbI3, pseudocubic phase (α-

phase) and tetragonal phase (β-phase).11 The pseudocubic
phase of MAPbI3 has space group P4mm with a = b = 6.31 Å
and c = 6.32 Å. It does not have inversion symmetry, because of
the permanent dipole moments of MA+. It is suggested that the
aligned molecular orientations in polar domain can drive Pb−I
displacement giving rise to ferroelectric distortions.49 The DFT
fully relaxed pseudocubic structure at 0 K is monoclinic with
molecular dipole pointing to the face center of PbI3

− sublattice
(see Supporting Information). Because this 0 K structure is of
limited use in the discussion of the PbI3

− sublattice distortions
at finite temperature, here we explore all the possible structures
with Pb and apical I displacements along c-direction while
respecting the space group. Without distorting the PbI3

−

sublattice, the electronic effect of molecular permanent dipole
moment to Rashba splitting is negligible. Thus, the molecules
are aligned along c-direction for simplicity. Shown in Figure 4d
are the DFT-calculated spin textures and averaged Rashba
splittings at VBM and CBM respectively for a given pair of Pb
and I displacements (see Methods). The areas outlined by the
solid red lines indicate the structures with favorable relative spin

helicities, which also have relatively large band splittings. We
find that these structures have Pb and apical I displaced along
opposite directions. This is consistent with typical ferroelectric
distortions in inorganic ferroelectrics such as BaTiO3 and
PbTiO3. It is noted that large apical I displacement tends to
drive the system away from the region with favorable relative
spin helicity to unfavorable spin helicity (Figure 4d).
We further explore the relationship between relative spin

helicity and local distortions in tetragonal MAPbI3,
11 which is

observed at room temperature. The space group of the
tetragonal phase is identified as I4cm, allowing both ferro-
electric distortion and PbI6 octahedral rotation (Figure 4e).
Figure 4f shows the spin textures and the averaged Rashba
splitting for different Pb and I displacements in I4cm space
group. The tetragonal phase exhibits similar displacement-
helicity relationship to the cubic phase, indicating that the
Rashba splitting can also enhance the carrier lifetime in
tetragonal phase.
Various experimental studies have demonstrated switchable

ferroelectric domains (∼100 nm) and ferroelectricity at room
temperature.50−53 Many theoretical studies also suggested the
existence of local polar regions at room temperature.24,26,54,55

The atomic structures of these polar regions are still not clear.
Energetically accessible structures at room temperature are
highlighted by dashed red lines in Figure 4d,f, which cover a
large region displaying favorable spin textures. Hence, our
proposed mechanism can be realized in MAPbI3 at room
temperature and provides a possible explanation of long carrier

Figure 4. (a,b) Hopping schemes illustrate the effective electric field ℏvR,pp and ℏvR,sp created by horizontal hopping and vertical hopping respectively
for a range of Pb and I displacements. These two factors caused by different Pb and I displacements controls spin textures of CBM and VBM
differently, giving rise to different spin helicities. (c) Schematic diagram showing Pb and I displacement in pseudocubic MAPbI3. Pb, silver. I, indigo.
Broken circles are original high-symmetry positions. Molecules are not shown here. (d) Phase diagram of splitting energy and spin texture for
structures with different Pb and apical I displacement in pseudocubic MAPbI3 calculated from DFT. The color is the minimum value between the
averaged splitting energy of two Rashba conduction bands and two valence bands (see Methods). The spin texture phase boundaries are indicated by
the solid red lines. When the structure transforms from a favorable spin texture region to an unfavorable spin texture region, the two Rashba valence
bands or conduction bands exchange, creating negative splitting energy. The dashed lines indicate the areas with energy cost less than 25 meV
(under room-temperature fluctuation) to distort Pb and I. The red square/green diamond indicate the displacements of Ti and apical O of BaTiO3/
PbTiO3 for comparison.

68,69 The red circle marks the distortions with the lowest total energy. (e) Schematic diagram showing Pb and I displacement
in tetragonal MAPbI3. (f) Similar to d, phase diagram of splitting energy and spin texture for structures with different Pb and apical I displacement in
tetragonal MAPbI3 calculated from DFT. The red circle marks the distortions with the lowest total energy.
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lifetime. Molecular dynamics and Monte Carlo simula-
tion12,56,57 suggest that the molecule can rotate in a relatively
short time scale, which may result in dynamic disorder although
the issue of order and disorder is still an open question.
However, our proposed mechanism is expected to be valid as
long as the disorder correlation length is large enough to create
local regions of finite Rashba splitting (see details in Supporting
Information). In these local regions, we expect that our
mechanism still contribute to the carrier lifetime enhancement.
This is also supported by many studied listed above as they
show large polarized domains to validate this mechanism.
Moreover, recent studies of carrier dynamics under magnetic
field illustrate the significance of spin in carrier recombina-
tions.58−60

Rashba SOC enhanced carrier lifetime highlights the
potential of 3D Rashba materials61 for photovoltaic applica-
tions. The ability to incorporate different organic molecules in
OMHPs provides a robust avenue to design 3D Rashba
materials. If changes are made to the dipole magnitude of
organic molecules in halide perovskite, the spin helicities and
band splittings are likely to be affected via the Pb and I
displacements as discussed above. Conventional experimental
techniques of controlling bulk polarization (e.g, epitaxial strain)
can also be applied to optimize power conversion efficiency.
In summary, we have proposed an intrinsic mechanism for

enhancing carrier lifetime in 3D Rashba materials. In the case of
OMHPs, such mechanism can be realized by the joint action of
molecules (electron−phonon coupling) and PbI3

− sublattices
(giving rise to spin−orbit coupling). The photoexcited carriers
quickly relax to band edges due to the electron−phonon
coupling. When the spin textures for CBM and VBM are
opposite, the Rashba splitting of bands close to the band gap
results in spin-allowed and spin-forbidden recombination paths.
The spin-forbidden recombination path has slow transition rate
due to mismatch of spin and momentum. The spin-allowed
recombination path, though kinetically favorable, will only
influence a smaller amount of carriers. In order to achieve this
favorable spin helicity, we explore different Pb and I
displacement giving rise to different spin textures. A tight
binding model is developed to explain this spin-displacement
relation. This mechanism allows OMHPs to behave like direct-
gap semiconductors upon photoexcitation and like indirect-gap
semiconductors during radiative recombination, simultaneously
harnessing the large carrier densities of the former and the long
lifetimes of the latter. The mechanism we propose highlights
the importance of the Rashba effect and structural distortion for
achieving long carrier lifetime and consequently long diffusion
length in organometal halide perovskites.
Methods. DFT and Electron−Phonon Coupling. The

plane-wave DFT package QUANTUM-ESPRESSO62 with the
Perdew−Burke−Ernzerhof63 functional (PBE) is used to
perform electronic structure and electron−phonon coupling
calculation. Norm-conserving, designed nonlocal pseudopoten-
tials were generated with the OPIUM package.64,65 The
following orbitals are pseudized and considered as valence
electrons: Pb, 5d, 6s, 6p; I, 4d, 5s, 5p; C, 2s, 2p; N, 2s, 2p; H,
1s. The planewave cutoff is 50 Ryd to get converged charge
density. The k-points are chosen as 8 × 8 × 8 Monkhorst−Pack
grid for pseudocubic structure and 6 × 6 × 4 for tetragonal
structure.49 As also shown in other work, the band gap is
underestimated with PBE+SOC.7,29,31,33−36 We calculate the
inelastic phonon scattering rate for electrons and holes using
Fermi’s golden rule (with SOC included)45,66
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where k and n are the wavevector and band index respectively, ν
denotes the phonon mode, Ek,n are electronic band energies and
V is the volume of the unit cell. The phonon frequencies ων

and electron−phonon matrix elements gν,k,k′
n,n′ are obtained from

density functional perturbation theory.67 Further details are
included in Supporting Information.

Lifetime Enhancement Factor. The rate constant Bχ,χ′ in eq
3 of spin-allowed (χ = χ′ = ± 1) and spin-forbidden (χ ≠ χ′)
transitions are obtained from averaged DFT calculated
oscillator strength over the k points near band edges. For
example, B1,1 ≈ 3.7B1,−1. Although the calculation with PBE
+SOC underestimated the band gap, in this case only the ratio
of spin-allowed and spin-forbidden transitions matters. In this
work, the oscillator strength is used to show transition
probability. Because spin-allowed and spin-forbidden transi-
tions occur at similar energies (around the magnitude of band
gap), the ratio of oscillator strength between these two types of
transitions are not affected significantly.

Tight-Binding Model. The tight-binding model is based on
PbI3

− structure. Pb 6s, Pb 6p and the I 5p orbitals are included
in this model with spin degree of freedom. The tight-binding
Hamiltonian is

= +H H HTB hop SOC (5)

where Hhop considers the nearest neighbor hopping between
two orbitals, described by tsp, tppσ, and tppπ for s−p σ hopping,
p−p σ hopping, and p−p π hopping, respectively. HSOC is the
on-site SOC term defined as λRashbaL· S. Hopping parameters
and λRashba are fitted to DFT band structures of pseudocubic
MAPbI3 with experimental lattice constants. We reduce our
tight-binding Hamiltonian into the Rashba effective model (eq
1) in two steps, following the procedure outlined in.28 First, the
I p orbitals are removed by projecting HTB to the subspace of
Pb orbitals

= +
−

H H H
E H

H
1

Pb TB TB
TB

TB
(6)

where and are projection operators to the Pb and I
subspaces, respectively. This results in an effective Hamiltonian
HPb containing inversion symmetry breaking terms which
modify the effective hopping between Pb orbitals.28 Next, HPb

is reduced to HR using a similar projection to the CBM and
VBM. (See details in Supporting Information.)

Rashba Splitting Energy Phase Diagram. For both
pseudocubic and tetragonal phases of MAPbI3, the apical I
and Pb atoms are displaced while respecting the space group
identified from experiments. These displacements generate the
2D map (Figure 4) and each point in this 2D map corresponds
to one structure with the specific pair of Pb and I
displacements. The Rashba splitting energy is defined as
|ΔER

| = min[⟨EC,s=CBM+1 − EC,s=CBM⟩, ⟨EV,s=VBM − EV,s=VBM−1⟩].
Here, the sign of ΔER is indicated as +1 for favorable spin
helicity, and −1 for unfavorable spin helicity. “⟨ ⟩” indicates the
average over k-points near CBM or VBM.
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