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#### Abstract

Perturbation bounds for singular spaces, in particular Wedin's $\sin \Theta$ theorem, are a fundamental tool in many fields including high-dimensional statistics, machine learning and applied mathematics. In this paper, we establish separate perturbation bounds, measured in both spectral and Frobenius $\sin \Theta$ distances, for the left and right singular subspaces. Lower bounds, which show that the individual perturbation bounds are rate-optimal, are also given.

The new perturbation bounds are applicable to a wide range of problems. In this paper, we consider in detail applications to low-rank matrix denoising and singular space estimation, high-dimensional clustering and canonical correlation analysis (CCA). In particular, separate matching upper and lower bounds are obtained for estimating the left and right singular spaces. To the best of our knowledge, this is the first result that gives different optimal rates for the left and right singular spaces under the same perturbation.


1. Introduction. Singular value decomposition (SVD) and spectral methods have been widely used in statistics, probability, machine learning and applied mathematics as well as many applications. Examples include low-rank matrix denoising [Donoho and Gavish (2014), Shabalin and Nobel (2013), Yang, Ma and Buja (2016)], matrix completion [Candès and Recht (2009), Candès and Tao (2010), Chatterjee (2014), Gross (2011), Keshavan, Montanari and Oh (2010)], principle component analysis [Anderson (2003), Cai, Ma and Wu (2013, 2015b), Johnstone and Lu (2009)], canonical correlation analysis [Gao, Ma and Zhou (2014), Gao et al. (2015), Hardoon, Szedmak and Shawe-Taylor (2004), Hotelling (1936)], community detection [Balakrishnan et al. (2011), Lei and Rinaldo (2015), Rohe, Chatterjee and Yu (2011), von Luxburg, Belkin and Bousquet (2008)]. Specific applications include collaborative filtering (the Netflix problem) [Goldberg et al. (1992)], multi-task learning [Argyriou, Evgeniou and Pontil (2008)], system identification [Liu and Vandenberghe (2009)] and sensor localization [Singer and Cucuringu (2010), Candes and Plan (2010)], among many others. In addition, the
[^0]SVD is often used to find a "warm start" for more delicate iterative algorithms; see, for example, Cai, Li and Ma (2016), Sun and Luo (2015).

Perturbation bounds, which concern how the spectrum changes after a small perturbation to a matrix, often play a critical role in the analysis of the SVD and spectral methods. To be more specific, for an approximately low-rank matrix $X$ and a perturbation matrix $Z$, it is crucial in many applications to understand how much the left or right singular spaces of $X$ and $X+Z$ differ from each other. This problem has been widely studied in the literature [Davis and Kahan (1970), Stewart (1991, 2006), Wedin (1972), Weyl (1912), Yu, Wang and Samworth (2015)]. Among these results, the $\sin \Theta$ theorems, established by Davis and Kahan (1970) and Wedin (1972), have become fundamental tools and are commonly used in applications. While Davis and Kahan (1970) focused on eigenvectors of symmetric matrices, Wedin's $\sin \Theta$ theorem studies the more general singular vectors for asymmetric matrices and provides a uniform perturbation bound for both the left and right singular spaces in terms of the singular value gap and perturbation level.

Several generalizations and extensions have been made in different settings after the seminal work of Wedin (1972). For example, Vu (2011), Shabalin and Nobel (2013), O'Rourke, Vu and Wang (2013), Wang (2015) considered the rotations of singular vectors after random perturbations; Fan, Wang and Zhong (2016) gave an $\ell_{\infty}$ eigenvector perturbation bound and used the result for robust covariance estimation. See also Dopico (2000), Stewart (2006).

Despite its wide applicability, Wedin's perturbation bound is not sufficiently precise for some analyses, as the bound is uniform for both the left and right singular spaces. It clearly leads to suboptimal result if the left and right singular spaces change in different orders of magnitude after the perturbation. In a range of applications, especially when the row and column dimensions of the matrix differ significantly, it is even possible that one side of the singular space can be accurately recovered, while the other side cannot. The numerical experiment given in Section 2.3 provides a good illustration for this point. It can be seen from the experiment that the left and right singular perturbation bounds behave distinctly when the row and column dimensions are significantly different. Furthermore, for a range of applications, the primary interest only lies in one of the singular spaces. For example, in the analysis of bipartite network data, such as the Facebook user-public-page-subscription network, the interest is often focused on grouping the public pages (or grouping the users). This is the case for many clustering problems. See Section 4 for further discussions.

In this paper, we establish separate perturbation bounds for the left and right singular subspaces. The bounds are measured in both the spectral and Frobenius $\sin \Theta$ distances, which are equivalent to several widely used losses in the literature. We also derive lower bounds that are within a constant factor of the corresponding upper bounds. These results together show that the obtained perturbation bounds are rate-optimal.

The newly established perturbation bounds are applicable to a wide range of problems in high-dimensional statistics. In this paper, we discuss in detail the applications of the perturbation bounds to the following high-dimensional statistical problems:

1. Low-rank matrix denoising and singular space estimation: Suppose one observes a low-rank matrix with random additive noise and wishes to estimate the mean matrix or its left or right singular spaces. Such a problem arises in many applications. We apply the obtained perturbation bounds to study this problem. Separate matching upper and lower bounds are given for estimating the left and right singular spaces. These results together establish the optimal rates of convergence. Our analysis shows an interesting phenomenon that in some settings it is possible to accurately estimate the left singular space but not the right one and vice versa. To the best of our knowledge, this is the first result that gives different optimal rates for the left and right singular spaces under the same perturbation. Another fact we observe is that in certain class of low-rank matrices, one can stably recover the original matrix if and only if one can accurately recover both its left and right singular spaces.
2. High-dimensional clustering: Unsupervised learning is an important problem in statistics and machine learning with a wide range of applications. We apply the perturbation bounds to the analysis of clustering for high-dimensional Gaussian mixtures. Particularly in a high-dimensional two-class clustering setting, we propose a simple PCA-based clustering method and use the obtained perturbation bounds to prove matching upper and lower bounds for the misclassification rates.
3. Canonical correlation analysis (CCA): CCA is a commonly used tools in multivariate analysis to identify and measure the associations among two sets of random variables. The perturbation bounds are also applied to analyze CCA. Specifically, we develop sharper upper bounds for estimating the left and right canonical correlation directions. To the best of our knowledge, this is the first result that captures the phenomenon that in some settings it is possible to accurately estimate one side of canonical correlation directions but not the other side.

In addition to these applications, the perturbation bounds can also be applied to the analysis of community detection in bipartite networks, multidimensional scaling, cross-covariance matrix estimation, and singular space estimation for matrix completion and other problems to yield better results than what are known in the literature. These applications demonstrate the usefulness of the newly established perturbation bounds.

The rest of the paper is organized as follows. In Section 2, after basic notation and definitions are introduced, the perturbation bounds are presented separately for the left and right singular subspaces. Both the upper bounds and lower bounds are provided. We then apply the newly established perturbation bounds to low-rank
matrix denoising and singular space estimation, high-dimensional clustering and canonical correlation analysis in Sections 3-5. Section 6 presents some numerical results and other potential applications are briefly discussed in Section 7. The main theorems are proved in Section 8 and the proofs of some additional technical results are given in the supplementary material [Cai and Zhang (2017)].
2. Rate-optimal perturbation bounds for singular subspaces. We establish in this section rate-optimal perturbation bounds for singular subspaces. We begin with basic notation and definitions that will be used in the rest of the paper.
2.1. Notation and definitions. For $a, b \in \mathbb{R}$, let $a \wedge b=\min (a, b), a \vee b=$ $\max (a, b)$. Let $\mathbb{O}_{p, r}=\left\{V \in \mathbb{R}^{p \times r}: V^{\top} V=I_{r}\right\}$ be the set of all $p \times r$ orthonormal columns and write $\mathbb{O}_{p}$ for $\mathbb{O}_{p, p}$, the set of $p$-dimensional orthogonal matrices. For a matrix $A \in \mathbb{R}^{p_{1} \times p_{2}}$, write the SVD as $A=U \Sigma V^{\top}$, where $\Sigma=$ $\operatorname{diag}\left\{\sigma_{1}(A), \sigma_{2}(A), \ldots\right\}$ with the singular values $\sigma_{1}(A) \geq \sigma_{2}(A) \geq \cdots \geq 0$ in descending order. In particular, we use $\sigma_{\min }(A)=\sigma_{\min \left(p_{1}, p_{2}\right)}(A), \sigma_{\max }(A)=\sigma_{1}(A)$ as the smallest and largest nontrivial singular values of $A$. Several matrix norms will be used in the paper: $\|A\|=\sigma_{1}(A)$ is the spectral norm; $\|A\|_{F}=\sqrt{\sum_{i} \sigma_{i}^{2}(A)}$ is the Frobenius norm; and $\|A\|_{*}=\sum_{i} \sigma_{i}(A)$ is the nuclear norm. We denote $\mathbb{P}_{A} \in \mathbb{R}^{p_{1} \times p_{1}}$ as the projection operator onto the column space of $A$, which can be written as $\mathbb{P}_{A}=A\left(A^{\top} A\right)^{\dagger} A^{\top}$. Here, $(\cdot)^{\dagger}$ represents the Moore-Penrose pseudoinverse. Given the SVD $A=U \Sigma V^{\top}$ with $\Sigma$ nonsingular, a simpler form for $\mathbb{P}_{A}$ is $\mathbb{P}_{A}=U U^{\top}$. We adopt the R convention to denote the submatrix: $A_{[a: b, c: d]}$ represents the $a$-to- $b$ th row, $c$-to- $d$ th column of matrix $A$; we also use $A_{[a: b,:]}$ and $A_{[:, c: d]}$ to represent $a$-to- $b$ th full rows of $A$ and $c$-to- $d$ th full columns of $A$, respectively. We use $C, C_{0}, c, c_{0}, \ldots$ to denote generic constants, whose actual values may vary from time to time.

We use the $\sin \Theta$ distance to measure the difference between two $p \times r$ orthogonal columns $V$ and $\hat{V}$. Suppose the singular values of $V^{\top} \hat{V}$ are $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq$ $\sigma_{r} \geq 0$. Then we call

$$
\Theta(V, \hat{V})=\operatorname{diag}\left(\cos ^{-1}\left(\sigma_{1}\right), \cos ^{-1}\left(\sigma_{2}\right), \ldots, \cos ^{-1}\left(\sigma_{r}\right)\right)
$$

as the principle angles. A quantitative measure of distance between the column spaces of $V$ and $\hat{V}$ is then $\|\sin \Theta(\hat{V}, V)\|$ or $\|\sin \Theta(\hat{V}, V)\|_{F}$. Some more convenient characterizations and properties of the $\sin \Theta$ distances will be given in Lemma 1 in Section 8.1.
2.2. Perturbation upper bounds and lower bounds. We are now ready to present the perturbation bounds for the singular subspaces. Let $X \in \mathbb{R}^{p_{1} \times p_{2}}$ be an approximately low-rank matrix and let $Z \in \mathbb{R}^{p_{1} \times p_{2}}$ be a "smal" perturbation matrix. Our goal is to provide separate and rate-sharp bounds for the $\sin \Theta$ distances between the left singular subspaces of $X$ and $X+Z$ and between the right singular subspaces of $X$ and $X+Z$.

Suppose $X$ is approximately rank- $r$ with the SVD $X=U \Sigma V^{\top}$, where a significant gap exists between $\sigma_{r}(X)$ and $\sigma_{r+1}(X)$. The leading $r$ left and right singular vectors of $X$ are of particular interest. We decompose $X$ as follows:

$$
X=\left[\begin{array}{ll}
U & U_{\perp}
\end{array}\right] \cdot\left[\begin{array}{cc}
\Sigma_{1} & 0  \tag{2.1}\\
0 & \Sigma_{2}
\end{array}\right] \cdot\left[\begin{array}{c}
V^{\top} \\
V_{\perp}^{\top}
\end{array}\right],
$$

where $U \in \mathbb{O}_{p_{1}, r}, V \in \mathbb{O}_{p_{2}, r}, \quad \Sigma_{1}=\operatorname{diag}\left(\sigma_{1}(X), \ldots, \sigma_{r}(X)\right) \in \mathbb{R}^{r \times r}, \Sigma_{2}=$ $\operatorname{diag}\left(\sigma_{r+1}(X), \ldots\right) \in \mathbb{R}^{\left(p_{1}-r\right) \times\left(p_{2}-r\right)},\left[U U_{\perp}\right] \in \mathbb{O}_{p_{1}},\left[V V_{\perp}\right] \in \mathbb{O}_{p_{2}}$ are orthogonal matrices.

Let $Z$ be a perturbation matrix and let $\hat{X}=X+Z$. Partition the SVD of $\hat{X}$ in the same way as in (2.1),

$$
\hat{X}=X+Z=\left[\begin{array}{cc}
\hat{U} & \hat{U}_{\perp}
\end{array}\right] \cdot\left[\begin{array}{cc}
\hat{\Sigma}_{1} & 0  \tag{2.2}\\
0 & \hat{\Sigma}_{2}
\end{array}\right] \cdot\left[\begin{array}{c}
\hat{V}^{\top} \\
\hat{V}_{\perp}^{\top}
\end{array}\right],
$$

while $\hat{U}, \hat{U}_{\perp}, \hat{\Sigma}_{1}, \hat{\Sigma}_{2}, \hat{V}$ and $\hat{V}_{\perp}$ have the same structures as $U, U_{\perp}, \Sigma_{1}, \Sigma_{2}, V$ and $V_{\perp}$. Decompose the perturbation $Z$ into four blocks:

$$
\begin{equation*}
Z=Z_{11}+Z_{12}+Z_{21}+Z_{22} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{array}{ll}
Z_{11}=\mathbb{P}_{U} Z \mathbb{P}_{V}, & Z_{21}=\mathbb{P}_{U_{\perp}} Z \mathbb{P}_{V} \\
Z_{12}=\mathbb{P}_{U} Z \mathbb{P}_{V_{\perp}}, & Z_{22}=\mathbb{P}_{U_{\perp}} Z \mathbb{P}_{V_{\perp}}
\end{array}
$$

Define

$$
z_{i j}:=\left\|Z_{i j}\right\| \quad \text { for } i, j=1,2
$$

Theorem 1 below provides separate perturbation bounds for the left and right singular subspaces in terms of both spectral and Frobenius $\sin \Theta$ distances.

Theorem 1 (Perturbation bounds for singular subspaces). Let $X, \hat{X}$ and $Z$ be given as (2.1)-(2.3). Denote

$$
\alpha:=\sigma_{\min }\left(U^{\top} \hat{X} V\right) \quad \text { and } \quad \beta:=\left\|U_{\perp}^{\top} \hat{X} V_{\perp}\right\| .
$$

If $\alpha^{2}>\beta^{2}+z_{12}^{2} \wedge z_{21}^{2}$, then

$$
\begin{gather*}
\|\sin \Theta(V, \hat{V})\| \leq \frac{\alpha z_{12}+\beta z_{21}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge 1  \tag{2.4}\\
\|\sin \Theta(V, \hat{V})\|_{F} \leq \frac{\alpha\left\|Z_{12}\right\|_{F}+\beta\left\|Z_{21}\right\|_{F}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge \sqrt{r} \\
\|\sin \Theta(U, \hat{U})\| \leq \frac{\alpha z_{21}+\beta z_{12}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge 1 \\
\|\sin \Theta(U, \hat{U})\|_{F} \leq \frac{\alpha\left\|Z_{21}\right\|_{F}+\beta\left\|Z_{12}\right\|_{F}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge \sqrt{r} \tag{2.5}
\end{gather*}
$$

One can see the respective effects of the perturbation on the left and right singular spaces. In particular, if $z_{12} \geq z_{21}$ (which is typically the case when $p_{2} \gg p_{1}$ ), then Theorem 3 gives a smaller bound for $\|\sin \Theta(U, \hat{U})\|$ than for $\|\sin \Theta(V, \hat{V})\|$.

REMARK 1. The assumption $\alpha^{2}>\beta^{2}+z_{12}^{2} \wedge z_{21}^{2}$ in Theorem 1 ensures that the amplitude of $U^{\top} \hat{X} V=\Sigma_{1}+U^{\top} Z V$ dominates those of $U_{\perp}^{\top} \hat{X} V_{\perp}=$ $\Sigma_{2}+U_{\perp}^{\top} Z V_{\perp}, U^{\top} Z V_{\perp}$ and $U_{\perp}^{\top} Z V$, so that $\hat{U}$ and $\hat{V}$ can be close to $\stackrel{\Delta}{U}$ and $V$, respectively. This assumption essentially means that there exists significant gap between the $r$ th and $(r+1)$ st singular values of $X$ and the perturbation term $Z$ is bounded. We will show in Theorem 2 that $\hat{U}$ and $\hat{V}$ might be inconsistent when this condition fails to hold.

REMARK 2. Consider the setting where $X \in \mathbb{R}^{p_{1} \times p_{2}}$ is a fixed rank- $r$ matrix with $r \leq p_{1} \ll p_{2}$, and $Z \in \mathbb{R}^{p_{1} \times p_{2}}$ is a random matrix with i.i.d. standard normal entries. In this case, $Z_{11}, Z_{12}, Z_{21}$, and $Z_{22}$ are all i.i.d. standard normal matrices of dimensions $r \times r, r \times\left(p_{2}-r\right),\left(p_{1}-r\right) \times r$, and $\left(p_{1}-r\right) \times\left(p_{2}-r\right)$, respectively. By random matrix theory [see, e.g., Tao (2012), Vershynin (2012)], $\alpha \geq \sigma_{r}(X)-\left\|Z_{11}\right\| \geq \sigma_{r}(X)-C\left(\sqrt{p_{1}}+\sqrt{p_{2}}\right), \beta \leq C\left(\sqrt{p_{1}}+\sqrt{p_{2}}\right), z_{12} \leq C \sqrt{p_{2}}$ and $z_{21} \leq C \sqrt{p_{1}}$ for some constant $C>0$ with high probability. When $\sigma_{r}(X) \geq$ $C_{\text {gap }} p_{2} / \sqrt{p_{1}}$ for some large constant $C_{\text {gap }}$, Theorem 3 immediately implies

$$
\begin{aligned}
& \|\sin \Theta(V, \hat{V})\| \leq \frac{C \sqrt{p_{2}}}{\sigma_{r}(X)} \\
& \|\sin \Theta(U, \hat{U})\| \leq \frac{C \sqrt{p_{1}}}{\sigma_{r}(X)}
\end{aligned}
$$

Further discussions on perturbation bounds for general sub-Gaussian perturbation matrix with matching lower bounds with be given in Section 3.

Theorem 1 gives upper bounds for the perturbation effects. We now establish lower bounds for the differences as measured by the $\sin \Theta$ distances. Theorem 2 first states that $\hat{U}$ and $\hat{V}$ might be inconsistent when the condition $\alpha^{2}>\beta^{2}+z_{12}^{2} \wedge$ $z_{21}^{2}$ fails to hold, and then provides the lower bounds that match those in (2.11) and (2.12), proving that the results given in Theorem 1 is essentially sharp. Theorem 2 also provides the worst-case matrix pair $(X, Z)$ that nearly achieves the supremum in (2.9) and (2.7). The matrix pair shows where the lower bound is "close" to the upper bound, which is useful in understanding the fundamentals about singular subspace perturbations.

Before stating the lower bounds, we define the following class of $(X, Z)$ pairs of $p_{1} \times p_{2}$ matrices and perturbations:

$$
\begin{align*}
\mathcal{F}_{r, \alpha, \beta, z_{21}, z_{12}}= & \{(X, Z): \hat{X}, U, V \text { are given as (2.1) and (2.2), } \\
& \sigma_{\min }\left(U^{\top} \hat{X} V\right) \geq \alpha,\left\|U_{\perp}^{\top} \hat{X} V_{\perp}\right\| \leq \beta  \tag{2.6}\\
& \left.\left\|Z_{12}\right\| \leq z_{12},\left\|Z_{21}\right\| \leq z_{21}\right\}
\end{align*}
$$

In addition, we also define

$$
\begin{align*}
& \mathcal{G}_{\alpha, \beta, z_{21}, z_{12}, \tilde{z}_{21}, \tilde{z}_{12}} \quad=\left\{(X, Z):\left\|Z_{21}\right\|_{F} \leq \tilde{z}_{21},\left\|Z_{12}\right\|_{F} \leq \tilde{z}_{12},(X, Z) \in \mathcal{F}_{r, \alpha, \beta, z_{21}, z_{12}}\right\} \tag{2.7}
\end{align*}
$$

THEOREM 2 (Perturbation lower bound). If $\alpha^{2} \leq \beta^{2}+z_{12}^{2} \wedge z_{21}^{2}$ and $r \leq$ $\frac{p_{1} \wedge p_{2}}{2}$, then

$$
\begin{equation*}
\inf _{\tilde{V}} \sup _{(X, Z) \in \mathcal{F}}\|\sin \Theta(V, \tilde{V})\| \geq \frac{1}{2 \sqrt{2}} \tag{2.8}
\end{equation*}
$$

- Provided that $\alpha^{2}>\beta^{2}+z_{12}^{2}+z_{21}^{2}, r \leq \frac{p_{1} \wedge p_{2}}{2}$ we have the following lower bound for all estimate $\tilde{V} \in O_{p_{2} \times r}$ based on the observations $\hat{X}$ :

$$
\begin{equation*}
\inf _{\tilde{V}} \sup _{(X, Z) \in \mathcal{F}}\|\sin \Theta(V, \tilde{V})\| \geq \frac{1}{8 \sqrt{10}}\left(\frac{\alpha z_{12}+\beta z_{21}}{\alpha^{2}-\beta^{2}-z_{12}^{2} \wedge z_{21}^{2}} \wedge 1\right) \tag{2.9}
\end{equation*}
$$

In particular, if $X=\alpha U V^{\top}+\beta U_{\perp} V_{\perp}^{\top}$ and $Z=z_{12} U V_{\perp}^{\top}+z_{21} U_{\perp} V^{\top}$, then $(X, Z) \in \mathcal{F}$ and

$$
\begin{aligned}
\frac{1}{\sqrt{10}}\left(\frac{\alpha z_{12}+\beta z_{21}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge 1\right) & \leq\|\sin \Theta(V, \hat{V})\| \\
& \leq\left(\frac{\alpha z_{12}+\beta z_{21}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge 1\right)
\end{aligned}
$$

when $\hat{U}, \hat{V}$ are the leading $r$ left and right singular vectors of $\hat{X}$.

- Provided that $\alpha^{2}>\beta^{2}+z_{12}^{2}+z_{21}^{2}, \tilde{z}_{21}^{2} \leq r z_{21}^{2}, \tilde{z}_{12}^{2} \leq r z_{12}^{2}, r \leq \frac{p_{1} \wedge p_{2}}{2}$, we have the following lower bound for all estimator $\tilde{V}_{1} \in \mathbb{O}_{p_{2} \times r}$ based on the observations $\hat{X}$ :

$$
\begin{equation*}
\inf _{\tilde{V}_{1}} \sup _{(X, Z) \in \mathcal{G}}\|\sin \Theta(V, \tilde{V})\|_{F} \geq \frac{1}{8 \sqrt{10}}\left(\frac{\alpha \tilde{z}_{12}+\beta \tilde{z}_{21}}{\alpha^{2}-\beta^{2}-z_{12}^{2} \wedge z_{21}^{2}} \wedge \sqrt{r}\right) . \tag{2.10}
\end{equation*}
$$

In particular, if $X=\alpha U V^{\top}+\beta U_{\perp} V_{\perp}^{\top}, Z=\tilde{z}_{12} U V_{\perp}^{\top}+\tilde{z}_{21} U_{\perp} V^{\top}$, then $(X, Z) \in$ $\mathcal{G}$ and

$$
\begin{aligned}
\frac{1}{\sqrt{10}}\left(\frac{\alpha \tilde{z}_{12}+\beta \tilde{z}_{21}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge \sqrt{r}\right) & \leq\|\sin \Theta(V, \hat{V})\| \\
& \leq\left(\frac{\alpha \tilde{z}_{12}+\beta \tilde{z}_{21}}{\alpha^{2}-\beta^{2}-z_{21}^{2} \wedge z_{12}^{2}} \wedge \sqrt{r}\right)
\end{aligned}
$$

where $\hat{U}, \hat{V}$ are respectively the leading $r$ left and right singular vectors of $\hat{X}$.

The following Proposition 1, which provides upper bounds for the $\sin \Theta$ distances between leading singular vectors of a matrix $A$ and arbitrary orthogonal columns $W$, can be viewed as another version of Theorem 1. For some applications, applying Proposition 1 might be more convenient than using Theorem 1 directly.

Proposition 1. Suppose $A \in \mathbb{R}^{p_{1} \times p_{2}}, \tilde{V}=\left[V V_{\perp}\right] \in \mathbb{O}_{p_{2}}$ are right singular vectors of $A, V \in \mathbb{O}_{p_{2}, r}, V_{\perp} \in \mathbb{O}_{p_{2}, p_{2}-r}$ correspond to the first $r$ and last ( $p_{2}-r$ ) singular vectors, respectively. $\tilde{W}=\left[W W_{\perp}\right] \in \mathbb{O}_{p_{2}}$ is any orthogonal matrix with $W \in \mathbb{O}_{p_{2}, r}, W_{\perp} \in \mathbb{O}_{p_{2}, p_{2}-r}$. Given that $\sigma_{r}(A W)>\sigma_{r+1}(A)$, we have

$$
\begin{gather*}
\|\sin \Theta(V, W)\| \leq \frac{\sigma_{r}(A W)\left\|\mathbb{P}_{(A W)} A W_{\perp}\right\|}{\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)} \wedge 1  \tag{2.11}\\
\|\sin \Theta(V, W)\|_{F} \leq \frac{\sigma_{r}(A W)\left\|\mathbb{P}_{(A W)} A W_{\perp}\right\|_{F}}{\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)} \wedge \sqrt{r} \tag{2.12}
\end{gather*}
$$

It is also of practical interest to provide perturbation bounds for a given subset of singular vectors and in particular for a given singular vector. The following Corollary 1 provides the one-sided perturbation bound for $\hat{U}_{[:, i: j]}$ and $\hat{V}_{[:, i: j]}$ when there are significant gaps between the $(i-1)$ st and $i$ th and between the $j$ th and $(j+1)$ st singular values and the perturbation is bounded. Particularly when $i=j$, Corollary 1 provides the upper bound for the perturbation of the $i$ th left and right singular vectors of $\hat{X}, \hat{u}_{i}$ and $\hat{v}_{i}$.

COROLLARY 1 (Perturbation bounds for individual singular vectors). Suppose $X, \hat{X}$ and $Z$ are given as (2.1)-(2.3). For any $k \geq 1$, let $U_{(k)}=U_{[:, 1: k]} \in$ $\mathbb{O}_{p_{1}, k}, V_{(k)}=V_{[:, 1: k]} \in \mathbb{O}_{p_{2}, k}$, and $U_{(k) \perp} \in \mathbb{O}_{p_{1}, p_{1}-k}, V_{(k) \perp} \in \mathbb{O}_{p_{2}, p_{2}-k}$ be the orthogonal complements. Denote

$$
\begin{aligned}
\alpha^{(k)} & =\sigma_{\min }\left(U_{(k)}^{\top} \hat{X} V_{(k)}\right), \quad \beta^{(k)}=\left\|U_{(k) \perp}^{\top} \hat{X} V_{(k) \perp}\right\|, \\
z_{12}^{(k)} & =\left\|U_{(k)}^{\top} Z V_{(k) \perp}\right\|, \quad z_{21}^{(k)}=\left\|U_{(k) \perp}^{\top} Z V_{(k)}\right\|,
\end{aligned}
$$

for $k=1, \ldots, p_{1} \wedge p_{2}$. We further define $\alpha^{(0)}=\infty, \beta^{(0)}=\|\hat{X}\|, z_{12}^{(0)}=z_{21}^{(0)}=0$. For $1 \leq i \leq j \leq p_{1} \wedge p_{2}$, provided that $\left(\alpha^{(i-1)}\right)^{2}>\left(\beta^{(i-1)}\right)^{2}+\left(z_{12}^{(i-1)}\right)^{2} \wedge\left(z_{21}^{(i-1)}\right)^{2}$ and $\left(\alpha^{(j)}\right)^{2}>\left(\beta^{(j)}\right)^{2}+\left(z_{12}^{(j)}\right)^{2} \wedge\left(z_{21}^{(j)}\right)^{2}$, we have

$$
\begin{aligned}
& \left\|\sin \Theta\left(\hat{V}_{[: i: i: j]}, V_{[:, i: j]}\right)\right\| \\
& \quad \leq\left\{\sum_{k \in\{i-1, j\}}\left(\frac{\left(\alpha^{(k)} z_{12}^{(k)}+\beta^{(k)} z_{21}^{(k)}\right)}{\left(\alpha^{(k)}\right)^{2}-\left(\beta^{(k)}\right)^{2}-\left(z_{21}^{(k)}\right)^{2} \wedge\left(z_{12}^{(k)}\right)^{2}}\right)^{2}\right\}^{1 / 2} \wedge 1
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\sin \Theta\left(\hat{U}_{[: i: i]}, U_{[: i: i: j]}\right)\right\| \\
& \quad \leq\left\{\sum_{k \in\{i-1, j\}}\left(\frac{\left(\alpha^{(k)} z_{21}^{(k)}+\beta^{(k)} z_{12}^{(k)}\right)}{\left(\alpha^{(k)}\right)^{2}-\left(\beta^{(k)}\right)^{2}-\left(z_{21}^{(k)}\right)^{2} \wedge\left(z_{12}^{(k)}\right)^{2}}\right)^{2}\right\}^{1 / 2} \wedge 1 .
\end{aligned}
$$

In particular, for any integer $1 \leq i \leq p_{1} \wedge p_{2}$, if $\left(\alpha^{(i-1)}\right)^{2}>\left(\beta^{(i-1)}\right)^{2}+\left(z_{12}^{(i-1)}\right)^{2} \wedge$ $\left(z_{21}^{(i-1)}\right)^{2}$ and $\left(\alpha^{(i)}\right)^{2}>\left(\beta^{(i)}\right)^{2}+\left(z_{12}^{(i)}\right)^{2} \wedge\left(z_{21}^{(i)}\right)^{2}, u_{i}, \hat{u}_{i}, v_{i}, \hat{v}_{i}$, that is, the ith singular vectors of $X$ and $\hat{X}$, are different by

$$
\begin{aligned}
& \sqrt{1-\left(v_{i}^{\top} \hat{v}_{i}\right)^{2}} \leq\left\{\sum_{k=i-1}^{i}\left(\frac{\left(\alpha^{(k)} z_{12}^{(k)}+\beta^{(k)} z_{21}^{(k)}\right)}{\left(\alpha^{(k)}\right)^{2}-\left(\beta^{(k)}\right)^{2}-\left(z_{21}^{(k)}\right)^{2} \wedge\left(z_{12}^{(k)}\right)^{2}}\right)^{2}\right\}^{1 / 2} \wedge 1, \\
& \sqrt{1-\left(u_{i}^{\top} \hat{u}_{i}\right)^{2}} \leq\left\{\sum_{k=i-1}^{i}\left(\frac{\left(\alpha^{(k)} z_{21}^{(k)}+\beta^{(k)} z_{12}^{(k)}\right)}{\left(\alpha^{(k)}\right)^{2}-\left(\beta^{(k)}\right)^{2}-\left(z_{21}^{(k)}\right)^{2} \wedge\left(z_{12}^{(k)}\right)^{2}}\right)^{2}\right\}^{1 / 2} \wedge 1 .
\end{aligned}
$$

REMARK 3. The upper bound given in Corollary 1 is rate-optimal over the following set of $(X, Z)$ pairs:

$$
\begin{aligned}
& \mathcal{H}_{\alpha^{(i-1)}, \beta^{(i-1)}, z_{12}^{(i-1)}, z_{21}^{(i-1)}, \alpha^{(j)}, \beta^{(j)}, z_{12}^{(j)}, z_{21}^{(j)}} \\
& \left.\quad=\left\{(X, Z): \begin{array}{l}
\sigma_{\min }\left(U_{(k)}^{\top} \hat{X} V_{(k)}\right) \geq \alpha^{(k)},\left\|U_{(k) \perp}^{\top} \hat{X} V_{(k) \perp}\right\| \leq \beta^{(k)}, k U_{(k)}^{\top} Z V_{(k) \perp}\left\|\leq z_{12}^{(k)},\right\| U_{(k) \perp}^{\top} Z V_{(k)} \| \leq z_{21}^{(k)},
\end{array}, k i-1, j\right\}\right\}
\end{aligned}
$$

The detailed analysis can be carried out similarly to the one for Theorem 2.
2.3. Comparisons with Wedin's $\sin \Theta$ theorem. Theorems 1 and 2 together establish separate rate-optimal perturbation bounds for the left and right singular subspaces. We now compare the results with the well-known Wedin's $\sin \Theta$ theorem, which gives uniform upper bounds for the singular subspaces on both sides. Specifically, using the same notation as in Section 2.2, Wedin's $\sin \Theta$ theorem states that if $\sigma_{\min }\left(\hat{\Sigma}_{1}\right)-\sigma_{\max }\left(\Sigma_{2}\right)=\delta>0$, then

$$
\begin{gathered}
\max \{\|\sin \Theta(V, \hat{V})\|,\|\sin \Theta(U, \hat{U})\|\} \leq \frac{\max \left\{\|Z \hat{V}\|,\left\|\hat{U}^{\top} Z\right\|\right\}}{\delta}, \\
\max \left\{\|\sin \Theta(V, \hat{V})\|_{F},\|\sin \Theta(U, \hat{U})\|_{F}\right\} \leq \frac{\max \left\{\|Z \hat{V}\|_{F},\left\|\hat{U}^{\top} Z\right\|_{F}\right\}}{\delta} .
\end{gathered}
$$

When $X$ are $Z$ are symmetric, Theorem 1, Proposition 1 and Wedin's $\sin \Theta$ theorem provide similar upper bound for singular subspace perturbation.

As mentioned in the Introduction, the uniform bound on both left and right singular subspaces in Wedin's $\sin \Theta$ theorem might be suboptimal in some cases
when $X$ or $Z$ are asymmetric. For example, in the setting discussed in Remark 2, applying Wedin's theorem leads to

$$
\max \{\|\sin \Theta(V, \hat{V})\|,\|\sin \Theta(U, \hat{U})\|\} \leq \frac{C \max \left\{\sqrt{p_{1}}, \sqrt{p_{2}}\right\}}{\sigma_{r}(X)}
$$

which is suboptimal for $\|\sin \Theta(U, \hat{U})\|$ if $p_{2} \gg p_{1}$.
3. Low-rank matrix denoising and singular-space estimation. In this section, we apply the perturbation bounds given in Theorem 1 for low-rank matrix denoising. It can be seen that the new perturbation bounds are particularly powerful when the matrix dimensions differ significantly. We also establish a matching lower bound for low-rank matrix denoising which shows that the results are rateoptimal.

As mentioned in the Introduction, accurate recovery of a low-rank matrix based on noisy observations has a wide range of applications, including magnetic resonance imaging (MRI) and relaxometry; see, for example, Candès, Sing-Long and Trzasko (2013), Shabalin and Nobel (2013) and the reference therein. This problem is also important in the context of dimensional reduction. Suppose one observes a low-rank matrix with additive noise,

$$
Y=X+Z
$$

where $X=U \Sigma V^{\top} \in \mathbb{R}^{p_{1} \times p_{2}}$ is a low-rank matrix with $U \in \mathbb{O}_{p_{1}, r}, V \in \mathbb{O}_{p_{2}, r}$, and $\Sigma=\operatorname{diag}\left\{\sigma_{1}(X), \ldots, \sigma_{r}(X)\right\} \in \mathbb{R}^{r \times r}$, and $Z \in \mathbb{R}^{p_{1} \times p_{2}}$ is an i.i.d. mean-zero subGaussian matrix. The goal is to estimate the underlying low-rank matrix $X$ or its singular values or singular vectors.

This problem has been actively studied. For example, Benaych-Georges and Nadakuditi (2012), Bura and Pfeiffer (2008), Capitaine, Donati-Martin and Féral (2009), Shabalin and Nobel (2013) focused on the asymptotic distributions of single singular value and vector when $p_{1}, p_{2}$ and the singular values grows proportionally. Vu (2011) discussed the squared matrix perturbed by i.i.d. Bernoulli matrix and derived an upper bound on the rotation angle of singular vectors. O'Rourke, Vu and Wang (2013) further generalized the results in Vu (2011) and proposed a trio-concentrated random matrix perturbation setting. Recently, Wang (2015) provides the $\ell_{\infty}$ distance under relatively complicated settings when matrix is perturbed by i.i.d. Gaussian noise. Candès, Sing-Long and Trzasko (2013), Donoho and Gavish (2014), Gavish and Donoho (2014) studied the algorithm for recovering $X$, where singular value thresholding (SVT) and hard singular value thresholding (HSVT), stated as

$$
\begin{align*}
\operatorname{SVT}(Y)_{\lambda} & =\underset{X}{\arg \min }\left\{\frac{1}{2}\|Y-X\|_{F}^{2}+\lambda\|X\|_{*}\right\}, \\
\operatorname{HSVT}(Y)_{\lambda} & =\underset{X}{\arg \min }\left\{\frac{1}{2}\|Y-X\|_{F}^{2}+\lambda \operatorname{rank}(X)\right\} \tag{3.1}
\end{align*}
$$

were proposed. The optimal choice of thresholding level $\lambda^{*}$ was further discussed in Donoho and Gavish (2014) and Gavish and Donoho (2014). Especially, Donoho and Gavish (2014) proves that
when $Z$ is i.i.d. standard normal random matrix. If one defines the class of rank$r$ matrices, $\mathcal{F}_{r, t}=\left\{X \in \mathbb{R}^{p_{1} \times p_{2}}: \sigma_{r}(X) \geq t\right\}$, the following upper bound for the relative error is an immediate consequence of our results

$$
\begin{equation*}
\sup _{X \in \mathcal{F}_{r, t}} \mathbb{E} \frac{\|\hat{X}-X\|_{F}^{2}}{\|X\|_{F}^{2}} \leq \frac{C\left(p_{1}+p_{2}\right)}{t^{2}} \wedge 1 \tag{3.2}
\end{equation*}
$$

where

$$
\hat{X}= \begin{cases}\operatorname{SVT}(Y)_{\lambda^{*}} & \text { if } t^{2} \geq C\left(p_{1}+p_{2}\right) \\ 0 & \text { if } t^{2}<C\left(p_{1}+p_{2}\right)\end{cases}
$$

In the following discussion, we assume that the entries of $Z=\left(Z_{i j}\right)$ have unit variance (which can be simply achieved by normalization). To be more precise, we define the class of distributions $\mathcal{G}_{\tau}$ for some $\tau>0$ as follows:
(3.3) If $Z \sim \mathcal{G}_{\tau} \quad$ then $\mathbb{E} Z=0, \operatorname{Var}(Z)=1, \mathbb{E} \exp (t Z) \leq \exp (\tau t), \forall t \in \mathbb{R}$.

The distribution of the entries of $Z, Z_{i j}$, is assumed to satisfy

$$
Z_{i j} \stackrel{\text { i.i.d. }}{\sim} \mathcal{G}_{\tau}, \quad 1 \leq i \leq p_{1}, 1 \leq j \leq p_{2} .
$$

Suppose $\hat{U}$ and $\hat{V}$ are respectively the first $r$ left and right singular vectors of $Y$. We use $\hat{U}$ and $\hat{V}$ as the estimators of $U$ and $V$, respectively. Then the perturbation bounds for singular spaces yield the following results.

THEOREM 3 (Upper bound). Suppose $X=U \Sigma V^{\top} \in \mathbb{R}^{p_{1} \times p_{2}}$ is of rank-r. There exists constants $C>0$ that only depends on $\tau$ such that

$$
\begin{aligned}
& \mathbb{E}\|\sin \Theta(V, \hat{V})\|^{2} \leq \frac{C p_{2}\left(\sigma_{r}^{2}(X)+p_{1}\right)}{\sigma_{r}^{4}(X)} \wedge 1 \\
& \mathbb{E}\|\sin \Theta(V, \hat{V})\|_{F}^{2} \leq \frac{C p_{2} r\left(\sigma_{r}^{2}(X)+p_{1}\right)}{\sigma_{r}^{4}(X)} \wedge r . \\
& \mathbb{E}\|\sin \Theta(U, \hat{U})\|^{2} \leq \frac{C p_{1}\left(\sigma_{r}^{2}(X)+p_{2}\right)}{\sigma_{r}^{4}(X)} \wedge 1 \\
& \mathbb{E}\|\sin \Theta(U, \hat{U})\|_{F}^{2} \leq \frac{C p_{1} r\left(\sigma_{r}^{2}(X)+p_{2}\right)}{\sigma_{r}^{4}(X)} \wedge r .
\end{aligned}
$$

Theorem 3 provides a nontrivial perturbation upper bound for $\sin \Theta(V, \hat{V})$ [or $\sin \Theta(U, \hat{U})]$ if there exists a constant $C_{\text {gap }}>0$ such that

$$
\sigma_{r}^{2} \geq C_{\text {gap }}\left(\left(p_{1} p_{2}\right)^{\frac{1}{2}}+p_{2}\right)
$$

[or $\sigma_{r}^{2} \geq C_{\text {gap }}\left(\left(p_{1} p_{2}\right)^{\frac{1}{2}}+p_{1}\right)$ ]. In contrast, Wedin's $\sin \Theta$ theorem requires the singular value gap $\sigma_{r}^{2}(X) \geq C_{\text {gap }}\left(p_{1}+p_{2}\right)$, which shows the power of the proposed unilateral perturbation bound.

Furthermore, the upper bounds in Theorem 3 are rate-sharp in the sense that the following matching lower bounds hold. To the best of our knowledge, this is the first result that gives different optimal rates for the left and right singular spaces under the same perturbation.

THEOREM 4 (Lower bound). Define the following class of low-rank matrices:

$$
\begin{equation*}
\mathcal{F}_{r, t}=\left\{X \in \mathbb{R}^{p_{1} \times p_{2}}: \sigma_{r}(X) \geq t\right\} \tag{3.4}
\end{equation*}
$$

If $r \leq \frac{p_{1}}{16} \wedge \frac{p_{2}}{2}$, then

$$
\begin{aligned}
& \inf _{\tilde{V} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(V, \tilde{V})\|^{2} \geq c\left(\frac{p_{2}\left(t^{2}+p_{1}\right)}{t^{4}} \wedge 1\right),} \begin{array}{l}
\inf _{\tilde{V}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(V, \tilde{V})\|_{F}^{2} \geq c\left(\frac{p_{2} r\left(t^{2}+p_{1}\right)}{t^{4}} \wedge r\right) \\
\inf _{\tilde{V}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(U, \tilde{U})\|^{2} \geq c\left(\frac{p_{1}\left(t^{2}+p_{2}\right)}{t^{4}} \wedge 1\right), \\
\inf _{\tilde{V}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(U, \tilde{U})\|_{F}^{2} \geq c\left(\frac{p_{1} r\left(t^{2}+p_{2}\right)}{t^{4}} \wedge r\right) .
\end{array} .=\text {. }
\end{aligned}
$$

REMARK 4. Using similar technical arguments, we can also obtain the following lower bound for estimating the low-rank matrix $X$ over $\mathcal{F}_{r, t}$ under a relative error loss:

$$
\begin{equation*}
\inf _{\tilde{X}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E} \frac{\|\tilde{X}-X\|_{F}^{2}}{\|X\|_{F}^{2}} \geq c\left(\frac{p_{1}+p_{2}}{t^{2}} \wedge 1\right) \tag{3.5}
\end{equation*}
$$

Combining equations (3.2) and (3.5) yields the minimax optimal rate for relative error in matrix denoising:

$$
\inf _{\tilde{X}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E} \frac{\|\tilde{X}-X\|_{F}^{2}}{\|X\|_{F}^{2}} \asymp c\left(\frac{p_{1}+p_{2}}{t^{2}} \wedge 1\right) .
$$

An interesting fact is that

$$
c\left(\frac{p_{1}+p_{2}}{t^{2}} \wedge 1\right) \asymp c\left(\frac{p_{2}\left(t^{2}+p_{1}\right)}{t^{4}} \wedge 1\right)+c\left(\frac{p_{1}\left(t^{2}+p_{2}\right)}{t^{4}} \wedge 1\right)
$$

which yields directly

$$
\inf _{\tilde{U}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(U, \tilde{U})\|^{2}+\inf _{\tilde{V}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(V, \tilde{V})\|^{2} \asymp \inf _{\tilde{X}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E} \frac{\|\tilde{X}-X\|_{F}^{2}}{\|X\|_{F}} .
$$

Hence, for the class of $\mathcal{F}_{r, t}$, one can stably recover $X$ in relative Frobenius norm loss if and only if one can stably recover both $U$ and $V$ in spectral $\sin \Theta$ norm.

Another interesting aspect of Theorems 3 and 4 is that, when $p_{1} \gg p_{2}$, $\left(p_{1} p_{2}\right)^{\frac{1}{2}} \ll t^{2} \ll p_{1}$, there is no stable algorithm for recovery of either the left singular space $U$ or whole matrix $X$ in the sense that there exists uniform constant $c>0$ such that

$$
\inf _{\tilde{U}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E}\|\sin \Theta(U, \tilde{U})\|^{2} \geq c, \quad \inf _{\tilde{X}} \sup _{X \in \mathcal{F}_{r, t}} \mathbb{E} \frac{\|\tilde{X}-X\|_{F}^{2}}{\|X\|_{F}^{2}} \geq c
$$

In fact, for $X=t U V^{\top} \in \mathcal{F}_{r, t}$, if we simply apply SVT or HSVT algorithms with optimal choice of $\lambda$ as proposed in Donoho and Gavish (2014) and Gavish and Donoho (2014), with high probability, $\operatorname{SVT}_{\lambda}(\hat{X})=\operatorname{HSVT}_{\lambda}(\hat{X})=0$. On the other hand, the spectral method does provide a consistent recovery of the right singularspace according to Theorem 3:

$$
\mathbb{E}\|\sin \Theta(V, \hat{V})\|^{2} \rightarrow 0
$$

This phenomenon is well demonstrated by the simulation result (Table 1) provided in Section 1.
4. High-dimensional clustering. Unsupervised learning or clustering is an ubiquitous problem in statistics and machine learning [Hastie, Tibshirani and Friedman (2009)]. The perturbation bounds given in Theorem 1 as well as the results in Theorems 3 and 4 have a direct implication in high-dimensional clustering. Suppose the locations of $n$ points, $X=\left[X_{1} \cdots X_{n}\right] \in \mathbb{R}^{p \times n}$, which lie in a certain $r$-dimensional subspace $\mathcal{S}$ in $\mathbb{R}^{p}$, are observed with noise

$$
Y_{i}=X_{i}+\varepsilon_{i}, \quad i=1, \ldots, n
$$

Here, $X_{i} \in \mathcal{S} \subseteq \mathbb{R}^{p}$ are fixed coordinates, $\varepsilon_{i} \in \mathbb{R}^{p}$ are random noises. The goal is to cluster the observations $Y$. Let the SVD of $X$ be given by $X=U \Sigma V^{\top}$, where $U \in$ $\mathbb{O}_{p, r}, V \in \mathbb{O}_{n, r}$ and $\Sigma \in \mathbb{R}^{r \times r}$. When $p \gg n$, applying the standard algorithms (e.g., $k$-means) directly to the coordinates $Y$ may lead to suboptimal results with expensive computational costs due to the high-dimensionality. A better approach is to first perform dimension reduction by computing the SVD of $Y$ directly or
on its random projections, and then carry out clustering based on the first $r$ right singular vectors $\hat{V} \in \mathbb{O}_{n, r} ;$ see, for example, Feldman, Schmidt and Sohler (2013) and Boutsidis et al. (2015), and the references therein. It is important to note that the left singular space $U$ are not directly used in the clustering procedure. Thus, Theorem 3 is more suitable for the analysis of the clustering method than Wedin's $\sin \Theta$ theorem as the method main depends on the accuracy of $\hat{V}$ as an estimate of $V$.

Let us consider the following two-class clustering problem in more detail [see Azizyan, Singh and Wasserman (2013), Hastie, Tibshirani and Friedman (2009), Jin, Ke and Wang (2015), Jin and Wang (2016)]. Suppose $l_{i} \in\{-1,1\}$, $i=1, \ldots, n$, are indicators representing the class label of the $n$th nodes and let $\mu \in \mathbb{R}^{p}$ be a fixed vector. Suppose one observes $Y=\left[Y_{1}, \ldots, Y_{n}\right]$ where

$$
Y_{i}=l_{i} \mu+Z_{i}, \quad Z_{i} \stackrel{\text { i.i.d. }}{\sim} N\left(0, I_{p}\right), 1 \leq i \leq n,
$$

where neither the labels $l_{i}$ nor the mean vector $\mu$ are observable. The goal is to cluster the data into two groups. The accuracy of any clustering algorithm is measured by the misclassification rate

$$
\begin{equation*}
\mathcal{M}(l, \hat{l}):=\frac{1}{n} \min _{\pi}\left|\left\{i: l_{i} \neq \pi\left(\hat{l}_{i}\right)\right\}\right| . \tag{4.1}
\end{equation*}
$$

Here, $\pi$ is any permutations on $\{-1,1\}$, as any permutation of the labels $\{-1,1\}$ does not change the clustering outcome.

In this case, $E Y_{i}$ is either $\mu$ or $-\mu$, which lies on a straight line. A simple PCA-based clustering method is to set

$$
\begin{equation*}
\hat{l}=\operatorname{sgn}(\hat{v}) \tag{4.2}
\end{equation*}
$$

where $\hat{v} \in \mathbb{R}^{n}$ is the first right singular vector of $Y$. We now apply the $\sin \Theta$ upper bound in Theorem 3 to analyze the performance guarantees of this clustering method. We are particularly interested in the high-dimensional case where $p \geq n$. The case where $p<n$ can be handled similarly.

THEOREM 5. Suppose $p \geq n, \pi$ is any permutation on $\{-1,1\}$. When $\|\mu\|_{2} \geq$ $C_{\text {gap }}(p / n)^{\frac{1}{4}}$ for some large constant $C_{\text {gap }}>0$, then for some other constant $C>0$ the misclassification rate for the PCA-based clustering method $\hat{l}$ given in (4.2) satisfies

$$
\mathbb{E} \mathcal{M}(\hat{l}, l) \leq C \frac{n\|\mu\|_{2}^{2}+p}{n\|\mu\|_{2}^{4}}
$$

It is intuitively clear that the clustering accuracy depends on the signal strength $\|\mu\|_{2}$. The stronger the signal, the easier to cluster. In particular, Theorem 5 requires the minimum signal strength condition $\|\mu\|_{2} \geq C_{\text {gap }}(p / n)^{\frac{1}{4}}$. The following
lower bound result shows that this condition is necessary for consistent clustering: When the condition $\|\mu\|_{2} \geq C_{\text {gap }}(p / n)^{\frac{1}{4}}$ does not hold, it is not possible to essentially do better than random guessing.

THEOREM 6. Suppose $p \geq n$, there exists $c_{\text {gap }}, C_{n}>0$ such that if $n \geq C_{n}$,

$$
\inf _{\tilde{l}} \sup _{\substack{\mu:\|\mu\|_{2} \leq c_{\text {gap }}(p / n)^{\frac{1}{4}} \\ l \in\{-1,1\}^{n}}} \mathbb{E} \mathcal{M}(\tilde{l}, l) \geq \frac{1}{4} .
$$

Remark 5. Azizyan, Singh and Wasserman (2013) considered a similar setting when $n \geq p, l_{i}$ 's are i.i.d. Rademacher variables and derived rates of convergence for both the upper and lower bounds with a logarithmic gap between the upper and lower bounds. In contrast, with the help of the newly obtained perturbation bounds, we are able to establish the optimal misclassification rate for high-dimensional setting when $n \leq p$.

Moreover, Jin and Wang (2016) and Jin, Ke and Wang (2015) considered the sparse and highly structured setting, where the contrast mean vector $\mu$ is assumed to be sparse and the nonzero coordinates are all equal. Their method is based on feature selection and PCA. Our setting is close to the "less sparse/weak signal" case in Jin, Ke and Wang (2015). In this case, they introduced a simple aggregation method with

$$
\hat{l}^{(\mathrm{sa})}=\operatorname{sgn}(X \hat{\mu})
$$

where $\hat{\mu}=\arg \max _{\mu \in\{-1,0,1\}^{p}}\|X \mu\|_{q}$ for some $q>0$. The statistical limit, that is, the necessary condition for obtaining correct labels for most of the points, is $\|\mu\|_{2}>C$ in their setting, which is smaller than the boundary $\|\mu\|_{2}>C(p / n)^{\frac{1}{4}}$ in Theorem 5. As shown in Theorem 6, the bound $\|\mu\|_{2}>C(p / n)^{\frac{1}{4}}$ is necessary. The reason for this difference is that they focused on highly structured contrast mean vector $\mu$ which only takes two values $\{0, \nu\}$. In contrast, we considered the general $\mu \in \mathbb{R}^{p}$, which leads to stronger condition and larger statistical limit. Moreover, the simple aggregation algorithm is computational difficult for a general signal $\mu$, thus the PCA-based method considered in this paper is preferred under the general dense $\mu$ setting.
5. Canonical correlation analysis. In this section, we consider an application of the perturbation bounds given in Theorem 1 to the canonical correlation analysis (CCA), which is one of the most important tools in multivariate analysis in exploring the relationship between two sets of variables [Anderson (2003), Gao, Ma and Zhou (2014), Gao et al. (2015), Hotelling (1936), Ma and Li (2016), Witten, Tibshirani and Hastie (2009)]. Given two random vectors $X$ and $Y$ with a certain joint distribution, the CCA first looks for the pair of vectors
$\alpha^{(1)} \in \mathbb{R}^{p_{1}}, \beta^{(2)} \in \mathbb{R}^{p_{2}}$ that maximize $\operatorname{corr}\left(\left(\alpha^{(1)}\right)^{\top} X,\left(\beta^{(1)}\right)^{\top} Y\right)$. After obtaining the first pair of canonical directions, one can further obtain the second pair $\alpha^{(2)} \in$ $\mathbb{R}^{p_{1}}, \beta^{(2)} \in \mathbb{R}^{p_{2}}$ such that $\operatorname{Cov}\left(\left(\alpha^{(1)}\right)^{\top} X,\left(\alpha^{(2)}\right)^{\top} X\right)=\operatorname{Cov}\left(\left(\beta^{(1)}\right)^{\top} Y,\left(\beta^{(2)}\right)^{\top} Y\right)=$ 0 , and $\operatorname{Corr}\left(\left(\alpha^{(2)}\right)^{\top} X,\left(\beta^{(2)}\right)^{\top} Y\right)$ is maximized. The higher order canonical directions can be obtained by repeating this process. If $(X, Y)$ is further assumed to have joint covariance, say

$$
\operatorname{Cov}\binom{X}{Y}=\Sigma=\left[\begin{array}{cc}
\Sigma_{X} & \Sigma_{X Y} \\
\Sigma_{Y X} & \Sigma_{Y Y}
\end{array}\right]
$$

the population canonical correlation directions can be inductively defined as the following optimization problem. For $k=1,2, \ldots$,

$$
\begin{aligned}
&\left(\alpha^{(k)}, \beta^{(k)}\right)= \underset{a \in \mathbb{R}^{p_{1}, b \in \mathbb{R}^{p_{2}}}}{\arg \max } \quad a^{\top} \Sigma_{X Y} b, \\
& \text { subject to } \quad \\
& \quad a^{\top} \Sigma_{X} a=b^{\top} \Sigma_{Y} b=1, \\
& a^{\top} \Sigma_{X} \alpha^{(l)}=b^{\top} \Sigma_{Y} \beta^{(l)}=0, \quad \forall 1 \leq l \leq k-1 .
\end{aligned}
$$

A more explicit form for the canonical correlation directions is given in Hotelling (1936): ( $\left.\Sigma_{X}^{\frac{1}{2}} \alpha^{(k)}, \Sigma_{Y}^{\frac{1}{2}} \beta^{(k)}\right)$ is the $k$ th pair of singular vectors of $\Sigma_{X}^{-\frac{1}{2}} \Sigma_{X Y} \Sigma_{Y}^{-\frac{1}{2}}$. We combine the leading $r$ population canonical correlation directions and write

$$
A=\left[\alpha^{(1)} \cdots \alpha^{(r)}\right], \quad B=\left[\beta^{(1)} \cdots \beta^{(r)}\right]
$$

Suppose one observes i.i.d. samples $\left(X_{i}^{\top}, Y_{i}^{\top}\right)^{\top} \sim N(0, \Sigma)$. Then the sample covariance and cross-covariance for $X$ and $Y$ can be calculated as

$$
\hat{\Sigma}_{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i} X_{i}^{\top}, \quad \hat{\Sigma}_{Y}=\frac{1}{n} \sum_{i=1}^{n} Y_{i} Y_{i}^{\top}, \quad \hat{\Sigma}_{X Y}=\frac{1}{n} \sum_{i=1}^{n} X_{i} Y_{i}^{\top} .
$$

The standard approach to estimate the canonical correlation directions $\alpha^{(k)}, \beta^{(k)}$ is via the SVD of $\hat{\Sigma}_{X}^{-\frac{1}{2}} \hat{\Sigma}_{X Y} \hat{\Sigma}_{Y}^{-\frac{1}{2}}$

$$
\hat{\Sigma}_{X}^{-\frac{1}{2}} \hat{\Sigma}_{X Y} \hat{\Sigma}_{Y}^{-\frac{1}{2}}=\hat{U} \hat{S} \hat{V}=\sum_{k=1}^{p_{1} \wedge p_{2}} \hat{U}_{[:, k]} \hat{S}_{k k} \hat{U}_{[:, k]}^{\top}
$$

Then the leading $r$ sample canonical correlation directions can be calculated as

$$
\begin{array}{ll}
\hat{A}=\hat{\Sigma}_{X}^{-\frac{1}{2}} \hat{U}_{[:, 1: r]}, & \hat{A}=\left[\hat{\alpha}^{(1)}, \hat{\alpha}^{(2)}, \ldots, \hat{\alpha}^{(r)}\right]  \tag{5.1}\\
\hat{B}=\hat{\Sigma}_{Y}^{-\frac{1}{2}} \hat{V}_{[:, 1: r]}, & \hat{B}=\left[\hat{\beta}^{(1)}, \hat{\beta}^{(2)}, \ldots, \hat{\beta}^{(r)}\right]
\end{array}
$$

$\hat{A}, \hat{B}$ are consistent estimators for the first $r$ left and right canonical directions in the classical fixed dimension case.

Let $X^{*} \in \mathbb{R}^{p_{1}}$ be an independent copy of the original sample $X$, we define the following two losses to measure the accuracy of the estimator of the canonical correlation directions

$$
\begin{align*}
& L_{\mathrm{sp}}(\hat{A}, A)=\max _{\substack{O \in \mathbb{R}^{r},\|v\|_{2}=1}} \mathbb{E}_{X^{*}}\left((\hat{A} O v)^{\top} X^{*}-(A v)^{\top} X^{*}\right)^{2}  \tag{5.2}\\
& L_{F}(\hat{A}, A)=\max _{O \in \mathbb{O}_{r}} \mathbb{E}_{X^{*}}\left\|(\hat{A} O)^{\top} X^{*}-A^{\top} X^{*}\right\|_{2}^{2} \tag{5.3}
\end{align*}
$$

These two losses quantify how well the estimator $(\hat{A} O)^{\top} X^{*}$ can predict the values of the canonical variables $A^{\top} X^{*}$, where $O \in \mathbb{O}_{r}$ is a rotation matrix as the objects of interest here are the directions.

The following theorem gives the upper bound for one side of the canonical correlation directions. The main technical tool is the perturbation bounds given in Section 2.

THEOREM 7. Suppose $\left(X_{i}, Y_{i}\right) \sim N(0, \Sigma), i=1, \ldots, n$, where $S=\Sigma_{X}^{-\frac{1}{2}} \Sigma_{X Y} \Sigma_{Y}^{-\frac{1}{2}}$ is of rank-r. Suppose $\hat{A} \in \mathbb{R}^{p_{1} \times r}$ is given by (5.1). Then there exist uniform constants $C_{\text {gap }}, C, c>0$ such that whenever $\sigma_{r}(S)^{2} \geq$ $\frac{C_{\text {gap }}\left(\left(p_{1} p_{2}\right)^{\frac{1}{2}}+p_{1}+p_{2}^{3 / 2} n^{-\frac{1}{2}}\right)}{n}$

$$
\begin{array}{r}
\mathbb{P}\left(L_{\mathrm{sp}}(\hat{A}, A) \leq \frac{C p_{1}\left(n \sigma_{r}^{2}(S)+p_{2}\right)}{n^{2} \sigma_{r}^{4}(S)}\right) \geq 1-C \exp \left(-c p_{1} \wedge p_{2}\right) \\
\mathbb{P}\left(L_{F}(\hat{A}, A) \leq \frac{C p_{1} r\left(n \sigma_{r}^{2}(S)+p_{2}\right)}{n^{2} \sigma_{r}^{4}(S)}\right) \geq 1-C \exp \left(-c p_{1} \wedge p_{2}\right)
\end{array}
$$

The results for $\hat{B}$ can be stated similarly.
Remark 6. Chen et al. (2013) and Gao, Ma and Zhou (2014), Gao et al. (2015) considered sparse CCA, where the canonical correlation directions $A$ and $B$ are assumed to be jointly sparse. In particular, Chen et al. (2013) and Gao et al. (2015) proposed estimators under different settings and provided a unified rateoptimal bound for jointly estimating left and right canonical correlations. Gao, Ma and Zhou (2014) proposed another computationally feasible estimators $\hat{A}^{*}$ and $\hat{B}^{*}$ and provided a minimax rate-optimal bound for $L_{F}\left(\hat{A}^{*}, A\right)$ under regularity conditions that can also be used to prove the consistency of $\hat{B}^{*}$.

Now consider the setting where $p_{2} \gg p_{1}, \frac{p_{2}}{n} \gg \sigma_{r}^{2}(S)=t^{2} \gg \frac{\left(p_{1} p_{2}\right)^{\frac{1}{2}}}{n}$. The lower bound result in Theorem 3.3 by Gao, Ma and Zhou (2014) implies that there is no consistent estimator for the right canonical correlation directions $B$. While Theorem 7 given above shows that the left sample canonical correlation directions $\hat{A}$ are a consistent estimator of $A$. This interesting phenomena again shows the merit of our proposed unilateral perturbation bound.

It is also interesting to develop the lower bounds for $\hat{A}$ and $\hat{B}$. The best known result, given in Theorem 3.2 in Gao, Ma and Zhou (2014), is the following twosided lower bound for both $\hat{A}$ and $\hat{B}$ in Frobenius norm loss:

$$
\inf _{\hat{A}, \hat{B}} \sup _{A, B} \mathbb{P}\left\{\max \left\{L_{F}(\hat{A}, A), L_{F}(\hat{B}, B)\right\} \geq c\left(\frac{r\left(p_{1}+p_{2}\right)}{n \sigma_{\min }^{2}(S)} \wedge 1\right)\right\} \geq 0.8
$$

Establishing the matching one-sided lower bound for Theorem 7 is technical challenging. We leave it for future research.
6. Simulations. In this section, we carry out numerical experiments to further illustrate the advantages of the separate bounds for the left and right singular subspaces over the uniform bounds. As mentioned earlier, in a range of cases, especially when the numbers of rows and columns of the matrix differ significantly, it is even possible that the singular space on one side can be stably recovered, while the other side cannot. To illustrates this point, we specifically perform simulation studies in matrix denoising, high-dimensional clustering and canonical correlation analysis.

We first consider the matrix denoising model discussed in Section 3. Let $X=$ $t U V^{\top} \in \mathbb{R}^{p_{1} \times p_{2}}$, where $t \in \mathbb{R}, U$ and $V$ are $p_{1} \times r$ and $p_{2} \times r$ random uniform orthonormal columns with respect to the Haar measure. Let the perturbation $Z=$ $\left(Z_{i j}\right)_{p_{1} \times p_{2}}$ be randomly generated with $Z_{i j} \stackrel{\text { i.i.d. }}{\sim} N(0,1)$. We calculate the SVD of $X+Z$ and form the first $r$ left and right singular vectors as $\hat{U}$ and $\hat{V}$. The average losses in Frobenius and spectral $\sin \Theta$ distances for both the left and right singular space estimates with 1,000 repetitions are given in Table 1 for various values of ( $\left.p_{1}, p_{2}, r, t\right)$. It can be easily seen from this experiment that the left and right singular perturbation bounds behave very distinctly when $p_{1} \gg p_{2}$.

We then consider the high-dimensional clustering model studied in Section 4. Let $\tilde{\mu} \sim N\left(0, I_{p}\right)$ and $\mu=t(p / n)^{1 / 4} \cdot \tilde{\mu} /\|\tilde{\mu}\|_{2} \in \mathbb{R}^{p}$, where $t=\|\mu\|_{2}$ essentially

TABLE 1
Average losses in Frobenius and spectral $\sin \Theta$ distances for both the left and right singular space changes after Gaussian noise perturbations

| $\left(\boldsymbol{p}_{\mathbf{1}}, \boldsymbol{p}_{\mathbf{2}}, \boldsymbol{r}, \boldsymbol{t}\right)$ | $\\|\sin \Theta(\hat{U}, U)\\|^{\mathbf{2}}$ | $\\|\sin \Theta(\hat{V}, V)\\|^{\mathbf{2}}$ | $\\|\sin \Theta(\hat{U}, U)\\|_{F}^{\mathbf{2}}$ | $\\|\sin \Theta(\hat{V}, V)\\|_{\boldsymbol{F}}^{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| $(100,10,2,15)$ | 0.3512 | 0.0669 | 0.6252 | 0.0934 |
| $(100,10,2,30)$ | 0.1120 | 0.0139 | 0.1984 | 0.0196 |
| $(100,20,5,20)$ | 0.2711 | 0.0930 | 0.9993 | 0.2347 |
| $(100,20,5,40)$ | 0.0770 | 0.0195 | 0.2835 | 0.0508 |
| $(1000,20,5,30)$ | 0.5838 | 0.0699 | 2.6693 | 0.1786 |
| $(1000,20,10,100)$ | 0.1060 | 0.0036 | 0.9007 | 0.0109 |
| $(1000,200,10,50)$ | 0.3456 | 0.0797 | 2.9430 | 0.4863 |
| $(1000,200,50,100)$ | 0.1289 | 0.0205 | 4.3614 | 0.2731 |

TABLE 2
Average misclassification rate for different settings

|  | $\boldsymbol{n}$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(\boldsymbol{p}, \boldsymbol{t}, \boldsymbol{\rho})$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{5 0}$ | $\mathbf{1 0 0}$ | $\mathbf{2 0 0}$ |  |
| $(100,1,1 / 2)$ | 0.2100 | 0.1485 | 0.0690 | 0.0494 | 0.0440 | 0.0333 |  |
| $(100,1,3 / 4)$ | 0.2150 | 0.1590 | 0.0680 | 0.0468 | 0.0422 | 0.0290 |  |
| $(100,3,1 / 2)$ | 0.0019 | 0.0005 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |
| $(100,3,3 / 4)$ | 0.0020 | 0.0005 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |
| $(1000,1,1 / 2)$ | 0.3260 | 0.3510 | 0.3594 | 0.2855 | 0.2691 | 0.1364 |  |
| $(1000,1,3 / 4)$ | 0.3610 | 0.3610 | 0.3462 | 0.3057 | 0.2696 | 0.1410 |  |
| $(1000,3,1 / 2)$ | 0.1370 | 0.0485 | 0.0066 | 0.0019 | 0.0013 | 0.0003 |  |
| $(1000,3,3 / 4)$ | 0.1160 | 0.0425 | 0.0046 | 0.0019 | 0.0018 | 0.0006 |  |

represents the signal strength. The group label $l \in \mathbb{R}^{n}$ is randomly generated as

$$
l_{i} \stackrel{\text { i.i.d. }}{\sim} \begin{cases}1 & \text { with probability } \rho, \\ -1 & \text { with probability } 1-\rho .\end{cases}
$$

Based on $n$ i.i.d. observations: $Y_{i}=l_{i} \mu+Z_{i}, Z_{i} \stackrel{\text { i.i.d. }}{\sim} N\left(0, I_{p}\right), i=1, \ldots, n$, we apply the proposed estimator (4.2) to estimate $l$. The results for different values of ( $n, p, t, \rho$ ) are provided in Table 2. It can be seen that the numerical results match our theoretical analysis-the proposed $\hat{l}$ achieves good performance roughly when $t \geq C(p / n)^{1 / 4}$.

We finally investigate the numerical performance of canonical correlation analysis particularly when the dimensions of two samples differ significantly. Suppose $\Sigma_{X}=I_{p_{1}}+\frac{1}{2\left\|Z_{p_{1}}+Z_{p_{1}}^{\top}\right\|}\left(Z_{p_{1}}+Z_{p_{1}}^{\top}\right), \Sigma_{Y}=I_{p_{2}}+\frac{1}{2\left\|Z_{p_{2}}+Z_{p_{2} \|}^{\top}\right\|}\left(Z_{p_{2}}+Z_{p_{2}}^{\top}\right)$, $\Sigma_{X Y}=\Sigma_{X}^{1 / 2} \cdot\left(t U V^{\top}\right) \Sigma_{Y}^{1 / 2}$, where $Z_{p_{1}}$ and $Z_{p_{2}}$ are i.i.d. Gaussian matrices; $U \in \mathbb{O}_{p_{1}, r}, V \in \mathbb{O}_{p_{2}, r}$ are random orthogonal matrices. With $n$ pairs of observations,

$$
\binom{X_{i}}{Y_{i}} \stackrel{\text { i.i.d. }}{\sim} N(0, \Sigma), \quad \Sigma=\left[\begin{array}{cc}
\Sigma_{X} & \Sigma_{X Y} \\
\Sigma_{X Y}^{\top} & \Sigma_{Y}
\end{array}\right], i=1, \ldots, n,
$$

we apply the procedure discussed in Section 5 to obtain $\hat{A}$ and $\hat{B}$, that is, the estimates for left and right canonical correlation directions. Since the exact losses in $L_{\mathrm{sp}}(\cdot, \cdot), L_{F}(\cdot, \cdot)$ metrics (5.2) involves difficult optimization, we instead measure the losses in

$$
\|\sin \Theta(\hat{U}, U)\|, \quad\|\sin \Theta(\hat{U}, U)\|_{F}, \quad\|\sin \Theta(\hat{V}, V)\|
$$

and

$$
\|\sin \Theta(\hat{V}, V)\|_{F}
$$

Table 3
Average losses in $L_{\mathrm{sp}}(\cdot, \cdot)$ and $L_{F}(\cdot, \cdot)$ metrics for the left and right canonical directions

| $\left(\boldsymbol{p}_{\mathbf{1}}, \boldsymbol{p}_{\mathbf{2}}, \boldsymbol{r}, \boldsymbol{t}\right)$ | $\left\\|\sin \Theta\left(\hat{U}_{\boldsymbol{S}}, \boldsymbol{U}_{\boldsymbol{S}}\right)\right\\|\left\\|\sin \Theta\left(\hat{\boldsymbol{U}}_{\boldsymbol{S}}, \boldsymbol{U}_{\boldsymbol{S}}\right)\right\\|_{\boldsymbol{F}}\left\\|\sin \Theta\left(\hat{\boldsymbol{V}}_{\boldsymbol{S}}, V_{\boldsymbol{S}}\right)\right\\|\left\\|\sin \Theta\left(\hat{\boldsymbol{V}}_{\boldsymbol{S}}, V_{\boldsymbol{S}}\right)\right\\|_{\boldsymbol{F}}$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $(30,10,100,0.8)$ | 0.3194 | 0.6609 | 0.1571 | 0.2530 |
| $(30,10,200,0.5)$ | 0.5348 | 1.1111 | 0.3343 | 0.5256 |
| $(100,10,200,0.8)$ | 0.4103 | 1.0145 | 0.1120 | 0.1825 |
| $(100,10,500,0.5)$ | 0.5183 | 1.2821 | 0.1614 | 0.2606 |
| $(200,20,500,0.8)$ | 0.3239 | 0.8428 | 0.0746 | 0.1442 |
| $(200,20,800,0.5)$ | 0.5834 | 1.5155 | 0.2423 | 0.4605 |
| $(500,50,1000,0.8)$ | 0.3875 | 1.0515 | 0.1091 | 0.2472 |
| $(500,50,2000,0.5)$ | 0.5677 | 1.5467 | 0.2216 | 0.4910 |

Here, $U, V, \hat{U}, \hat{V}$ are the first $r$ left and right singular vectors of $\Sigma_{X}^{-1 / 2} \Sigma_{X Y} \Sigma_{Y}^{-1 / 2}$ and $\hat{\Sigma}_{X}^{-1 / 2} \hat{\Sigma}_{X Y} \hat{\Sigma}_{Y}^{-1 / 2}$, respectively. It is shown in Step 1 of the proof for Theorem 7 that these measures are equivalent to $L_{\mathrm{sp}}$ and $L_{F}$. The results under various choices of ( $p_{1}, p_{2}, n, t$ ) are collected in Table 3 . It can be easily seen that the performance of the right canonical direction estimation is much better than the left ones when $p_{1}$ is much larger than $p_{2}$, which is consistent with the theoretical results in Theorem 7 and illustrates the power of the newly proposed perturbation bound results.
7. Discussions. We have established in the present paper new and rateoptimal perturbation bounds, measured in both spectral and Frobenius $\sin \Theta$ distances, for the left and right singular subspaces separately. These perturbation bounds are widely applicable to the analysis of many high-dimensional problems. In particular, we applied the perturbation bounds to study three important problems in high-dimensional statistics: low-rank matrix denoising and singular space estimation, high-dimensional clustering and CCA. As mentioned in the Introduction, in addition to these problems and possible extensions discussed in the previous sections, the obtained perturbation bounds can be used in a range of other applications including community detection in bipartite networks, multidimensional scaling, cross-covariance matrix estimation and singular space estimation for matrix completion. We briefly discuss these problems here.

An interesting application of the perturbation bounds given in Section 2 is community detection in bipartite graphs. Community detection in networks has attracted much recent attention. The focus of the current community detection literature has been mainly on unipartite graph (i.e., there is only one type of nodes). However, in some applications, the nodes can be divided into different types and only the interactions between the different types of nodes are available or of interest, such as people versus committees, Facebook users versus public pages [see

Alzahrani and Horadam (2016), Melamed (2014)]. The observations on the connectivity of the network between two types of nodes can be described by an adjacency matrix $A$, where $A_{i j}=1$ if the $i$ th Type 1 node and $j$ th Type 2 node are connected, and $A_{i j}=0$ otherwise. The spectral method is one of the most commonly used approaches in the literature with theoretical guarantees [Lei and Rinaldo (2015), Rohe, Chatterjee and Yu (2011)]. In a bipartite network, the left and right singular subspaces could behave very differently from each other. Our perturbation bounds can be used for community detection in bipartite graph and potentially lead to sharper results in some settings.

Another possible application lies in multidimensional scaling (MDS) with distance matrix between two sets of points. MDS is a popular method of visualizing the data points embedded in low-dimensional space based on the distance matrices [Borg and Groenen (2005)]. Traditionally MDS deals with unipartite distance matrix, where all distances between any pairs of points are observed. In some applications, the data points are from two groups and one is only able to observe its biparitite distance matrix formed by the pairwise distances between points from different groups. As the SVD is a commonly used technique for dimension reduction in MDS, the perturbation bounds developed in this paper can be potentially used for the analysis of MDS with bipartite distance matrix.

In some applications, the cross-covariance matrix, not the overall covariance matrix, is of particular interest. Cai et al. (2015a) considered multiple testing of cross-covariances in the context of the phenome-wide association studies (PheWAS). Suppose $X \in \mathbb{R}^{p_{1}}$ and $Y \in \mathbb{R}^{p_{2}}$ are jointly distributed with covariance matrix $\Sigma$. Given $n$ i.i.d. samples $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$, from the joint distribution, one wishes to make statistical inference for the cross-covariance matrix $\Sigma_{X Y}$. If $\Sigma_{X Y}$ has low-rank structure, the perturbation bounds established in Section 2 could be potentially applied to make statistical inference for $\Sigma_{X Y}$.

Matrix completion, whose central goal is to recover a large low-rank matrix based on a limited number of observable entries, has been widely studied in the last decade. Among various methods for matrix completion, spectral method is fast, easy to implement and achieves good performance [Chatterjee (2014), Cho, Kim and Rohe (2015), Keshavan, Montanari and Oh (2010)]. The new perturbation bounds can be potentially used for singular space estimation under the matrix completion setting to yield better results.

In addition to the aforementioned problems, high-dimensional clustering with correlated features is an important extension of the problem of clustering with independent features considered in the present paper. Specifically, based on $n$ observations $Y_{i}=l_{i} \mu+Z_{i} \in \mathbb{R}^{p}, i=1, \ldots, n$, where $Z_{i} \stackrel{\text { i.i.d. }}{\sim} N(0, \Sigma)$, one aims to recover the unknown labels $\left\{l_{i}\right\}_{i=1}^{n}$. When $\Sigma$ is known or can be well estimated, one can transform $\tilde{Y}_{i}=\Sigma^{-1 / 2} Y_{i}, i=1, \ldots, n$ and perform the spectral method on $\left\{\tilde{Y}_{i}\right\}_{i=1}^{n}$. It would be an interesting and challenging problem to consider the general setting where $\Sigma$ is unknown. We leave this for future research.
8. Proofs. We prove the main results in Sections 2,3 and 4 in this section. The proofs for CCA and the additional technical results are given in the supplementary material [Cai and Zhang (2017)].
8.1. Proofs of general unilateral perturbation bounds. Some technical tools are needed to prove Theorems 1, 2 and Proposition 1. In particular, we need a few useful properties of $\sin \Theta$ distances given below in Lemma 1. Specifically, Lemma 1 provides some more convenient expressions than the definitions for the $\sin \Theta$ distances. It also shows that they are indeed distances as they satisfy triangle inequality. Some other widely used metrics for orthogonal spaces, including

$$
\begin{align*}
D_{\mathrm{sp}}(\hat{V}, V)= & \inf _{O \in \mathbb{O}_{r}}\|\hat{V}-V O\|, \quad D_{F}(\hat{V}, V)=\inf _{O \in \mathbb{O}_{r}}\|\hat{V}-V O\|_{F},  \tag{8.1}\\
& \left\|\hat{V} \hat{V}^{\top}-V V^{\top}\right\|, \quad\left\|\hat{V} \hat{V}^{\top}-V V^{\top}\right\|_{F} \tag{8.2}
\end{align*}
$$

are shown to be equivalent to the $\sin \Theta$ distances.

Lemma 1 (Properties of the $\sin \Theta$ distances). The following properties hold for the $\sin \Theta$ distances:

1. (Equivalent expressions.) Suppose $V, \hat{V} \in \mathbb{O}_{p, r}$. If $V_{\perp}$ is an orthogonal extension of $V$, namely $\left[V V_{\perp}\right] \in \mathbb{O}_{p}$, we have the following equivalent forms for $\|\sin \Theta(\hat{V}, V)\|$ and $\|\sin \Theta(\hat{V}, V)\|_{F}$ :

$$
\begin{align*}
\|\sin \Theta(\hat{V}, V)\| & =\sqrt{1-\sigma_{\min }^{2}\left(\hat{V}^{\top} V\right)}=\left\|\hat{V}^{\top} V_{\perp}\right\|,  \tag{8.3}\\
\|\sin \Theta(\hat{V}, V)\|_{F} & =\sqrt{r-\left\|V^{\top} \hat{V}\right\|_{F}^{2}}=\left\|\hat{V}^{\top} V_{\perp}\right\|_{F} . \tag{8.4}
\end{align*}
$$

2. (Triangle inequality.) For any $V_{1}, V_{2}, V_{3} \in \mathbb{O}_{p, r}$,

$$
\begin{gather*}
\left\|\sin \Theta\left(V_{2}, V_{3}\right)\right\| \leq\left\|\sin \Theta\left(V_{1}, V_{2}\right)\right\|+\left\|\sin \Theta\left(V_{1}, V_{3}\right)\right\|  \tag{8.5}\\
\left\|\sin \Theta\left(V_{2}, V_{3}\right)\right\|_{F} \leq\left\|\sin \Theta\left(V_{1}, V_{2}\right)\right\|_{F}+\left\|\sin \Theta\left(V_{1}, V_{3}\right)\right\|_{F} \tag{8.6}
\end{gather*}
$$

3. (Equivalence with other metrics.) The metrics defined as (8.1) and (8.2) are equivalent to $\sin \Theta$ distances as the following inequalities hold:

$$
\begin{aligned}
\|\sin \Theta(\hat{V}, V)\| & \leq D_{\mathrm{sp}}(\hat{V}, V) \leq \sqrt{2}\|\sin \Theta(\hat{V}, V)\| \\
\|\sin \Theta(\hat{V}, V)\|_{F} & \leq D_{F}(\hat{V}, V) \leq \sqrt{2}\|\sin \Theta(\hat{V}, V)\|_{F} \\
\|\sin \Theta(\hat{V}, V)\| & \leq\left\|\hat{V} \hat{V}^{\top}-V V^{\top}\right\| \leq 2\|\sin \Theta(\hat{V}, V)\| \\
\left\|\hat{V} \hat{V}^{\top}-V V^{\top}\right\|_{F} & =\sqrt{2}\|\sin \Theta(\hat{V}, V)\|_{F}
\end{aligned}
$$

Proof of Proposition 1. First, we can rotate the right singular space by right multiplying the whole matrices $A, V^{\top}, W^{\top}$ by [ $W W_{\perp}$ ] without changing the singular values and left singular vectors. Thus, without loss of generality, we assume that

$$
\left[W W_{\perp}\right]=I_{p_{2}}
$$

Next, we further calculate the SVD: $A W=A_{[:, 1: r]}:=\bar{U} \bar{\Sigma} \bar{V}^{\top}$, where $\bar{U} \in$ $\mathbb{O}_{p_{1}, r}, \bar{\Sigma} \in \mathbb{R}^{r \times r}, \bar{V} \in \mathbb{O}_{r}$, and rotate the left singular space by left multiplying the whole matrix $A$ by $\left[\bar{U} \bar{U}_{\perp}\right]^{\top}$, then rotate the right singular space by right multiplying $A_{[:, 1: r]}$ by $\bar{V}$. After this rotation, the singular structure of $A, A W$ are unchanged. Again without loss of generality, we can assume that $\left[\begin{array}{ll}\bar{U} & \bar{U}_{\perp}\end{array}\right]^{\top}=I_{p_{1}}, \bar{V}=I_{r}$. After these two steps of rotations, the formation of $A$ is much simplified,

$$
A=\begin{gather*}
r  \tag{8.7}\\
p_{1}-r
\end{gather*}\left[\begin{array}{cccc}
\sigma_{1}(A W) & r & & p_{2}-r \\
& \ddots & & \bar{U}^{\top} A W_{\perp} \\
& 0 & \sigma_{r}(A W) & \bar{U}_{\perp}^{\top} A W_{\perp}
\end{array}\right],
$$

while the problem we are considering is still without loss of generality. For convenience, denote

$$
\begin{equation*}
\left(\bar{U}^{\top} A W_{\perp}\right)^{\top}=\left[y^{(1)} y^{(2)} \cdots y^{(r)}\right], \quad y^{(1)}, \ldots, y^{(r)} \in \mathbb{R}^{p_{2}-r} \tag{8.8}
\end{equation*}
$$

We can further compute that
(8.9) $\quad A^{\top} A=\begin{array}{cccc} & r & & p_{2}-r \\ & p_{2}-r\end{array}\left[\begin{array}{cccc}\sigma_{1}^{2}(A W) & & & \sigma_{1}(A W) y^{(1) \top} \\ & \ddots & & \vdots \\ & & \sigma_{r}^{2}(A W) & \sigma_{r}(A W) y^{(r) \top} \\ \sigma_{1}(A W) y^{(1)} & \cdots & \sigma_{r}(A W) y^{(r)} & \left(A W_{\perp}\right)^{\top} A W_{\perp}\end{array}\right]$.

By basic theory in algebra, the $i$ th eigenvalue of $A^{\top} A$ is equal to $\sigma_{i}^{2}(A)$, and the $i$ th eigenvector of $A^{\top} A$ is equal to the $i$ th right singular vector of $A$ (up-to-sign). Suppose the singular vectors of $A$ are $\tilde{V}=\left[v^{(1)}, v^{(2)}, \ldots, v^{\left(p_{2}\right)}\right]$, where the singular values can be further decomposed into two parts as

$$
\begin{align*}
& v^{(k)}=\begin{array}{c}
r \\
p_{2}-r
\end{array}\left[\begin{array}{c}
\alpha^{(k)} \\
\beta^{(k)}
\end{array}\right], \quad \text { or equivalently, }  \tag{8.10}\\
& \alpha^{(k)}=W^{\top} v^{(k)}, \quad \beta^{(k)}=W_{\perp}^{\top} v^{(k)}
\end{align*}
$$

By observing the $i$ th entry of $A^{\top} A v^{(k)}=\sigma_{k}^{2}(A) v^{(k)}$, we know for $1 \leq i \leq r, r+$ $1 \leq k \leq p_{2}$,

$$
\left(\sigma_{i}^{2}(A W)-\sigma_{k}^{2}(A)\right) \alpha_{i}^{(k)}+\sigma_{i}(A W) y^{(i) \top} \beta^{(k)}=0
$$

$$
\begin{equation*}
\Rightarrow \quad \alpha_{i}^{(k)}=\frac{-\sigma_{i}(A W)}{\sigma_{i}^{2}(A W)-\sigma_{k}^{2}(A)} y^{(i) \top} \beta^{(k)} \tag{8.11}
\end{equation*}
$$

Recall the assumption that

$$
\begin{equation*}
\sigma_{1}(A W) \geq \cdots \geq \sigma_{r}(A W)>\sigma_{r+1}(A) \geq \cdots \sigma_{p_{2}}(A) \geq 0 \tag{8.12}
\end{equation*}
$$

Also $\frac{x}{x^{2}-y^{2}}=\frac{1}{x-y^{2} / x}$ is a decreasing function for $x$ and a increasing function for $y$ when $x>y \geq 0$, so

$$
\begin{align*}
& \frac{\sigma_{i}(A W)}{\sigma_{i}^{2}(A W)-\sigma_{k}^{2}(A)}  \tag{8.13}\\
& \quad \leq \frac{\sigma_{r}(A W)}{\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)}, \quad 1 \leq i \leq r, r+1 \leq k \leq p_{2}
\end{align*}
$$

Since $\left[\beta^{(r+1)} \cdots \beta^{\left(p_{2}\right)}\right]$ is the submatrix of the orthogonal matrix $V$,

$$
\begin{equation*}
\left\|\left[\beta^{(r+1)} \cdots \beta^{\left(p_{2}\right)}\right]\right\| \leq 1 \tag{8.14}
\end{equation*}
$$

Now we can give an upper bound for the Frobenius norm of $\left[\alpha^{(r+1)} \cdots \alpha^{\left(p_{2}\right)}\right]$

$$
\begin{aligned}
& \left\|\left[\alpha^{(r+1)} \cdots \alpha^{\left(p_{2}\right)}\right]\right\|_{F}^{2} \\
& \quad=\sum_{i=1}^{r} \sum_{k=r+1}^{p_{2}}\left(\alpha_{i}^{(k)}\right)^{2} \\
& \quad \stackrel{(8.13)}{\leq} \frac{\sigma_{r}^{2}(A W)}{\left(\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)\right)^{2}} \sum_{i=1}^{r} \sum_{k=r+1}^{p_{2}}\left(y^{(i) \top} \beta^{(k)}\right)^{2} \\
& \quad \leq \frac{\sigma_{r}^{2}(A W)}{\left(\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)\right)^{2}}\left\|\left[y_{1} \cdots y_{r}\right]^{\top}\right\|_{F}^{2}\left\|\left[\beta^{(r+1)} \cdots \beta^{\left(p_{2}\right)}\right]\right\|^{2} \\
& \quad(8.8)(8.14) \\
& \leq \frac{\sigma_{r}^{2}(A W)}{\left(\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)\right)^{2}}\left\|\bar{U}^{\top} A W_{\perp}\right\|_{F}^{2} .
\end{aligned}
$$

It is more complicated to give a upper bound for the spectral norm of $\left[\alpha^{(r+1)} \ldots\right.$ $\left.\alpha^{\left(p_{2}\right)}\right]$. Suppose $s=\left(s_{r+1}, \ldots, s_{p_{2}}\right) \in \mathbb{R}^{p_{2}-r}$ is any vector with $\|s\|_{2}=1$. Based
on (8.11),

$$
\begin{aligned}
\sum_{k=r+1}^{p_{2}} s_{k} \alpha_{i}^{(k)} & =\sum_{k=r+1}^{p_{2}} \frac{-s_{k} \sigma_{i}(A W) y^{(i) \top} \beta^{(k)}}{\sigma_{i}^{2}(A W)-\sigma_{k}^{2}(A)} \\
& =\sum_{k=r+1}^{p_{2}} \frac{-s_{k}}{\sigma_{i}(A W)} \frac{1}{1-\sigma_{k}^{2}(A) / \sigma_{i}(A W)^{2}} y^{(i) \top} \beta^{(k)} \\
& \stackrel{(8.12)}{=} \sum_{k=r+1}^{p_{2}} \sum_{l=0}^{\infty} \frac{-s_{k} \sigma_{k}^{2 l}(A)}{\sigma_{i}^{2 l+1}(A W)} y^{(i) \top} \beta^{(k)} \\
& =\sum_{l=0}^{\infty} \frac{-y^{(i) \top}}{\sigma_{i}^{2 l+1}(A W)}\left(\sum_{k=r+1}^{p_{2}} s_{k} \sigma_{k}^{2 l}(A) \beta^{(k)}\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left\|\sum_{k=r+1}^{p_{2}} s_{k} \alpha^{(k)}\right\|_{2} \leq & \sum_{l=0}^{\infty} \|\left[\begin{array}{c}
y^{(1) \mathrm{T}} / \sigma_{1}^{2 l+1}(A W) \\
\vdots \\
y^{(r) \mathrm{T}} / \sigma_{r}^{2 l+1}(A W)
\end{array}\right] \\
& \cdot\left(\sum_{k=r+1}^{p_{2}} s_{k} \sigma_{k}^{2 l}(A) \beta^{(k)}\right) \|_{2} \\
\leq & \sum_{l=0}^{\infty} \frac{\left\|\left[y^{(1)} y^{(2)} \cdots y^{(r)}\right]\right\|}{\sigma_{r}^{2 l+1}(A W)} \\
& \cdot \|\left[\beta^{(r+1)} \beta^{\left.(r+2) \cdots \beta^{\left(p_{2}\right)}\right] \|}\right. \\
& \cdot\left\|\left(s_{r+1} \sigma_{r+1}^{2 l}(A), \ldots, s_{p_{2}} \sigma_{p_{2}}^{2 l}(A)\right)\right\|_{2} \\
(8.8)(8.14)(8.12) & \sum_{l=0}^{\infty} \frac{\left\|\tilde{U}^{\top} A W_{\perp}\right\|}{\sigma_{r}^{2 l+1}(A W)} \cdot \sigma_{r+1}^{2 l}(A)\|s\|_{2} \\
= & \frac{\left\|\tilde{U}^{\top} A W_{\perp}\right\| \sigma_{r}(A W)}{\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)},
\end{aligned}
$$

which implies

$$
\left\|\left[\alpha^{(r+1)} \cdots \alpha^{\left(p_{2}\right)}\right]\right\| \leq \frac{\left\|\tilde{U}^{\top} A W_{\perp}\right\| \sigma_{r}(A W)}{\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)}
$$

Note the definition of $\alpha^{(i)}$ in (8.10), we know

$$
\left[\alpha^{(r+1)} \alpha^{(r+2)} \cdots \alpha^{\left(p_{2}\right)}\right]=\tilde{V}_{\left[1: r,(r+1): p_{2}\right]}=\left(V_{\perp}\right)_{[1: r,:]}
$$

Thus,

$$
\begin{align*}
&\|\sin \Theta(V, W)\| \stackrel{(8.3)}{=}\left\|W^{\top} V_{\perp}\right\| \\
&=\left\|\left[\alpha^{(r+1)} \cdots \alpha^{\left(p_{2}\right)}\right]\right\| \\
& \leq \frac{\left\|\tilde{U}^{\top} A W_{\perp}\right\| \sigma_{r}(A W)}{\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)} \\
&\|\sin \Theta(V, W)\|_{F}^{2} \stackrel{(8.4)}{=}\left\|W^{\top} V_{\perp}\right\|_{F}^{2}  \tag{8.15}\\
&=\left\|\left[\alpha^{(r+1)} \cdots \alpha^{\left(p_{2}\right)}\right]\right\|_{F}^{2} \\
& \leq \frac{\left\|\tilde{U}^{\top} A W_{\perp}\right\|_{F}^{2} \sigma_{r}^{2}(A W)}{\left(\sigma_{r}^{2}(A W)-\sigma_{r+1}^{2}(A)\right)^{2}}
\end{align*}
$$

Finally, since $\bar{U}$ is the left singular vectors of $A W$,

$$
\begin{equation*}
\left\|\bar{U}^{\top} A W_{\perp}\right\|=\left\|\mathbb{P}_{(A W)} A W_{\perp}\right\|, \quad\left\|\bar{U}^{\top} A W_{\perp}\right\|_{F}=\left\|\mathbb{P}_{(A W)} A W_{\perp}\right\| \tag{8.16}
\end{equation*}
$$

The upper bounds 1 in (2.11) and $\sqrt{r}$ on (2.12) are trivial. Therefore, we have finished the proof of Proposition 1.

Proof of Theorem 1. Before proving this theorem, we introduce the following lemma on the inequalities of the singular values in the perturbed matrix.

Lemma 2. Suppose $X \in \mathbb{R}^{p \times n}, Y \in \mathbb{R}^{p \times n}, \operatorname{rank}(X)=a, \operatorname{rank}(Y)=b$ :

1. $\sigma_{a+b+1-r}(X+Y) \leq \min \left(\sigma_{a+1-r}(X), \sigma_{b+1-r}(Y)\right)$ for $r \geq 1$;
2. if we further have $X^{\top} Y=0$ or $X Y^{\top}=0$, we must have $a+b \leq n \wedge p$, and

$$
\sigma_{r}^{2}(X+Y) \geq \max \left(\sigma_{r}^{2}(X), \sigma_{r}^{2}(Y)\right)
$$

for any $r \geq 1$. Also,

$$
\sigma_{1}^{2}(X+Y) \leq \sigma_{1}^{2}(X)+\sigma_{1}^{2}(Y)
$$

The proof of Lemma 2 is provided in the supplementary materials [Cai and Zhang (2017)]. Applying Lemma 2, we get

$$
\begin{align*}
\sigma_{\min }^{2}(\hat{X} V) & =\sigma_{r}^{2}(\hat{X} V)=\sigma_{r}^{2}\left(U U^{\top} \hat{X} V+U_{\perp} U_{\perp}^{\top} \hat{X} V\right)  \tag{8.17}\\
& \geq \sigma_{r}^{2}\left(U U^{\top} \hat{X} V\right)=\alpha^{2} \quad(\text { by Lemma 2, part 2) }
\end{align*}
$$

Since $U, V$ have $r$ columns, $\operatorname{rank}\left(\hat{X} V V^{\top}\right), \operatorname{rank}\left(U U^{\top} \hat{X}\right) \leq r$. Also since $\hat{X}=$ $U_{\perp} U_{\perp}^{\top} \hat{X}+U U^{\top} \hat{X}=\hat{X} V_{\perp} V_{\perp}^{\top}+\hat{X} V V^{\top}$, we have

$$
\begin{aligned}
\sigma_{r+1}^{2}(\hat{X}) & \leq \min \left\{\sigma_{1}^{2}\left(U_{\perp} U_{\perp}^{\top} \hat{X}\right), \sigma_{1}^{2}\left(\hat{X} V_{\perp} V_{\perp}^{\top}\right)\right\} \quad \text { (by Lemma 2, part 1) } \\
& =\min \left\{\sigma_{1}^{2}\left(Z_{21}+U_{\perp}^{\top} \hat{X} V_{\perp}\right), \sigma_{1}^{2}\left(Z_{12}+U_{\perp}^{\top} \hat{X} V_{\perp}\right)\right\} \\
& \leq\left(\beta^{2}+z_{12}^{2}\right) \wedge\left(\beta^{2}+z_{21}^{2}\right) \quad(\text { by Lemma 2, part 2) } \\
& =\beta^{2}+z_{12}^{2} \wedge z_{21}^{2}
\end{aligned}
$$

We shall also note the fact that for any matrix $A \in \mathbb{R}^{p \times r}$ with $r \leq p$, denote the SVD as $A=U_{A} \Sigma_{A} V_{A}^{\top}$, then

$$
\begin{equation*}
\left\|A\left(A^{\top} A\right)^{\dagger}\right\|=\left\|U_{A} \Sigma_{A} V_{A}^{\top}\left(V_{A} \Sigma_{A}^{2} V_{A}^{\top}\right)^{\dagger}\right\|=\left\|U_{A} \Sigma_{A}^{\dagger} V_{A}^{\top}\right\| \leq \sigma_{\min }^{-1}(A) \tag{8.18}
\end{equation*}
$$

Thus,

$$
\begin{aligned}
\left\|\mathbb{P}_{(\hat{X} V)} \hat{X} V_{\perp}\right\| & =\left\|\mathbb{P}_{(\hat{X} V)} \mathbb{P}_{U} \hat{X} V_{\perp}+\mathbb{P}_{(\hat{X} V)} \mathbb{P}_{U_{\perp}} \hat{X} V_{\perp}\right\| \\
& \leq\left\|\mathbb{P}_{(\hat{X} V)} U U^{\top} \hat{X} V_{\perp}\right\|+\left\|\mathbb{P}_{(\hat{X} V)} U_{\perp} U_{\perp}^{\top} \hat{X} V_{\perp}\right\| \\
& \leq\left\|U^{\top} \hat{X} V_{\perp}\right\|+\left\|\hat{X} V\left[(\hat{X} V)^{\top}(\hat{X} V)\right]^{-1}(\hat{X} V)^{\top} U_{\perp} U_{\perp}^{\top} \hat{X} V_{\perp}\right\| \\
& \leq\left\|U^{\top} \hat{X} V_{\perp}\right\|+\left\|\hat{X} V\left[(\hat{X} V)^{\top}(\hat{X} V)\right]^{-1}\right\| \cdot\left\|U_{\perp}^{\top} \hat{X} V\right\| \cdot\left\|U_{\perp}^{\top} \hat{X} V_{\perp}\right\| \\
& \stackrel{(8.18)}{\leq}\left\|U^{\top} Z V_{\perp}\right\|+\frac{1}{\sigma_{\min }(\hat{X} V)}\left\|U_{\perp}^{\top} Z V\right\| \cdot\left\|U_{\perp}^{\top} \hat{X} V_{\perp}\right\| \\
& \stackrel{(8.17)}{\leq} z_{12}+\frac{\beta}{\alpha} z_{21}=\frac{\alpha z_{12}+\beta z_{21}}{\alpha} .
\end{aligned}
$$

Similarly,

$$
\left\|P_{(\hat{X} V)} \hat{X} V_{\perp}\right\|_{F} \leq \frac{\alpha\left\|Z_{12}\right\|_{F}+\beta\left\|Z_{21}\right\|_{F}}{\alpha}
$$

Next, applying Proposition 1 by setting $A=\hat{X}, \tilde{W}=\left[\begin{array}{ll}V & V_{\perp}\end{array}\right], \tilde{V}=\left[\begin{array}{ll}\hat{V} & \hat{V}_{\perp}\end{array}\right]$, we could obtain (2.4).

## SUPPLEMENTARY MATERIAL

Supplement to "Rate-optimal perturbation bounds for singular subspaces with applications to high-dimensional statistics" (DOI: 10.1214/17AOS1541SUPP; .pdf). The supplementary material includes the proofs for Theorem 2, Corollary 1 , matrix denoising, high-dimensional clustering, canonical correlation analysis and all the technical lemmas.
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