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Abstract The Tile hadronic calorimeter of the ATLAS de-

tector has undergone extensive testing in the experimental

hall since its installation in late 2005. The readout, control

and calibration systems have been fully operational since

2007 and the detector has successfully collected data from

the LHC single beams in 2008 and first collisions in 2009.

This paper gives an overview of the Tile Calorimeter per-

formance as measured using random triggers, calibration

data, data from cosmic ray muons and single beam data.

The detector operation status, noise characteristics and per-

formance of the calibration systems are presented, as well

as the validation of the timing and energy calibration carried

out with minimum ionising cosmic ray muons data. The cal-

ibration systems’ precision is well below the design value of

1%. The determination of the global energy scale was per-

formed with an uncertainty of 4%.

1 Introduction

The ATLAS Tile Calorimeter (TileCal) [1] is the barrel

hadronic calorimeter of the ATLAS experiment [2] at the

⋆⋆ e-mail: atlas.secretariat@cern.ch

CERN Large Hadron Collider [3]. Calorimeters have a pri-

mary role in a general-purpose hadron collider detector.

The ATLAS calorimeter system provides accurate energy

and position measurements of electrons, photons, isolated

hadrons, taus and jets. It also contributes in particle identi-

fication and in muon momentum reconstruction. In the bar-

rel part of ATLAS, together with the electromagnetic bar-

rel calorimeter, TileCal focuses on precise measurements of

hadrons, jets, taus and the missing transverse energy (Emiss
T ).

The performance requirements are driven by the ATLAS

physics programme:

– The energy resolution for jets of σ/E = 50%/
√

E(GeV)

⊕3% guarantees good sensitivity for measurements of

physics processes at the TeV scale, e.g. quark composite-

ness and heavy bosons decaying to jets. While one cannot

separate the individual calorimeter performance issues,

studies have shown that a random 10% non-uniformity

on the TileCal cells energy response would add no more

than 1% to the jet energy resolution constant term [4].

– For precision measurements such as the top quark mass, it

will be desirable to reach a systematic uncertainty on the

jet energy scale of 1%. Since about a third of the jet trans-

verse energy is deposited in TileCal [5], its energy scale

uncertainty should ultimately be below a 3% requirement.

mailto:atlas.secretariat@cern.ch
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– The response linearity within 2% up to about 4 TeV is

crucial for observing new physics phenomena (e.g. quark

compositeness).

– A good measurement of Emiss
T is important for many

physics signatures, in particular for SUSY particle search-

es and new physics. In addition to sufficient total calorime-

ter thickness and a large coverage in pseudorapidity, this

very sensitive measurement requires also a small fraction

of dead detector regions which create fake Emiss
T . The re-

quirement depends on the signal to background ratio of

the search.

The Tile Calorimeter has been installed in the experimen-

tal hall since 2005 and since then has undergone through

several phases of commissioning and integration in the AT-

LAS detector system. The main goal of this paper is to

present the outcome of this commissioning phase, at the start

of the LHC collisions data-taking. The paper is organised

as follows: Section 2 gives a brief description of the Tile

Calorimeter and discusses the overall detector status and the

data-taking conditions after the commissioning was carried

out. Section 3 presents the method for the channel signal

reconstruction, the overall quality of the detector in cover-

age, noise characteristics and conditions stability. Section 4

shows the details on the three calibration systems used to

set and maintain the cell energy scale and set the timing

offsets, as well as results on the precision and stability of

each system. The related energy scale uncertainties and the

inter-calibration issues are also discussed. The last section

(Sect. 5) is devoted to the validation of the performance us-

ing data from cosmic muons produced in cosmic ray show-

ers in the atmosphere, referred to in short form throughout

this paper as “cosmic muons” or “cosmic ray muons”. Re-

sults are presented on energy and time reconstruction, uni-

formity across the calorimeter and comparison with Monte

Carlo simulations. A subsection is devoted to the intercali-

bration of the scintillators that are located in the gap between

barrel and extended barrels.

2 Detector and data taking setup

2.1 Overview of the Tile Calorimeter

TileCal is a large hadronic sampling calorimeter using plas-

tic scintillator as the active material and low-carbon steel

(iron) as the absorber. Spanning the pseudorapidity1 region

−1.7 < η < 1.7, the calorimeter is sub-divided into the

barrel, also called long barrel (LB), in the central region

1The pseudorapidity η is defined as η = − ln(tan θ
2
), where θ is the

polar angle measured from the beam axis. The azimuthal angle φ is

measured around the beam axis, with positive (negative) values corre-

sponding to the top (bottom) part of the detector.

(−1.0 < η < 1.0) and the two extended barrels (EB) that

flank it on both sides (0.8 < |η| < 1.7), as shown in Fig. 1.

Both the barrel and extended barrel cylinders are segmented

into 64 wedges (modules) in φ, corresponding to a Δφ gran-

ularity of ∼0.1 radians. Radially, each module is further seg-

mented into three layers which are approximately 1.5, 4.1

and 1.8 λ (nuclear interaction length for protons) thick for

the barrel and 1.5, 2.6 and 3.3 for the extended barrel. The

Δη segmentation for each module is 0.1 in the first two ra-

dial layers and 0.2 in the third layer (Fig. 2). The φ, η and ra-

dial segmentation define the three dimensional TileCal cells.

Each cell volume is made of dozens of iron plates and scin-

tillating tiles. Wavelength shifting fibres coupled to the tiles

on either φ edge of the cells, as shown in Fig. 3, collect

the produced light and are read out via square light guides

by two different photomultiplier tubes (PMTs), each linked

to one readout channel. Light attenuation in the scintillat-

ing tiles themselves would cause a response non-uniformity

of up to 40% in the case of a single readout, for particles

entering at different impact positions across φ. The double

readout improves the response uniformity to within a few

percent, in addition to providing redundancy.

In addition to the standard cells, the Intermediate Tile

Calorimeter (ITC) covers the region 0.8 < η < 1.0 (labelled

D4 and C10 in Fig. 2). To accommodate services and read-

out electronics for other ATLAS detector systems, several of

the ITC cells have a special construction: per side, three D4

cells have reduced thickness and eight C10 cells are plain

scintillator plates. Located on the remaining, inner radius

surface of the extended barrel modules, the gap scintilla-

tors cover the region of 1.0 < η < 1.2 (labelled E1 and E2

in the figure), while the crack scintillators are located on

the front of the Liquid Argon endcap and cover the region

1.2 < η < 1.6 (labelled E3 and E4).

In the present (initial) configuration, eight pairs of crack

scintillators have been removed to permit routing of sig-

nal cables from the 16 Minimum Bias Trigger Scintillators

(MBTS), in each side. Located on the front face of the Liq-

uid Argon end-cap cryostat, the MBTS span an η range of

2.12 < |η| < 3.85 and are readout by the TileCal EB elec-

tronics. They are used mainly for triggering on collisions in

the very early stage of LHC operation and for rate measure-

ments of halo muons, beam-gas and minimum bias events

during the low-luminosity running.

The Tile Calorimeter readout architecture divides the de-

tector in four partitions, a definition that is widely used in

this paper. The barrel is divided in two partitions (LBA and

LBC) by the plane perpendicular to the beam line and cross-

ing the interaction point, and each of the two extended bar-

rels is a separate partition (EBA and EBC).

The TileCal readout electronics is contained in “drawers”

which slide into the structural girders at the outer radius of

the calorimeter. Barrel modules are read out by two drawers
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Fig. 1 A cut-away drawing of

the ATLAS inner detector and

calorimeters. The Tile

Calorimeter consists of one

barrel and two extended barrel

sections and surrounds the

Liquid Argon barrel

electromagnetic and endcap

hadronic calorimeters. In the

innermost radii of ATLAS, the

inner detector (shown in grey) is

used for precision tracking of

charged particles

Fig. 2 Segmentation in depth and η of the Tile Calorimeter modules in

the barrel (left) and extended barrel (right). The bottom of the picture

corresponds to the inner radius of the cylinder. The Tile Calorimeter is

symmetric with respect to the interaction point. The cells between two

consecutive dashed lines form the first level trigger calorimeter tower

(one inserted from each face) and extended barrel modules

are read out by one drawer each. Each drawer typically con-

tains 45 (32) readout channels in the barrel (extended barrel)

and a summary of the channels, cells and trigger outputs in

TileCal is shown in Table 1.2

The front-end electronics as well as the drawers’ Low

Voltage Power Supplies (LVPS) are located on the calorime-

ter itself and are designed to operate under the conditions

2The 16 reduced thickness extended barrel C10 cells are readout by

only one PMT. Two extended barrel D4 cells are merged with the cor-

responding D5 cells and have a common readout.

of magnetic fields and radiation. One drawer with its LVPS

reads out a region of Δη × Δφ = 0.8 × 0.1 in the barrel and

0.7 × 0.1 in the extended barrel.

In the electronics readout, the signals from the PMT are

first shaped using a passive shaping circuit. The shaped

pulse is amplified in separate high (HG) and low (LG) gain

branches, with a nominal gain ratio of 64:1. The shaper, the

charge injection calibration system (CIS), and the gain split-

ting are all located on a small printed circuit board known

as the 3-in-1 card [6]. The HG and LG signals are sampled

with the LHC bunch-crossing frequency of 40 MHz using a

10-bit ADC in the Tile Data Management Unit (DMU) chip
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Fig. 3 Schematic showing the mechanical assembly and the optical

readout of the Tile Calorimeter, corresponding to a φ wedge. The vari-

ous components of the optical readout, namely the tiles, the fibres and

the photomultipliers, are shown. The trapezoidal scintillating tiles are

oriented radially and normal to the beam line and are read out by fibres

coupled to their non-parallel sides

Table 1 Number of channels, cells and trigger outputs of the Tile

Calorimeter. The gap and crack and MBTS channels are readout in

the extended barrel drawers

Channels Cells Trigger Outputs

Long barrel 5760 2880 1152

Extended barrel 3564 1790 768

Gap and crack 480 480 128

MBTS 32 32 32

Total 9836 5182 2080

which is located on the digitiser board [7]. This chip con-

tains a pipeline memory that stores the sampled data for up

to 6.4 µs. The pipeline memory can be adjusted in coarse

timing steps of 25 ns. The digitisation timing of the ADCs

can be adjusted in multiples of ∼0.1 ns so that the cen-

tral sample is as close to the PMT pulse peak as possible

and to make sure the full extension of the pulse is sam-

pled. However, this adjustment is possible only for groups

of six channels, so a residual offset remains, that must be

dealt with at the signal reconstruction level (see Sect. 3.2).

Due to bandwidth requirements, only seven samples from

one gain are read out from the front-end electronics. A gain

switch is used to determine if the high or low gain is sent.

The digitised samples are sent via optical fibres to the back-

end electronics which are located outside the experimental

hall. From the digitised samples, the back-end electronics

determine the time and energy of the channel’s signal as de-

scribed in Sect. 3.2.

In addition to the digital readout of the PMT signal, a

millisecond-timescale integrator circuit is also located on

the 3-in-1 card. The Tile integrator is designed to mea-

sure the PMT current during 137Cs calibrations (see Sect. 4)

and also to measure the current from minimum bias proton-

proton interactions at the LHC. The integration period is ap-

proximately 14 ms and a 12-bit ADC is used for the readout.

Adder boards are distributed along the drawer. Each

adder board receives the analogue signals from up to six 3-

in-1 cards corresponding to cells of the same η. The trig-

ger signal corresponding to a “tower” (see Fig. 2) of cells

with Δη × Δφ = 0.1 × 0.1 is formed by an analogue sum

of the input signals and, together with the signals from the

other calorimeters, are sent via long cables to the Level-1

(L1) calorimeter trigger system to identify jets, taus, total

calorimeter energy and Emiss
T signatures. The signal from

all four gap and crack scintillators is also summed by the

adder board and passed to the L1 calorimeter trigger. A sec-

ond output of the adder boards (so-called muon output), that

can be used at a later stage to reduce the muon background

rates, contains only the signal from cells of the outermost

calorimeter layer. Presently a fraction of the muon outputs

is used for carrying the MBTS signals to the L1 trigger sys-

tem.

2.2 Detector and data taking overview

The detector performance and stability results exposed in

this paper are based on calibration systems’ data and ran-

dom triggered events which cover extended periods from

mid-2008 up to the end of 2009 excluding the maintenance

period between December 2008 and May 2009. The results

from cosmic muons and single beam are from the autumn

2008 data-taking period, with the exception of the single

beam data for timing studies, for which the winter 2009 and

spring 2010 data is also used.

The Tile Calorimeter at the end of 2008 data-taking pe-

riod was fully operational with approximately 1.5% dead

cells. The majority of the dead cells were due to three draw-

ers that were non-operational because of power supply prob-

lems or data corruption, amounting to 60 cells or 1.2%. The

remaining dead cells were randomly distributed throughout

TileCal. During the 2009 data-taking period there were 48

unusable cells, fewer than 1%. The number of dead L1 trig-

ger towers is less than 0.5% and they are uniformly dis-

tributed throughout the detector. For details on how non-

operational cells are defined and the breakdown of their

problems for the 2009 data-taking, see Sect. 3.1.
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The cosmic data used for performance validation was

collected mainly between September and October 2008 us-

ing the full ATLAS detector, including the inner detector

and muon systems, with around one million events used for

the present paper. The cosmic trigger configuration during

this run period consisted of L1 triggers from the muon spec-

trometer3 (both the Resistive Plate Chamber (RPC) and the

Thin Gap Chambers (TGC)), the L1 calorimeter trigger and

the MBTS. For much of the cosmic ray analysis discussed in

Sect. 5, the data sample was selected by requiring a L1 trig-

ger and at least one track reconstructed in the inner detector,

from the Pixel, SemiConductor Tracker (SCT) and Transi-

tion Radiation Tracker (TRT).4 The majority of the events

came from the L1 muon spectrometer triggers. During this

running period, the ATLAS magnets were run in four dif-

ferent configurations; no magnetic field, solenoid magnet on

only, toroid magnet on only and both solenoid and toroid

magnets on. The results exposed here were obtained with

the full ATLAS fields on.

From the single beam data used in this paper the “splash”

events and “scraping” events are used for time and energy

studies. The former term is used for events occurring when

the LHC beam hits the closed tertiary collimators positioned

140 m up-stream of the detector and are characterised by

millions of high-energy particles arriving simultaneously in

the ATLAS detector. The latter occur when the open col-

limators are scraping the LHC beam, allowing a moderate

number of particles to the detector.

3 Detector performance and signal reconstruction

3.1 Detector and data quality status overview

The TileCal detector operated at the end of 2009 with 99.1%

of cells functional for the digital readout and 99.7% of trig-

ger towers functional for the L1. The numbers and fractions

of non-operational cells, channels and trigger towers in the

four calorimeter partitions are shown in Table 2.

The problematic channels belong to two categories: chan-

nels with fatal problems and channels with data quality

problems. The so-called fatal problems are channels deemed

unusable and are masked for the offline reconstruction and

at the High Level Trigger (HLT). These channels include:

1. 44 cells (88 channels) due to two drawers with non-

functional LVPS.

2. 10 channels with no response due to failures of one or

more components in the readout chain, such as 3-in-1

cards, PMTs or ADCs.

3See Ref. [2], Fig. 1.4, for details on the layout.

4See Ref. [2], Fig. 1.1, for details on the layout.

Table 2 Summary of the number of masked channels and cells in

TileCal as of November 9th, 2009. The number of dead trigger towers

quoted is towers that are non-operational due to problems in TileCal’s

front-end electronics, not counting those related to LVPS (18 towers)

Partition Masked Masked Dead Trigger

Channels Cells Towers

Barrel A-side 59 (2.05%) 23 (1.60%) 2 (0.3%)

Barrel C-side 58 (2.01%) 25 (1.74%) 0 (0.0%)

Ext. barrel A-side 6 (0.29%) 0 (0.00%) 2 (0.5%)

Ext. barrel C-side 1 (0.05%) 0 (0.00%) 1 (0.3%)

Total 124 (1.26%) 48 (0.93%) 5 (0.3%)

3. 24 channels with digital data errors (17 channels with a

high occurrence rate of corrupted data and 7 with gain

switching problems).

4. 2 channels with high noise

The position in (η,φ) as of November 2009 of the unus-

able masked cells as described above, are shown in Fig. 4

and are summarised in Table 2. One can notice the major-

ity of the masked cells concentrated in two non-functional

front-end drawers.

Channels with data quality problems are flagged as such

for the reconstruction, but they are not masked. These chan-

nels include:

1. Channels with occasional data-corruption problems,

mainly due to front-end electronics malfunction or bad

configuration. These are excluded from the reconstruc-

tion by checking a quality fragment in the data record on

Fig. 4 Position in η and φ of the masked cells representing the sta-

tus on November 9th, 2009. The colours corresponding to numbers

1, 2, 3 show the number of layers masked for this (η,φ) region. The

non-integer numbers indicate that one readout channel of the cell is

masked
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an event by event basis. A fraction of the channels can be

recovered by resetting the front-end between LHC fills.

2. Channels which cannot be calibrated with one of the cali-

bration systems (see Sect. 4). These are flagged as poorly

calibrated channels.

3. Noisy channels, which are treated by describing appro-

priately in the database their higher-than-average noise

level to take into account while reconstructing their en-

ergy.

4. Channels where the response varies significantly over

time. These are also flagged for the offline use as poor

quality channels but their response can be corrected over

time if the source of variation is understood. Typical

cases include channels with varying response due to

changes over time of the high voltage applied to the pho-

tomultipliers.

The parameters that directly affect the measured response

of a channel are the temperature in the drawer and the ap-

plied high voltage because the PMT gain depends on them.

The PMT gain G is proportional to V 7, where V is the ap-

plied high voltage (HV), and decreases with temperature by

0.2% per ◦C. The operating conditions of the detector have

been constantly monitored online and recorded by the De-

tector Control System (DCS). The operating values of volt-

ages, currents, temperatures at the LVPS and at the front-

end have been very stable. Figure 5 gives a measure of the

long term evolution of the high voltage applied on the PMTs

for two periods of 3 and 6 months separated by the mainte-

nance period. The HV values, which are typically close to

∼670 V, have shown on average a difference of 0.17 V with

respect to the value set during intercalibration with an RMS

of 0.37 V during the considered period. This average stabil-

ity within 0.4 V for the whole calorimeter represents a 0.4%

reproducibility in the gain of the PMTs due to this factor

alone. Figure 6 shows the stability of the temperature mea-

sured by a probe installed in one PMT block for the same pe-

riod as for the HV measurements. The average over all the

calorimeter PMT probes is 24.1◦C with an RMS of 0.2◦C

for a period of 9 months interleaved by the maintenance pe-

riod.

3.2 Energy and time reconstruction

The channel signal properties—pulse amplitude, time and

pedestal—for all TileCal channels are reconstructed with

Fig. 5 Stability of the PMT

high voltage with respect to its

set value, averaging over all

PMTs for two periods of 3 and 6

months (left) separated by the

maintenance period. The

distribution of the differences of

the measured and the set HV

values for all PMTs over the

period considered is also shown

(right)

Fig. 6 Stability of the

temperature, as measured at one

PMT in each drawer, averaging

over all drawers and presented

for two periods of 3 and 6

months separated by the

maintenance period (left). The

distribution of the values for

individual drawers over the

whole period is also shown

(right)
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the Optimal Filtering (OF) method [8], which makes use of

weighted linear combinations of the digitised signal samples

(spaced by 25 ns). Due to the simplicity of its mathemat-

ical formulation, OF is implemented in the Digital Signal

Processors (DSPs) of the ReadOut Driver boards (RODs) [9]

and therefore provides energy and time information to the

HLT of ATLAS during the online data-taking. At present,

since the data-taking rate allows it, the seven digitised sam-

ples are also available offline for all the events together with

the results of the OF reconstruction from the RODs. The

procedure to compute the energy (given by the amplitude

A) and time (τ ) are given by the equations:

A =
n=7∑

i=1

aiSi, τ =
1

A

n=7∑

i=1

biSi, (1)

where Si is the sample taken at time ti (i = 1, . . . , n). The

coefficients of these combinations, ai and bi , known as the

OF weights, are obtained from knowledge of the pulse shape

and noise autocorrelation matrix, and are chosen in such a

way that the impact of the noise to the calorimeter resolution

is minimised. Figure 7 shows the pulse shape extracted from

data taken at the testbeam, selecting a channel with a given

value of deposited energy for each gain. This pulse shape is

the reference used in the estimation of the OF weights.

The reconstructed channel energy used by the HLT and

offline is:

Echannel = A · CADC→pC · CpC→GeV · CCs · CLaser. (2)

The signal amplitude A, described in more detail above, rep-

resents the measured energy in ADC counts as in (1). The

factor CADC→pC is the conversion factor of ADC counts to

charge and it is determined for each channel using a well

defined injected charge with the CIS (Charge Injection Sys-

tem) calibration system. The factor CpC→GeV is the conver-

Fig. 7 Pulse shape for high and low gain from testbeam data, used as

reference for the OF weights calculation

sion factor of charge to energy in GeV and it has been de-

fined at testbeam for a subset of modules via the response

to electron beams of known momentum in the first radial

layer. This factor is globally applied to all cells after being

adjusted for a dependence on the radial layer (see Sect. 4.4).

The factor CCs corrects for residual non-uniformities after

the gain equalisation of all channels has been performed by

the Cs radioactive source system. The factor CLaser, not cur-

rently implemented, corrects for non-linearities of the PMT

response measured by the Laser calibration system. The de-

rived time dependence of the last two factors will be applied

to preserve the energy scale of TileCal. The details of the

calibration procedures are discussed in Sect. 4.

The channel time, τ in (1), is the time difference between

the peak of the reconstructed pulse and the peak of the refer-

ence pulse. The OF weights used in the reconstruction were

calculated based on this reference pulse shifted by a time

phase that depends on each channel’s timing offsets mea-

sured with the calibration systems (and single-beam data),

the time-of-flight from the interaction point to that cell and

the hardware time adjustments mentioned in Sect. 2.1. Thus

the reconstructed time τ should be compatible with zero

for energy depositions coming from the interaction point.

If the time residual is not well known, for small deviations

(|τ | < 15 ns) the uncertainty of the reconstructed amplitude

depends on τ through a well-defined parabolic function, that

can be used for an energy correction at the level of the HLT

or offline reconstruction.

The OF results rely on having, for each channel, a fixed

and known time phase between the pulse peak and the

40 MHz LHC clock signal. This is not the case during the

commissioning phase of the detector, where signals caused

by cosmic rays are completely asynchronous with respect

to the LHC clock. Nevertheless OF can still be applied in

this case and an accurate reconstruction may be obtained

by applying the proper weights for each event according to

the time position of the signal. The estimation of the sig-

nal time is achieved through an iterative procedure provided

by a set of OF weights calculated at different phases from

−75 ns to +75 ns in steps of 1 ns. Figure 8 presents the

relative difference between the reconstructed offline energy

and the energy calculated in the DSPs for cosmic muon data

and shows the effect of the limited numerical precision of

the DSPs. The results in the following sections are based

on channel energies reconstructed offline with the iterative

procedure to define the phase.

The Fit method is another signal reconstruction algo-

rithm. It is based on a three parameter fit to the known pulse

shape function g(t), as expressed by:

Si = Ag(ti − τ) + ped. (3)

The meaning of the variables Si and ti and the parameters

A and τ is the same as for the OF method, while ped is a
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Fig. 8 Difference between the reconstructed offline energy, Eoffl, and

the energy given by the DSP EDSP relative to Eoffl and as a function of

Eoffl (in GeV), extracted from cosmic muon runs

free parameter that defines the baseline of the pulse. The Fit

method is mathematically equivalent to OF in the absence of

pile-up and noise, but it is not suitable for fast online signal

processing in DSPs. Results from the Fit and OF methods

were compared with testbeam data and were found to be

equivalent [10]. Since the autumn of 2008 data-taking, the

Fit method is used only for CIS calibration data, where the

pulse is a superposition of charge-proportional and charge-

independent components [10].

The cell energy is the sum, and the cell time the average,

of the respective measurements by the two corresponding

readout channels. In cases of single readout cells, or if one

of the channels is masked out, the cell energy is twice the

energy measured in the single available channel. The mea-

surement of the cell’s energy is thus robust to failures in a

single readout channel.

3.3 Noise performance

The noise in TileCal was measured in dedicated bi-gain

standalone runs with empty events (often called pedestal

runs) and in random triggered events within ATLAS physics

runs (often called random triggers). The noise of each chan-

nel was derived from the seven digitised samples using the

same method that was used for signal reconstruction in cos-

mic and single beam events, i.e. using the OF with itera-

tions.5 In Fig. 9 the evolution during the running periods

of 2008 and 2009 of the average noise, in ADC counts, is

5Note that the level of noise depends on the OF method used. The non-

iterative OF method results in lower noise than the OF with iterations

by ∼14%. Note also that the non-iterative OF will be applied for the

data-taking during the collision phase, since the timing will be fixed by

the LHC 40 MHz clock frequency.

shown for all channels and for an individual channel. The

channel noise is estimated as the RMS of the single digi-

tised samples averaged over the events in dedicated TileCal

pedestal runs. The overall stability is better than 1%.

The cell noise in MeV as a function of η is shown in

Fig. 10 averaged over all modules in φ for cells in a given η

position. The cell noise is estimated as the RMS of the cell’s

energy distribution using the iterative OF signal reconstruc-

tion in random triggered events during a physics run with

LHC single beam in 2008. Different colours are used to in-

dicate cells in different longitudinal layers. The noise val-

ues vary between 30 and 60 MeV. The channels with higher

noise are principally at the proximity of the LVPS which are

located at the outer boundaries of the TileCal barrel and ex-

tended barrel modules.

The cell noise probability distribution is an important

component in the ATLAS calorimeter’s energy clustering

algorithm. It is determined from the cell energy in empty

events recorded through the standard ATLAS data acquisi-

tion chain within physics runs and it is characterised by the

σ of a fitted single Gaussian to the energy (E) distribution.

The ratio E/σ is used to judge if a cell has a noise-like or

a signal-like energy deposition. Figure 11 shows the ratio

E/σ for all TileCal cells (squares). One can observe the ex-

istence of non-Gaussian tails that could lead to fake signal

cells if a criterion of E/σ > 4 is used. However, since a dou-

ble Gaussian distribution provides a good description of the

data, the two Gaussian σ ’s and the relative amplitudes are

used to construct a probability density function on the basis

of which a new “effective σ ” (σeff) for every cell is defined at

the significance level of 68.3%. The improvement is shown

in Fig. 11 where the triangles represent the ratio E/σeff for

Fig. 9 Stability of average noise (RMS of the single digitised samples

averaged over events and channels), in ADC counts, for all channels

and for an individual channel
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Fig. 10 Average cell noise in random triggered events as a function

of the cell η and radial layer. The noise is represented by the RMS of

the cell’s energy distribution and the error bar shows its spread over all

cells in the same pseudorapidity bin

Fig. 11 Significance level of the cell energy as compared to noise (En-

ergy/Gaussian σ ) using the single and the double Gaussian descriptions

of noise in random triggered events

all the calorimeter cells. One can observe that there are no

tails when compared to a Gaussian fit (line) or to a toy Monte

Carlo noise generator, that randomly attributes to cells ener-

gies from a single Gaussian model (circles). Thus the ratio

E/σeff can be safely used to distinguish signal from noise in

a TileCal cell.

4 Calibration

This section describes the calibration procedures and data

sets used in TileCal to establish the reference detector re-

sponse. Furthermore, the calibration results obtained in the

years 2008 and 2009, during the commissioning of the Tile

Calorimeter in the ATLAS cavern, and the cross-checks re-

lated to the current understanding of its calibration are also

discussed. The main objectives of the calibration procedures

in TileCal are to:

– Establish the global electro-magnetic (EM) scale and the

uncertainty associated with it. The EM scale calibration

factor converts the calorimeter signals, measured as elec-

tric charge in pC, to the energy deposited by electrons,

which would produce these signals.

– Minimise, measure and correct the cell-to-cell variations

at the EM scale.

– Measure and correct the non-linearity of the calorimeter

response.

– Measure the average time offset between the signal detec-

tion and the collision time for every readout channel.

– Monitor the stability of these quantities in time.

The Tile Calorimeter calibrations systems treat different sec-

tions of the readout chain as illustrated in Fig. 12. They pro-

vide:

– Calibration of the initial part of the signal readout path

(including the optics elements and the PMTs) with mov-

able radioactive 137Cs γ -sources [11], hereafter to be

called simply Cs.

– Monitoring of the gains of the photomultipliers by illumi-

nating all of them with a laser system [4, 12].

– Calibration of the front-end electronic gains with a charge

injection system (CIS) [6].

In order to detect non-uniformities or degradation in the

detector elements (optical and otherwise), the calibration

systems are specified to meet a precision of 1% on the mea-

surement of the response of a cell.

The number of channels that cannot be calibrated by each

individual calibration system is well below 1%. This is ad-

ditional to the number of channels that are unusable due to

LVPS problems or other issues not related to the given cal-

ibration system. In the following sections the performance

distributions appear sometimes with fewer channels due to

the fact that not all could be available for all the calibration

periods.

Fig. 12 Flow diagram of the readout signal paths of the different Tile-

Cal calibration tools. The paths are partially overlapping, allowing for

cross-checks and an easier identification of component failures
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The current calibration protocol includes a number of

dedicated calibration runs performed with a frequency de-

rived from experience gained during the detector commis-

sioning. The CIS constants are very stable in time and are

only updated twice per year. For monitoring and identifi-

cation of bad channels, CIS runs are performed between

physics runs twice per week. For monitoring, laser runs are

also performed twice per week. The resulting laser constants

will be used only for monitoring purposes until the stabil-

ity of this calibration system is fully understood. The Cs

scans are performed outside beam periods, with a period-

icity of weeks or months, depending on the machine sched-

ule since a full scan takes 6 to 8 hours. Starting from 2010,

every Cs run is expected to result in new constants that adjust

the global EM energy scale which will be updated accord-

ingly. Laser runs accompany Cs runs in order to disentangle

between changes related to the optical system and PMTs.

Since the laser runs are more frequent than the Cs scans,

the former provide information on the PMT gain changes

between two Cs scans.

A dedicated monitoring system based on slow integra-

tors [6] records signals in the Tile readout channels over

thousands of bunch crossings during the physics runs and

is also a part of the Tile calibration framework. As this mea-

surement requires experience with collisions it is still being

commissioned.

4.1 Charge injection system and gain calibration

in the readout electronics

The circuitry for the Charge Injection system is a perma-

nent part of each front-end electronics channel [6] and it is

used to measure the pC/ADC conversion factor for the dig-

ital readout of the laser calibration and physics data and to

determine the conversion factor for the slow integrator read-

out, measured in ohms.

To reconstruct the amplitude for each injected charge, a

three-parameter fit is performed as described at the end of

Sect. 3, with the amplitude being one of the parameters of

the fit [10]. To determine the values of the gains for each

channel, dedicated CIS calibration runs are taken frequently,

in which a scan is performed over the full range of charges

for both gains. The typical channel-to-channel variation of

these constants is measured to be approximately 1.5%, as

shown in Fig. 13. This spread indicates the level of correc-

tions for which the CIS constants are applied.

The stability in time of the average high gain and low gain

readout calibration constants from August 2008 to October

2009 is shown in Fig. 14 for 99.4 % of the total number of

ADCs. The time stability of a typical channel is also shown

for each gain. Over this period, the RMS variation for the

high and low gain detector-wide averages and for the sin-

gle channels shown, is less than 0.1%. The superimposed

bands of ±0.7% represent the systematic uncertainty for the

individual channel calibration constants, mainly due to the

uncertainty on the injected charge.

The distributions of high gain and low gain readout cal-

ibration constants for individual ADC channels were com-

pared for the sample of channels calibrated during the Tile-

Cal standalone testbeam period of 2002 to 2003 and for the

full detector in the cavern in 2009. No significant change

in the calibration constants was observed, thus limiting the

contribution from the CIS calibration to the systematic un-

certainty on transferring the EM scale from testbeam to AT-

LAS to below 0.1%.

To determine the values of the gains for each channel for

the current integrator readout, dedicated calibration runs are

periodically taken, in which a scan is performed over the full

range of currents for all six integrator gains. The channel

gain is extracted as a slope from a 2-parameter fit performed

on the measured channel response in voltage to each applied

current. The typical channel-to-channel variation of these

integrator gain constants is measured to be approximately

0.9%, as shown in Fig. 15 (left) for the gain used during

calorimeter calibration with the Cs radioactive source. The

12-bit ADCs used to digitise the PMT currents were pro-

Fig. 13 Channel-to-channel

variation of the high gain (left)

and of the low gain (right)

readout calibration constants as

measured by the CIS, prior to

any correction. The measured

HG/LG gain ratio of 62.9

corresponds to the nominal of

64 (see Sect. 2.1) within

tolerances of individual

electronics components
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Fig. 14 Stability in time of the

average high gain (left) and low

gain (right) readout calibration

constants from August 2008 to

October 2009

duced in two unequal batches with about 2% difference in

amplifier gains, which can be clearly seen in the distribution

of the integrator gains in Fig. 15 (left).

The relative variation of the integrator gains used by the

Cs calibration system is shown in the right part of Fig. 15.

The measurements in 95.9% of the integrators performed at

different dates are compared to the reference measurements

of January 2008. The error bars represent the dispersion of

the individual channel measurements relative to their refer-

ence values in the first run. The stability of individual chan-

nels is better than 0.05% while the stability of the average

integrator gain is better than 0.01% over the considered pe-

riod of time of 26 months.

The variation of the integrator gains for individual chan-

nels used in the Cs calibration system readout from 2001 to

2009 was studied on the sample of channels calibrated in

both instances. No significant change in the calibration con-

stants was observed over eight years. The contribution from

the integrator gain calibration to the systematic uncertainty

on setting the EM scale of TileCal in ATLAS as compared

to the testbeam was found to be below 0.2%.

4.2 Calibration with laser system

The Tile Calorimeter is equipped with a custom-made laser

calibration system [12] dedicated to the monitoring and cal-

ibration of the Tile photomultiplier properties, including the

gain and linearity of each PMT. The frequency doubled in-

frared laser providing a 532 nm green light beam is located

in the ATLAS USA15 electronics room, 100 m from the de-

tector. The laser emits short pulses, which reasonably resem-

ble those from the physics signals, with a nominal energy of

a few mJ. This power is sufficient to simultaneously saturate

all Tile readout channels, and thus to probe their linearity

over the full readout dynamic range. A dedicated set of opti-

cal elements insures proper attenuation, partial de-coherence

and propagation of the original light beam to every photo-

multiplier used in the Tile Calorimeter readout. This cali-

bration system was commissioned until September 2009 and

since then it is operating in a stable configuration. By vary-

ing the voltages applied to the photomultipliers it was shown

that the system sensitivity to the relative gain variations is of

0.3% on data sets recorded over few hours. The long term

stability of the laser calibration system is under study.

Fig. 15 Distribution of the

integrator gain used by the

Cesium calibration system is

shown on the left. Relative

stability over twenty-two

months of the same integrator

gain is shown on the right
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The time stability of the PMT gains was evaluated using

dedicated laser runs and averaging over 98.8% of the Tile-

Cal channels. An estimation of the relative gain variation in

time was based on the analysis of the shape of the distribu-

tion of the PMT responses to the signal induced by the laser

system at many instances. The average gain variation as a

function of time over 40 days is shown on Fig. 16. This vari-

ation is found to be within 1.0% over the considered period

of time. The displayed error bars of 0.5% account for both

the statistical uncertainty and the systematic effects and are

entirely dominated by the latter. The systematic uncertainty

comes from the limited reproducibility of the light intensity

on the photomultipliers downstream of the full optical chain

through which the laser beam propagates to the detector. The

design goal of the laser system is to monitor the relative gain

stability with 0.5% accuracy for time periods of months to

years. The results mentioned above set the precision with

which the PMT response stability can be monitored by the

laser system between two Cs scans that are typically one

month apart and monitor the combined response of the op-

tics elements and PMTs.

Once the global variation of the laser signal is accounted

for, the gain stability per individual channel can be studied.

A typical channel to channel variation for HG and LG is

shown in Fig. 17, where the relative gain variations for two

laser calibration runs separated by 50 days are presented.

The shaded sidebands represent channels with relative vari-

ation above 1%. The observed RMS of 0.3% (0.2%) in the

HG (LG) is a convolution of residual fluctuations of the laser

system and variations of the PMT response. Therefore, this

RMS can be considered as an upper limit on possible sto-

chastic variations in photomultiplier gains.

Fig. 16 Average PMT gain variation measured by the laser calibration

system as a function of time over forty days in 2009

Once the intrinsic stability of the laser calibration system

is understood, this system will be used to calibrate the gain

and linearity6 of each PMT.

4.3 Calibration based on 137Cs radioactive γ -source

The Tile Calorimeter includes the capability of moving

through each scintillator tile a Cs radioactive γ -source along

the Z-direction of the ATLAS detector. Capsules containing

the Cs sources with activities of about 330 MBq emitting

0.662 MeV γ -rays are hydraulically driven through a sys-

tem of 10 km of steel tubes that traverses every scintillating

tile in every module [13]. Three sources of similar intensity

are deployed in the three cylinders of the Tile Calorimeter.

When a capsule traverses a given cell, the integrator circuit

located on the 3-in-1 cards (Sect. 2.1), reads out the current

signal in the PMTs. The total area under the integrator cur-

rent vs capsule position curve corresponding to the source

path length in a cell, is calculated and normalised to the

cell size. This estimator of the cell response to Cs is used

throughout this section.

Source scans provide the means to diagnose optical in-

strumentation defects [14] and to measure the response of

each individual cell. The precision of the Cs based calibra-

tion was evaluated from the reproducibility of multiple mea-

surements under the same conditions and was found to be

about 0.3% for a typical cell [11]. The precision is 0.5%

for the cells on the edge of the TileCal cylinders and a few

percent for the narrow cells C10 and D4 in the gap region

(see Fig. 3). As discussed in Sect. 5.4, cosmic ray muons

are used to cross-check the calibration factors for the cells

of this type.

4.3.1 Intercalibration and EM scale factor

via the Cs system

The Cs calibration has proceeded in two distinct phases.

– Photomultiplier gain equalisation to a chosen level of Cs

response was performed for every individual channel on

the 11% of production TileCal modules that were tested

with particle beams during 2001–2004 [10]. The next step

was to measure the numerical value for the fixed EM

scale with electron beams. With the electrons entering the

calorimeter modules at an incidence angle of 20◦, the av-

erage cell response normalised to beam energy was mea-

sured to be (1.050 ± 0.003) pC/GeV, defining the TileCal

EM scale factor. This factor was determined for the cells

of the first layer and propagated via the gain equalisation

6All the photomultipliers used in TileCal were characterised on their

arrival from Hamamatsu at dedicated test benches with LED light

sources. No PMT was found with non-linearity worse than 3% up to

800 pC of collected charge.
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Fig. 17 Channel-to-channel

variation of the relative gain of

the photomultipliers for two

Laser calibration runs taken in

HG (LG) mode, shown on the

left (right)

to all the other cells. The RMS spread of (2.4 ± 0.1)%

was found to be due to local variations in individual tile

responses and tile-fibre optical couplings. The above two

steps effectively resulted in setting the cell EM scale in

the subset of TileCal modules exposed to electron beams.

– The second phase in the calibration was to reproduce the

above PMT gain equalisation on the full set of the Tile

Calorimeter modules in the ATLAS environment and to

transfer via the Cs response the EM scale factor as de-

fined in the testbeam. This took place in the second half of

2008. In some cases the PMT gain is intentionally higher

by 20% (D0, D1, D2, D3, D4 and C10 cells) in order to

improve on signal to noise ratio for the detection of muons

(see also Sect. 5.1). For the central barrel cells of the third

radial layer this improvement will facilitate their possi-

ble usage in the L1 muon trigger. The EM scale for these

cells is recovered by applying appropriate corrections to

the cell energy reconstruction.

To set the EM scale as defined at the testbeam, the tar-

get response to Cs for 2008 and 2009 was defined as the

response measured at the testbeam scaled by the ratio of the

activities of the testbeam source to the sources used in the

cavern. These ratios were measured by intercalibrating the

sources using two TileCal modules that are kept outside the

experimental hall. The source activity decay time between

the testbeam and the ATLAS scans was taken into account.

By adjusting PMT gains in order to have equal response to

Cs between the testbeam and the ATLAS setup, the numeri-

cal factor that converts charge to GeV is preserved. It is evi-

dent that the comparison of the source activities is of utmost

importance in order to preserve the absolute energy scale as

set with electrons.

Five 137Cs radioactive sources of different ages and ac-

tivities were used over the last years. Three sources are cur-

rently used in the ATLAS cavern and two different sources

were used for checks on instrumentation quality and for the

calibration at the testbeam. In spring of 2009, one long bar-

rel and one extended barrel module were scanned sixty times

under the same conditions with all five radioactive sources.

With the reproducibility of a single measurement better than

0.1%, a full set of ratios of the source activities was evalu-

ated with the precision of 0.05%. The results for these ratios

after averaging over all data sets available are shown in the

last column of Table 3. It should be noted that the third col-

umn of the table gives an initial estimation of the activities as

measured by the manufacturer with a ±15% uncertainty. We

plan to exchange the sources between the Tile Calorimeter

cylinders in the cavern for future checks on reproducibility

of the responses and also to monitor the ratios of the source

activity in time.

4.3.2 Effect of magnetic field

Comparing the EM scale response between the testbeam and

full detector, the magnetic field configuration has to be con-

sidered. During the testbeam no magnetic field was present

while during data-taking in ATLAS, TileCal operates in the

presence of magnetic field. The calorimeter iron, mainly the

Table 3 Activity of five 137Cs radioactive sources as of April 2009,

and ratios with respect to the reference source RP3713 of the measured

activities averaged over all data sets collected in the spring of 2009.

Source RP3713 was used in calibrations during the test beam period.

Source RP3712, kept in Building 175, is used for ageing tests

Source Location in Activity in Measured activity,

2009 April 2009 (±15%) normalised to RP3713

RP3713 Storage 264 MBq –

RP4091 LB 372 MBq 1.1860 ± 0.0005

RP4090 EBA 363 MBq 1.1590 ± 0.0005

RP4089 EBC 377 MBq 1.2180 ± 0.0007

RP3712 Bld. 175 319 MBq 1.2200 ± 0.0005
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Fig. 18 Ratio of the TileCal

cell response to the radioactive

Cs source in full ATLAS

magnetic field to the TileCal cell

response to the Cs source

without the field, shown as

function of η (left). Ratio of the

TileCal D3 cell response to

radioactive Cs source in full

ATLAS magnetic field over its

response to the Cs source

without the field, shown as

function of φ (right). The

vertical lines indicate the

position of the ATLAS toroid

coils

girder volume at the outer radius, serves as the flux return of

the solenoid field. The general behaviour of iron-scintillator

calorimeters in magnetic field is known from other exper-

iments [15–17]. A small increase in the scintillator light

yield, which also varies modestly over a broad range of the

applied field is expected.

The impact of the full ATLAS magnetic field on the Tile

Calorimeter response was studied using the Cs calibration

system. The ratio of the TileCal cell response to a radioac-

tive Cs source in the full ATLAS magnetic field to its re-

sponse to the Cs source without the field is given in Fig. 18

(left) as a function of η for two consecutive Cs runs. The

cells in individual radial layers are shown with different

symbols. The error bars represent the RMS of the above ra-

tio over the sample of the sixty four identical cells in the

full φ range.

As expected, the effect of magnetic field is stronger in the

barrel partitions, where the flux of the solenoid field return

is the most intense, and where the increase in calorimeter re-

sponse is on average ∼0.6 %. A small increase of ∼0.2 % is

observed for the extended barrel. This increase was not fully

reproducible in every instance of the magnetic field turn-on

in 2008, which contributes 0.5% to the systematic uncer-

tainty of propagating the EM scale from the testbeam to the

ATLAS running configuration. The ratio of the D3 cell7 re-

sponse to radioactive Cs source with and without the full AT-

LAS magnetic field is shown in the right part of Fig. 18 as

function of φ. The vertical lines illustrate the positions of the

Toroid coils. No clear structure in φ is observed, indicating

that in the final ATLAS configuration the full magnetic field

does not significantly affect the Tile Calorimeter response

uniformity in φ. Starting from 2010, Cs calibrations will be

exclusively based on the data taken with the full magnetic

field.

7A cell through which the Toroid field return is the strongest.

4.3.3 Monitoring with Cs in ATLAS

Once the EM scale was established and reproduced in AT-

LAS, periodic scans are performed to monitor the stability

of the detector response to the radioactive source in time.

This is the final step that insures the monitoring of the known

EM scale in time.

The Tile Calorimeter response to the Cs source as a func-

tion of time is shown in Fig. 19. The first scan was taken

approximately two weeks after the original PMT gain equal-

isation in July 2008. Around 55 calibration runs with the

radioactive source are considered for the time period from

August 2008 to February 2010. The maintenance period of

Fig. 19 TileCal response to radioactive Cs sources in all four

calorimeter partitions not corrected for the difference in the source ac-

tivities as a function of time, averaging over all channels in a partition.

The error bars represent the RMS spread in the responses of the sample

of channels used. The “MF” symbol stands for the Cs calibration data

taken with magnetic field on
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six months is indicated by the vertical lines on Fig. 19 and

is excluded from the studies. The very first points after the

maintenance period correspond to the second gain equali-

sation to the same target value, corrected for the expected

decrease in the source activity in time, as indicated on the

figure. The average response to the radioactive sources in the

four calorimeter partitions is shown by the points of differ-

ent colours. Since three sources with about 3% difference in

their activity are used in the barrel and two extended barrel

cylinders, the data points follow three distinct paths in time.

The error bars, which are always below 0.4%, represent the

RMS spread in responses over the full set of channels in a

given partition. The number of cells with unreliable Cs cali-

bration or with unstable HV level is below 0.2% of the total

and they are excluded from the present study. The shaded

bands along the lines indicate the level of reproducibility

of the Cs measurements. The “MF” label indicates that the

corresponding Cs calibration run was taken with both the

ATLAS toroid and solenoid fields on. The response increase

due to magnetic field is larger in the barrel partitions. De-

tails on the magnetic field effects were already discussed in

Sect. 4.3.2.

The relative deviation of the measured Cs response from

the expected values due to the decrease in the source activ-

ity is shown in Fig. 20 (left) for the same set of the calibra-

tion runs reported above. Similarly, the maintenance period

is excluded and the “MF” marks are used when the magnetic

field was present during the calibration. The overall TileCal

response to the radioactive sources follows the expected Cs

decay within 1% when no magnetic field is applied. Within

this 1%, there is a visible deviation from the expected de-

cay line with increasing average response over time. A study

of the Cs calibration procedure has been unable to attribute

this increase to any subtle systematic effect, therefore it is

attributed to an increase in the detector response and it is

under investigation. A conservative time dependent system-

atic uncertainty on the calibration of the EM scale of about

0.1% per month is adopted to account for this effect. It is es-

timated from the Cs data with no magnetic field within two

periods of 3 and 7 months in 2008, 2009 and 2010. The ra-

tio of RMS/mean of the TileCal response to radioactive Cs

sources in all four calorimeter partitions is shown as func-

tion of time in Fig. 20 (right). The spread in the measured

Cs responses stays within 0.4% over seventeen months in-

dicating that the cell-to-cell intercalibration does not signif-

icantly change over this period of time. A small effect of the

magnetic field on the Cs response spread is also clearly seen.

4.4 Calorimeter intercalibration

In this section the understanding of the cell and layer inter-

calibration acquired from the testbeam and from calibration

and single beam data is exposed. The intercalibration as val-

idated by cosmic muons is exposed later in Sect. 5.3.1.

The intercalibration with Cs sources in the ATLAS cav-

ern reports channel response non-uniformities at the level of

Fig. 20 Relative deviations of the TileCal response to Cs sources

from the expected value for all four calorimeter partitions, shown as a

function of time (left). The ratio of RMS/mean of the TileCal response

to radioactive Cs source in all four calorimeter partitions is shown as

function of time (right). The “MF” symbol stands for the Cs calibra-

tion data taken in the magnetic field. The response is averaged over the

channels of each partition
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Fig. 21 The average energy

measured in the single beam

events recorded in September

2008. Left: average energy

measured in individual radial

layers after the radial layer

corrections were applied (A is

the inner radius layer). Right:

the average energy measured in

individual partitions,

demonstrating good

intercalibration between them.

∼0.4% in each Cs-scan, which is compatible with the pre-

cision of this calibration system. Since the Cs system uses

a different readout path than what is used for the physics

signal induced by particles (digital readout), other calibra-

tion uncertainties also have to be considered. The charge

injection system reports negligible non-uniformity after the

channel-to-channel corrections. The integrators contribute

at the level of 0.05%, which is negligible. Altogether, the

non-uniformities are given mostly by the Cs system. The Cs

scans of the whole Tile Calorimeter revealed the same level

of uniformity among individual optical elements in a cell as

was measured during the optics instrumentation period.

In the testbeam, a difference in the response to the Cs

source and to particles was observed, increasing for lay-

ers at larger radius [10]. This is due to the increasing size

of the scintillator tiles for the external layers, and the re-

sulting few percent layer miscalibration is accounted for by

applying radial depth weights in the energy scale calibra-

tion. The details of this procedure are described in Ref. [18].

Figure 21 (left) shows the dE/dx for muons crossing the

calorimeter parallel to the beam axis along its whole length

from scraping events8 in 2008. The dE/dx response for the

muons from single beam events was estimated as the peak

of the fit to the convolution of a Landau function with a

Gaussian (most probable value, referred throughout the pa-

per as MOP). Within a large statistical uncertainty, the re-

sponse vs radial layer is flat. Given the fact that if the radial

depth weights had not been applied the ratio of responses

between layers A and D would be 1.088, this observation

gives confidence in their use. Figure 21 (right) shows the

mean response of the four TileCal partitions to muons. Data

are from 2008 single beam runs. The precision is limited by

the systematic uncertainty of ∼4%, while the statistical un-

certainty is ∼2%.

8Events produced by the proton beam hitting the edge of the collima-

tors located at about 140 m upstream ATLAS.

4.5 Uncertainty on the propagation of the EM scale

from testbeam

The EM scale of TileCal in ATLAS is set by adjusting the

PMT HV to reproduce the calorimeter response to the Cs

radioactive source to the level it had during the tests with

electron beams, where the EM scale was determined and

measured.9 After correcting for the expected decrease in the

Cs source intensity, the HV levels currently set in ATLAS

are expected to reproduce those used at the testbeam. Any

difference in the detector parameters from that observed at

the testbeam, if not fully understood or disproved and if it

affects the EM scale setting, should be considered as the sys-

tematic uncertainty on the EM scale determination.

The following sources of systematic uncertainties on the

EM scale, as discussed in the previous sections, are only

related to the transfer of the EM calibration factor from the

testbeam to ATLAS because they originate from differences

between the two setups:

– 0.1% from the calibration of the digital readout (HG, LG)

by CIS.

– 0.2% from the calibration of the Cs readout gains.

– 0.5% from the non-reproducibility of the calorimeter re-

sponse after the magnetic field is turned off, as reported

by Cs measurements in 2008 (see Sect. 4.3.2).

– 0.3% from the uncertainty to the radial depth weights,

briefly mentioned in Sect. 4.4.

The first two uncertainties were evaluated by comparing cal-

ibration results on a fixed sample of channels which were

calibrated during the testbeam and then re-calibrated re-

cently in ATLAS. The two latter are related to observations

with limited understanding of the underlying phenomena.

9The modules that were calibrated with the beams were carefully cho-

sen to give a representative sample of the full TileCal module popu-

lation. Thus no significant uncertainty on the EM scale is expected to

result from data obtained with the electron beams.
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When these uncertainties are combined in quadrature with

the statistical uncertainty on the EM scale derived at the test-

beams, the result is a systematic uncertainty of ±0.7%.

In addition to the above, there is a systematic uncertainty

from the observed increase of the calorimeter response to

the Cs source with respect to the expected value by about

0.1% per month as observed during 10 months of frequent

monitoring in 2008 and 2009–2010. This is a time depen-

dent uncertainty increasing since the initial EM scale setting

in ATLAS in June 2008.

– Presently (early 2010) we assign an uncertainty of −1.5%

due to the increasing response of roughly 0.1%/month as

measured by the Cs system during 2008 to 2010.

– During the data-taking period from which cosmic muon

results are presented in this paper (September to October

2008), the same uncertainty was −0.8%.

After setting the EM scale in ATLAS, the high voltage

values applied on the PMTs were compared between the

testbeam periods (2002 to 2004) and June 2008. While the

TileCal response has been calibrated reliably with the Cs

system to match the response measured during beam cali-

brations and hence to transfer EM scale to the ATLAS cav-

ern, the PMT high voltages for the LB partition in June 2008

had to be lowered on average by (6.5 ± 0.2) V compared to

those used during testbeam calibrations. This was due to the

fact that the Cs system measured an increased response in

June 2008 for the beam calibrated modules with respect to

their response in testbeams. If this response increase had not

been a detector effect but an artifact of the Cs calibration

system, a corresponding bias of −5.3% (the true energy be-

ing higher than the measured one) would have to be consid-

ered as an uncertainty for the cosmic data taken in autumn

2008. This would be added to the uncertainty from the ob-

served increase of roughly 0.1% per month since June 2008,

as mentioned above.

The energy response from muons is a handle to assess

this uncertainty or bias. A full description on the energy

scale analysis with cosmic and testbeam is given in Sect. 5.3.

The comparison between the testbeam and ATLAS EM

scale is performed via the double ratio of dE/dx Data/MC

ratios of cosmic over testbeam muons for LB modules. In

other words, the agreement of data to the MC energy scale

between testbeam and ATLAS is compared. Table 6 presents

the values and the uncertainties of the above mentioned dou-

ble ratio per layer. Among the calibration related uncertain-

ties, the contributions from the non-reproducibility of the

response increase due to magnetic field and from the unex-

plained response increase measured by the Cs during 2008

are comprised. The reported ratios show an agreement of

the EM scale set in 2008 and the expected scale as it was

transported from the testbeam within the uncertainty range.

However, the possible calibration bias mentioned in the pre-

vious paragraph, that would be represented by a double ratio

of 0.95, can be excluded only at a �2σ level.

If the uncertainty coming from the reduced high voltage

settings with respect to the testbeam is not taken into ac-

count, the overall estimate of the EM scale systematic un-

certainty from the calibrations is (−1.7 %,+0.7 %) in early

2010.10

4.6 Timing calibration

To allow for optimal reconstruction of the energy deposited

in the calorimeter by the OF signal reconstruction method

(see Sect. 3), the time difference between the digitising sam-

pling clock and the peak of the PMT pulses must be min-

imised and measured with a precision of 1 ns. To achieve

this, the clock phases in the DMUs in the front-end hardware

(see Sect. 2.1) are adjusted in multiples of 0.1 ns. Ideally

all PMT signals would be sampled at the peak but several

factors limit the ability to do this. First, the clock phase is

defined per digitiser board which corresponds to six readout

channels. Second, only one clock phase can be defined for

both gains and there is a 2.3 ns difference between the HG

and LG pulse peaks. Therefore in the front-end hardware,

the accuracy of phase synchronisation for individual chan-

nels is limited to be within 3 ns. Any residual time differ-

ences between the clock phase and the pulse peak are mea-

sured for each channel and accounted for in the OF signal

reconstruction algorithm.

The time phase and the residual offsets for all channels

can be measured using the laser calibration system, cosmic-

ray events, beam splash and collision events. What is ex-

posed in this section is the procedure to only pre-set the tim-

ing in order to synchronise the detector with the trigger sig-

nals and with the other detectors prior to the final detailed

adjustments, to be carried out with collisions data.

Prior to beam, the laser was the primary source used to

measure the channel timing. Since the laser light is asyn-

chronous with respect to the clock, a single reference chan-

nel in each partition was selected and all other channels’

timing was defined with respect to that reference [19]. The

timing precision for channels in the same module is 0.6 ns

for 99% of the Tile Calorimeter readout channels. In addi-

tion, the mean time difference between the HG and the LG

was measured to be (2.3±0.4) ns. One limitation in the laser

system for timing calibration is understanding the propa-

gation time in the laser fibres from the laser source to the

PMTs. For this reason, the inter-partition timing and global

timing with respect to the rest of ATLAS were coarsely set

using cosmic-ray data and more accurately using 2008 beam

data.

10This uncertainty is (−1.1 %,+0.7 %) for October 2008, the period

in which the cosmic muon data of this paper were collected.
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Fig. 22 Timing of TileCal

signals recorded with single

beam data in September 2008

(a and b), November 2009 (c)

and February 2010 (d). The time

is averaged over the full range

of the azimuthal angle φ for all

cells with the same

Z-coordinate (along beam axis),

shown separately for the three

radial layers. Corrections for the

muon time-of-flight along the z

axis are applied in the (b), (c)

and (d) figures, but not on the

top left (a)

The timing calibration based on laser data was validated

using beam splash events. These events contain millions of

high-energy particles arriving simultaneously in the ATLAS

detector. Since the total deposited energy is large, it is only

possible to study the timing response in the LG. Using these

events, the time intercalibration of individual channels in the

same module was confirmed to be 0.6 ns.

Figure 22 shows the cell time measured in beam splash

events, averaged over the full range of the azimuthal angle

φ for all cells with the same z-coordinate of ATLAS (along

the beam axis). The visible discontinuities at Z = 0 and

Z = ±3000 mm for the 2008 data are due to the uncorrected

time differences between the four TileCal partitions. These

were calculated using the 2008 data and adjusted for the

2009 running period. After the muon time-of-flight correc-

tions (b), the timing shows an almost flat distribution within

2 ns in each partition, confirming a good intercalibration be-

tween modules with the laser system. The residual slopes,

present in all modules, were corrected for by comparing the

2008 single beam data to the laser data and optimising the

effective speed of light in the calibration system optical fi-

bres. Consequently, in 2009, the TOF-corrected timing dis-

tribution (c) is even more uniform. In preparation for the

2010 run, the 2009 single beam results were used to pro-

vide the offsets for all cells and, as is shown in Fig. 22(d)

for the 2010 single beam results, all remaining disuniformi-

ties were corrected for. The spread of the TileCal cell timing

distribution at the start of the 7 TeV collisions is of 0.5 ns.11

5 Performance with cosmic ray muons

The calorimeter response to muons is an important issue

since isolated muons will provide a signature of interesting

physics events in the LHC collisions phase. For example,

semileptonic t t̄ decays, the so-called “gold-plated” Higgs

decay channel H → Z0 + Z0 and some SUSY processes

involve high-pT muons in their final states, while low-pT

muons originate from B-meson decays [20]. In addition,

since the interaction of muons with matter is well under-

stood, the prediction of this response is reliable, and its in-

vestigation with data can provide information on the detec-

tor performance and intercalibration.

The TileCal energy response performance was studied

using cosmic muon data collected in 2008, with the goal of

11This value takes into account 97% of the TileCal channels. The tim-

ing for the remaining outliers was adjusted offline.
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verifying the calibration in terms of EM scale and its unifor-

mity over the whole calorimeter. After an initial comparison

of the muon energy signal and the corresponding noise in the

same set of cells (in Sect. 5.1), the methods and results of the

studies of muon response versus path length are described.

These studies were based on the extrapolation into TileCal

of cosmic muon tracks reconstructed by the Inner Detector,

which is described in Sect. 5.2.2. The performance of the

energy response to testbeam muons was also checked at low

energy, for comparison.

Muon response results and comparison to Monte Carlo

simulations are presented in Sect. 5.3. This Section focuses

on several key issues: the response uniformity versus radial

layer, η and φ, the propagation of the EM scale from test-

beam to the full detector configuration in the ATLAS cavern,

and a discussion on the systematic uncertainties, such as the

ones arising from possible biases of the muon response es-

timation with the muon momentum and path length. A sep-

arate Sect. 5.4 is devoted to calibration of special TileCal

cells (ITC, gap and crack scintillators).

The measurement of the time-of-flight of particles in

TileCal can be used either for background removal (cosmic

and non-collision events) or physics analyses [21]. A good

synchronisation of the TileCal cells is important for that,

and its validation with cosmic ray muons is described in

Sect. 5.5.

5.1 Muon response compared to noise

The TileCal readout system is designed so that even small

signals induced by muons are well separated from the noise.

This feature has been demonstrated with testbeam data [10].

Nevertheless the performance has to be confirmed with data

taken with the full ATLAS detector, since the environment

is more noisy and changes to the powering system have been

made.

This exercise was performed on a large statistics run, with

the data sample described in Sect. 2.2: events from various

first level triggers were required to have at least one recon-

structed Inner Detector track. However, these tracks were

not used in any further event or cell selection, for this study.

Instead, a different method was used, based on track recon-

struction using only TileCal data. This algorithm, named

TileMuonFitter, was developed for the data analysis and

monitoring of TileCal in the cosmic muon commissioning

phase [22, 23]. It uses no external tracking information and

uses the set of TileCal cells with energy above a 250 MeV

threshold to fit a straight line from the top to the bottom

cells (it therefore also ignores the track curvature inside the

solenoid magnetic field). In order to reproduce as closely as

possible the signal from muons originating in physics colli-

sions, a loose projectivity requirement was imposed. Tracks

were selected according to the coordinates of their intersec-

tion with the horizontal plane (within ±400 mm) and to their

angle with respect to the vertical, corresponding to a pseudo-

rapidity range of 0.3 < |η| < 0.4.

The signal is either the total energy in TileCal summed up

over cells selected by the TileMuonFitter algorithm, or the

response in the last radial compartment for the D-cells se-

lected by that algorithm. The noise is evaluated from random

triggers using the same cells as for signal. The results are

shown in Fig. 23 for tracks entering barrel modules within

the pseudorapidity range 0.3 < |η| < 0.4. Top and bottom

module responses are considered as two independent entries,

so the signal corresponds to that of one module. The signal

and noise distributions are well separated for both the total

calorimeter response and the last radial layer signal.

In order to estimate the signal-to-noise ratio, the energy

distribution is fit to the convolution of a Landau function

with a Gaussian. Considering the peak of that convolution

fit as the signal, and the RMS of the random trigger distribu-

tion as the noise, the signal-to-noise ratio is then S/N = 29

for the total response and S/N = 16 for D cells. Since

muons are the smallest energy signals that TileCal will mea-

sure, these values show a good performance of the calori-

meter. The obtained values are lower than for testbeam,12

but the difference is consistent with a higher noise level in

the ATLAS cavern and with a higher number of cells being

summed.

5.2 Methods for muon response studies

A brief overview of the analysis methods applied to inves-

tigated data samples is provided in this Section. First, we

briefly describe the dedicated testbeam (TB) studies with

low-energy muons (Sect. 5.2.1). The algorithms and event

selection used in the cosmic data analysis are then reported

in Sect. 5.2.2.

5.2.1 Analysis of low energy testbeam muons

The TB setup, operating conditions and results are sum-

marised in Ref. [10]. Since most of the previous muon TB

results were obtained with 180 GeV beams and this en-

ergy is too high for the comparison with cosmic ray data,

a dedicated study was performed with low-energy muons

selected from a pion beam at a nominal energy of 20 GeV.

These muons originate from pion decay, the distribution of

their momenta is calculated to range from 11.5 GeV/c to

20 GeV/c, peaking at around 17 GeV/c. Data was collected

from ten runs with pion beams impinging on one barrel mod-

ule at different projective incidences, from −0.65 ≤ η ≤
−0.15 and 0.15 ≤ η ≤ 0.45.

12In testbeam [10], muon beams at a nominal energy of 180 GeV were

used for this study. Taking into account the 20 GeV to 180 GeV re-

sponse ratio, the testbeam S/N ratios at 20 GeV for the tower and the

D cells should amount to 42 and 17 respectively.
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Fig. 23 Example of the muon signal and corresponding noise for pro-

jective cosmic muons entering the barrel modules at 0.3 < |η| < 0.4.

Top and bottom modules are treated separately and the momentum

range of the cosmic muons was restricted to be between 10 and

30 GeV/c. Left: the total energy summed up over selected cells. Right:

the similar distribution of last radial compartments that can be even-

tually used to assist in muon identification. The signal (data points

with error bars) comes from the cosmic muon data sample (see text),

the corresponding noise (filled histogram) is obtained with the random

trigger sample

Two sets of cuts were applied to select muons from the

nominal pion beam:

– Single particle events were selected by requiring a MIP-

like response in the beam scintillators upstream of the ca-

lorimeter modules. Particles with large angle with respect

to the beam axis and/or halo particles were removed by

applying suitable cuts in the upstream beam chambers.

– Contrary to muons, pions produce hadronic showers that

leave signal also in towers surrounding the one hit by

the beam. This feature is exploited in the muon/pion

selection—events with signal above noise (E � 3σnoise)

in neighbouring towers were considered pions and were

removed from further analysis. Moreover, an upper limit

on the response in the impact cell in the first calorimeter

radial layer was imposed, in order to avoid pion showers

with large electromagnetic shower fraction, whose typical

lateral (in η × φ) size is smaller than that of a cell.

As the projective beams hit the centre of the given calori-

meter tower, the muon response was summed up only from

cells in the impact tower. The selection criteria mentioned

above guarantee a muon to impinge on the selected tower,

therefore no further cut to reject noise events was needed.

The muon track length in the given cell was considered as

the radial size of that cell divided by the cosine of the beam

incident angle. This approach is fully adequate for projective

muons entering the calorimeter at a cell’s centre in both η

and φ direction, see also Fig. 2.

The Monte Carlo simulation of the TB setup takes into

account the detailed detector and beam geometry as well as

the momentum distribution of the incident muons.

5.2.2 Analysis of the cosmic ray muons with tracks

reconstructed by the Inner Detector

The performance of the calorimeter was analysed by taking

advantage of the information provided by the central track-

ing. This is an important handle for the study of the calo-

rimeter cell response which is sensitive to the muon path

length and momentum.

Track extrapolation and event selection Events were trig-

gered at the first level trigger by RPC and TGC. The tracking

information is obtained from the Inner Detector reconstruc-

tion, without further contribution from the Muon Spectrom-

eter. Selected events are required to have one reconstructed

track in the SCT volume. Events with reconstructed mul-

tiple tracks are rejected. Tracks in the TRT do not have η

information and are not used in the study. The quality of the

tracks is enhanced by requiring at least eight hits in the sil-

icon detectors (Pixel and SCT). The tracking requirements

introduce some cut-off in the distributions of transverse and

longitudinal impact parameters. These are |d0| ≤ 380 mm

and |z0| ≤ 800 mm, respectively.13

The tracks are extrapolated through the volume of the

calorimeters using the tool described in Ref. [24], which

uses propagation of the track parameters and covariances

that take into account material and magnetic field. Extrap-

olation is performed in both directions, along the muon mo-

mentum and opposite to it. This allows to study the response

of modules in the top and bottom part of the detector. Since

13The transverse impact parameter is defined as the distance to the

beam axis of the point of the closest approach of the track to the co-

ordinate origin. The longitudinal impact parameter is the z-coordinate

(along the beam axis) of the same point.
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the track parameters are measured in the centre the method

could be sensitive to systematic differences top/bottom.

Figure 24 demonstrates the correct TileCal cell geome-

try description. It shows the response of cells in the sec-

ond layer as a function of the φ-coordinate measured at the

inner-radius impact point in the given cell. The cells’ re-

sponse average is computed over tracks along the η direc-

tions in the central barrel region. The responses correspond-

ing to cells of individual modules (width of Δφ ≈ 0.1) are

shown with symbols of different colours/styles. The match

with the nominal position of the cell edges, displayed by ver-

tical lines, is evident. The total response summed over all

modules is superimposed as well and it is reasonably uni-

form across φ.

The alignment between Tracker and Calorimeter was in-

vestigated using tracks with a limited transverse impact pa-

rameter (|d0| < 100 mm). The alignment between tracks and

nominal cell edges in the second layer of TileCal is within

the selected bin size (∼5 mm). This precision is fully ade-

quate for the correct identification of the cells under study

and computation of quantities relevant to the analysis.

One of the key parameters of the track is the path length

through a given cell. The track extrapolation provides cross-

ing points of the muon track in each radial layer. Additional

linear interpolations are performed using the detailed cell

geometry to define the entry and exit points for every cell.

The track path length is then evaluated as the distance be-

tween the entry and exit points for every cell crossed by the

muon. In the analysis we consider, for each event, only cells

with path length L > 20 cm.

Fig. 24 (Color online) Mean response of cells in the second layer as a

function of track φ-coordinate for the bottom central region of the ca-

lorimeter. Tracks with 10 < p < 30 GeV/c were selected. The average

response over all central region cells in the given module is shown by

symbols of different colours/styles, whereas the total response summed

over all modules is shown with black full circles. Vertical lines denote

nominal edges of the modules

An upper limit of 30 GeV/c on the muon momentum is

used in the analysis in order to restrict the muon radiative

energy losses which show considerable fluctuations and can

have an impact on data/MC comparisons. In a small fraction

of events the cell response is compatible with the pedestal

level although the cells should be hit by a muon. The muon

actually hits a neighbouring module. This is consistent with

the expected deviation from the muon trajectory due to mul-

tiple scattering. In order to limit this effect we restrict the

analysis to muons with momenta as measured in the Inner

Detector larger than 10 GeV/c and apply a fiducial volume

cut requiring the track to be well within the module (that has

a half width of Δφ = 0.049):

|φtrack − φcell| < 0.045. (4)

In order to remove residual noise contribution, a cell energy

cut of 60 MeV is applied.

Muon tracks close to the vertical direction are badly mea-

sured in the Tile Calorimeter due to the strong sampling

fraction variation caused by the vertical orientation of the

scintillating tiles. To ensure more stable results, tracks are

required to enter in the cells with a minimal angle with re-

spect to η = 0 direction. Given the crossing points at the

inner and outer cell radial edges we require

|zinner − zouter| ≥ 6 cm. (5)

This cut has an appreciable effect only on very central cells,

within the vertical coverage of the ID.

Approximately 100 k data events satisfied the above men-

tioned selection criteria and were further analysed. The cor-

responding statistics available in the MC sample was about

twice higher.

Performance checks The track path length is the main han-

dle to study the muon response. Figure 25 shows the re-

sponse of cells in the second layer as a function of the path

length x. It includes cosmic events crossing the BC cells

over the entire barrel and over all accepted angles. A clear

edge at the path length of 840 mm is visible in the figure.

This represents the radial depth ΔR of the BC layer cells.

Since most cosmic rays are vertical, a large fraction of the

muons crossing the central region have a reconstructed path

length equal or slightly larger than the layer radius. This is

very evident for all cells with a z-coordinate within the ver-

tical coverage of the SCT detector |z0| < 1 m. A linear fit

to the corresponding distribution of mean values shows that

the muon response scales approximately linearly with the

path length, as expected. Figure 25 suggests that the ratio of

the cell response with the track path length, i.e. the slope of

dE/dx, is one of the quantities that can be used to study the

cell/layers intercalibration. This will be discussed in more

detail in Sect. 5.3.
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Fig. 25 Mean response of the barrel module BC cells as a function of

track path length for tracks with 10 < p < 30 GeV/c. A linear fit to the

corresponding distribution of mean values is superimposed. The excess

of events at around the track path length of 840 mm (radial size of the

barrel module BC cells) is a purely statistical effect, since most of the

cosmic ray muons enter the calorimeter at small zenith angle

5.3 Performance of energy response

In this subsection, the results of the calorimeter energy re-

sponse studies carried out with cosmic muons are reported.

The main aim is to cross-check the energy scale set with test-

beam and the calibration systems, both in terms of the EM

scale and of its uniformity across the detector cells. The uni-

formity of the response per cell and as a function of pseudo-

rapidity and azimuthal angle is addressed in Sect. 5.3.1,

while the layer intercalibration and EM scale issues are dis-

cussed in Sects. 5.3.2 and 5.3.3 respectively.

The energy response of TileCal to cosmic muons is

probed by estimating the muon energy loss per unit length

of detector material, which is obtained by dividing the en-

ergy measured by the path length crossed in a given cell

(calculated with the method described in Sect. 5.2.2). For

simplicity, we call this quantity dE/dx, even if this is not

rigorous, since it is measured in a non-continuous way, and

the TileCal cells are made of two different materials, with a

direction-dependent sampling fraction.

Our estimator for the muon response is the truncated

mean of dE/dx, defined as the mean in which 1% of the

events in the high-energy tails of the distribution are re-

moved (the number is rounded to the lowest integer). The

statistics of the data sample is limited and rare processes like

bremsstrahlung or energetic δ-rays can cause large fluctua-

tions of the full mean. The truncated mean is chosen since

it is less sensitive to high-energy tails in the cells’ response

distribution, that are caused by the muon’s radiative energy

loss. For testbeam, the truncated mean estimator has an ad-

ditional advantage over the full mean, since it removes resid-

ual pion signal contamination. The truncated mean also re-

moves muon events with very large energy deposits (high-

energy radiation and/or muon nuclear interactions), there-

fore the muon/pion selection criterion (see Sect. 5.2.1) does

not introduce any bias.

The truncated mean of the energy distribution does not

scale linearly with the path length, so there is a small resid-

ual dependence of the dE/dx on the path length. This is

evaluated as a systematic uncertainty and, furthermore, it

largely cancels when the ratio of Data/MC is considered.

The dependency of the cell response to the muon mo-

mentum was investigated. As can be seen in Fig. 26 (left),

the response increases with the momentum as expected, by

about 20% between p = 10 GeV/c and p = 100 GeV/c and

there is very good agreement between data and MC from

6 GeV/c to ∼100 GeV/c. Figure 26 (right) shows that the

MC simulations predict a steeper dependence on the muon

momentum for the full mean, and some disagreement even

for the truncated mean at the higher energies, which could

imply some imprecision in the modelling of the muon radia-

tive energy losses.

The real energy loss by muons is typically 10% lower

than the corresponding signal on EM scale and the ratio,

known as e/μ, slightly scales with energy [10, 25]. How-

ever, in this paper, the validation of the EM scale is carried

out by comparing data and Monte Carlo, and response to

cosmic and testbeam muons, so this correction factor is not

necessary.

5.3.1 Uniformity of the cell response

The studies addressed here measure the response uniformity

per cell in a layer, as a function of pseudorapidity η and az-

imuthal angle φ (i.e. per module). Since our estimator is the

1% truncated mean, we require a minimum of 100 events in

each set—η or φ bin, or cell. For the η and φ uniformity

analyses, the data is not divided in cells—all cells corre-

sponding to that bin are accumulated and the truncation is

applied to the single dE/dx distribution for that bin. This

approach allows the usage of the largest possible number of

cells per bin while minimising biases from fluctuations in

the tails. These results comprise all partitions, but exclude

the ITC cells (see Sect. 5.4). In addition, we exclude from

this study two cells from the D layer with an unusually high

dE/dx.

Muons traverse cells in any direction and at any angle,

so the local variations in the optics system (light yield of

individual tiles, tile-to-fibre couplings, etc.) are supposed to

be averaged out.

Uniformity per cell The uniformity of the cell response is

shown in Fig. 27 for each radial layer and the RMS values

are summarised in Table 4. The selection criteria, especially
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Fig. 26 (Left) Muon response

dE/dx as a function of

momentum as measured in the

Inner Detector, estimated with

the truncated mean for both data

and Monte Carlo. (Right) Ratio

of Data over Monte Carlo for

the muon response dE/dx as a

function of momentum, shown

for the truncated and full mean.

For both distributions the

response is averaged over the

D5 cells in the bottom of the

extended barrel (A side)

Fig. 27 Distribution of the

truncated mean dE/dx per cell,

shown separately for each radial

layer A, BC and D, for data and

Monte Carlo. The momentum

range of the cosmic muons was

restricted to be between 10 and

30 GeV/c

the requirement of 100 events per cell, limit the number of

measured cells to the values shown in the figure and table,

but still a quite representative fraction of 23% of the total

cells is considered. The statistical population for the simu-

lated and real data used for this study is identical.

The observed spread is the combination of different fac-

tors: statistical fluctuations, systematic errors due to the in-

herent limitations of measuring the cell response with the

dE/dx of cosmic muons, and the spread in the cell EM scale

inter-calibration.

The Monte Carlo simulation has no variation in the qual-

ity of the optical components of the calorimeter or in the

channel signal shape. Such variations are present in the data

but it is difficult to disentangle between the spread due to

them or to the statistical fluctuations from an underlying

systematic due to the measurement method. Since the MC
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Fig. 28 Momentum of the

selected cosmic muon tracks as

a function of pseudorapidity η,

for both data and Monte Carlo.

No momentum selection is

applied in the left side

distribution, while on the right,

only tracks with momenta

within 10 GeV/c and 30 GeV/c

are shown. The vertical error

bars in the upper part show the

RMS of the momentum

distribution in each η bin; in the

lower part the error bars

represent the uncertainty on the

data/MC value shown

Table 4 The uniformity at the cell level for individual radial compart-

ments. The listed values represent the RMS of the respective distrib-

ution of the truncated mean dE/dx for that layer, shown for data and

Monte Carlo. The number of cells considered, and the fraction of the

total that they represent, are also shown

Layer Number of Fraction of RMS (MeV/mm)

cells cells Data MC

A 352 18% 0.060 0.049

BC 421 22% 0.046 0.043

D 316 38% 0.052 0.048

shows an RMS in every layer compatible with that of data,

it indicates that cells are well intercalibrated within layers.

From the mean of the dE/dx distributions per layer it

is observed that there is a response discrepancy of 5.0%

between layer A and layer D (2.3% between layer A and

BC) for the cosmic muon data, an issue which is further dis-

cussed in Sect. 5.3.2.

The variations as a function of pseudorapidity and az-

imuthal angle, presented in the following paragraphs, were

studied separately in each layer, since they appear to be

smaller than the dominating inter-layer differences just

shown. Another reason is that the cosmic muons are in gen-

eral non-projective, so most muon tracks cross the calori-

meter in each radial layer at different values of η and/or φ.

Dealing with the total response as a function of η,φ would

require projective muons only, thus significantly limiting the

available statistics. The results are presented here relative to

the average dE/dx.

Uniformity per pseudorapidity When investigating the

uniformity as a function of pseudorapidity, the signal dis-

tribution includes all cells with the same azimuthal angle.

A possible residual dependency of the muon momentum on

the pseudorapidity of the detector cells (that could be due to

the access shafts) was investigated. Figure 28 (left) shows

that the observed muon momentum distribution is harder

than what expected by the Monte Carlo simulation, espe-

cially at high values of pseudorapidity. However, in the low

momentum region that was selected for the analysis (be-

tween 10 and 30 GeV/c, see Sect. 5.2.2), the agreement is

much better and the variations of momentum with η (∼10%)

are quite tolerable for this study.

The tracks identified in the ID are required to point to the

cell centre, as specified in (4), as well as the other selection

procedures of Sect. 5.2.2. The results are shown in Fig. 29

separately for each radial compartment. It can be seen that,

for all layers, the values for the long barrel (central region,

|η| < 1) are scattered within a ±2% band around the aver-

age. At high η, in the extended barrel, the statistical uncer-

tainties are larger due to worse coverage than in the central

regions. Still these values are for the most part distributed

within a ±3% band.

Uniformity vs. module The uniformity over modules has

also been investigated. The response in every module was

integrated over all cells in the given radial layer. Studies

combine all partitions, barrel and extended barrels.

The results are shown in Fig. 30. Again the same cut on

momentum 10 < p < 30 GeV/c as measured in the Inner

Detector was applied. This condition plays two roles—apart

from the reason mentioned in Sect. 5.2.2 it also ensures a

similar initial momentum distribution in different φ-regions.

Both experimental data and MC exhibit an essentially

flat response as a function of azimuthal angle φ. A resid-

ual pattern observed with data matches the MC: this small

increase of dE/dx in horizontal (φ → 0, φ → ±π ) mod-

ules is likely due to a difference in muon momentum in

events passing the selection criteria. Nevertheless, the data

show a good uniformity over φ and, except a few cases

in the horizontal region, most modules are well within

a ±3% band. In particular the average response in top

(φ ≈ π/2) and bottom (φ ≈ −π/2) modules appears to be

within 1%.
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Fig. 29 Uniformity of the cell

response to cosmic muons,

expressed in terms of

normalised truncated mean of

dE/dx, as a function of

pseudorapidity η for each radial

layer. The response is integrated

over all cells in each

pseudorapidity bin in the given

radial layer. The results for data

are compared to MC simulations

and both are normalised to their

averages for each layer. Data are

shown with closed circles, open

circles indicate MC predictions.

Statistical uncertainties only.

Horizontal lines limiting a ±3%

band are shown

5.3.2 Muon response and layer intercalibration

The results discussed in Sect. 5.3.1 show that the cells are

reasonably intercalibrated within a given layer, while there

are differences observed between individual layers. In order

to better quantify these differences, the layer response was

calculated as the truncated mean of a single dE/dx distri-

bution for all cells in a given layer. This approach reduces

the statistical uncertainties, with respect to taking the trun-

cated mean in each cell or η,φ bin. In addition, only events

in the bottom of the detector are used, to avoid a bias from

the muon momentum cut—in this way, the muon momen-

tum for all the events is measured in the Inner Detector just

prior to their incidence in TileCal.

In the cosmic muon analysis, various sources of sys-

tematic uncertainties associated with the truncated mean of

dE/dx have been carefully studied. For every contribution,

the associated parameter was varied in the given range and

the systematic uncertainty contribution was evaluated as half

of the difference between the maximum and minimum re-

sulting truncated mean, unless explicitly stated otherwise.

The following contributions were identified:

– As already shown in Fig. 26 (right), data and MC exhibit

a slightly different behaviour in function of the muon mo-

mentum. Because of this, the variation of the data/MC ra-

tio over the analysis range (10–30 GeV/c) is considered

as the systematic uncertainty due to the response depen-

dence on the muon momentum.

– As the muon momentum is measured in the Inner Detec-

tor located in the centre of ATLAS, the response in the

top and bottom part of TileCal can be different. Although

the difference is well below 1% (see also Sect. 5.3.1), we

consider its half as the contribution to the systematic un-

certainty.

– Another contribution is associated with the residual de-

pendence of the truncated mean on the path length. The

truncated mean dE/dx was evaluated for several path

length bins, and the above mentioned difference was cal-

culated.

– The truncation itself represents another source of system-

atic uncertainty, that is associated with uncertainties in the

description of the energy response shape. The uncertainty

was estimated by comparing the resulting truncated mean

of dE/dx for several values of truncation between 0%

and 2.5%. This contribution does not fully cancel for the

Data/MC ratio due to the difference that is observed in the

tails of the dE/dx distribution between data and MC.
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Fig. 30 Uniformity of the cell

response to cosmic muons,

expressed in terms of

normalised truncated mean of

dE/dx, as a function of

azimuthal angle (module) for

each radial layer. The response

is integrated over all cells in

each module in the given radial

layer. All partitions are

combined. The results for data

are compared to MC simulations

and both are normalised to their

averages for each layer. Data are

shown with closed circles, open

circles indicate MC predictions.

Statistical uncertainties only.

The gap around φ = 0

corresponds to horizontal

modules that are poorly

populated by cosmic ray muons

passing through the Inner

Detector. Horizontal lines

limiting a ±3% band are shown

– The impact of the noise cut was studied as well, varying

it between 30 MeV and 90 MeV (approximately 1σ and

3σ , where σ is the average noise RMS). The associated

systematics appears to be very small.

– The measured response was also compared for various

triggers, whose efficiencies depend on the muon mo-

mentum and also event topology. The data triggered by

TGC and RPC indicate a good match within uncertainties,

therefore the associated systematics is considered to be

negligible with respect to other contributions mentioned

above.

– The EM scale was transferred from testbeam to the AT-

LAS cavern by means of the Cs source calibration proce-

dure. Since the scale was set when the magnetic field was

switched off and data were collected with magnetic field

on, the appropriate correction has to be applied. More-

over, the Cs data show a response increase with time (see

Sect. 4.3). Most of the cosmic data were acquired in Sep-

tember/October 2008, therefore we used the last Cs mea-

surement with magnetic field on before the cosmic data

taking to correct for both effects mentioned. The com-

bined effect of these two corrections (magnetic field and

response increase) amounts to −1% for the barrel and

−0.6% for the extended barrel between June and Septem-

ber/October 2008 as shown in Fig. 20. Since the origin of

the Cs response variation in time is not yet fully under-

stood, the maximum and minimum of the Cs response in

2008 is considered as input for the corresponding asym-

metric systematic uncertainty.

The uncertainties were evaluated separately for the LB and

EB partitions and per individual radial layer for data, Monte

Carlo, and the data/MC ratio (some contributions cancel in

the ratio). The correlations among the radial layers are not

taken into account and only the square roots of the diago-

nal terms of the error matrix are considered, and listed in

Table 5.

The results on the longitudinal layer intercalibration are

presented in Table 6 and displayed in Fig. 31, the error bars

representing the total uncertainty based on the quadratic sum

of the statistical and systematic uncertainties.

The differences in the cosmic muon response among in-

dividual layers are present even after correcting for the resid-

ual dependencies on the path length, momentum, impact

angle, impact point, by considering the ratio of data over

Monte Carlo. The resulting values are strongly correlated,

therefore the maximum difference of 4% between the indi-
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Table 5 The individual contributions to the systematic uncertainty of

the truncated mean dE/dx in cosmic muon Data and Monte Carlo.

The listed values correspond to the diagonal terms of the error matrix.

Analyses were performed with the ID-track method. The uncertainties

on the global EM scale factor are discussed in Sect. 4.5

Systematic Uncertainties [MeV/mm] for Data and MC

Uncertainty source Long Barrel Extended Barrel

A BC D A B D

Data ±0.016 ±0.030 ±0.019 ±0.046 ±0.030 ±0.017

Path MC ±0.006 ±0.008 ±0.013 ±0.014 ±0.015 ±0.022

Data/MC ratio ±0.008 ±0.016 ±0.009 ±0.033 ±0.021 ±0.019

Data ±0.024 ±0.034 ±0.033 ±0.037 ±0.043 ±0.044

Momentum MC ±0.032 ±0.042 ±0.035 ±0.020 ±0.042 ±0.044

Data/MC ratio ±0.008 ±0.007 ±0.004 ±0.024 ±0.005 ±0.009

Data ±0.007 ±0.002 ±0.002 ±0.009 ±0.004 ±0.003

Noise MC ±0.004 ±0.002 ±0.003 ±0.003 ±0.002 ±0.002

Data/MC ratio ±0.002 ±0.000 ±0.001 ±0.005 ±0.001 ±0.000

Data ±0.013 ±0.014 ±0.013 ±0.013 ±0.013 ±0.013

Truncation MC ±0.014 ±0.014 ±0.014 ±0.014 ±0.014 ±0.014

Data/MC ratio ±0.004 ±0.005 ±0.005 ±0.003 ±0.001 ±0.001

Data ±0.007 ±0.006 ±0.012 ±0.008 ±0.009 ±0.008

Top/Bottom MC ±0.015 ±0.014 ±0.014 ±0.016 ±0.037 ±0.006

Data/MC ratio ±0.006 ±0.014 ±0.002 ±0.006 ±0.021 ±0.010

Data
+0.005 +0.005 +0.005 +0.000 +0.000 +0.000

Global EM
−0.013 −0.013 −0.014 −0.008 −0.008 −0.008

scale factor
MC – – – – – –

Data/MC ratio
+0.004 +0.004 +0.004 +0.000 +0.000 +0.000

−0.010 −0.010 −0.010 −0.006 −0.006 −0.006

Data
+0.033 +0.047 +0.042 +0.062 +0.055 +0.050

−0.035 −0.049 −0.044 −0.063 −0.056 −0.051

Total MC ±0.039 ±0.047 ±0.042 ±0.033 ±0.060 ±0.052

Data/MC ratio
+0.015 +0.023 +0.012 +0.042 +0.030 +0.023

−0.017 −0.025 −0.015 −0.042 −0.031 −0.024

Table 6 The truncated mean of

dE/dx (MeV/mm, see text),

measured with cosmic ray

muons in barrel (LB) and

extended barrel (EB), and

projective testbeam muons.

Results are shown for both data

and Monte Carlo as well as for

each radial layer. For cosmic ray

muons, only modules in the

bottom part are used. Total

uncertainties are quoted. For

cosmic data the statistical

component is negligible. The

systematic uncertainty

corresponds to the diagonal

terms of the error matrix

Radial layer A BC D

Data 1.28+0.03
−0.04 1.32 ± 0.05 1.35 ± 0.04

Cosmic muons, LB MC 1.32 ± 0.04 1.35 ± 0.05 1.34 ± 0.04

Data/MC 0.97+0.01
−0.02 0.98 ± 0.02 1.01 ± 0.01

Data 1.27 ± 0.06 1.29 ± 0.06 1.32 ± 0.05

Cosmic muons, EB MC 1.31 ± 0.03 1.32 ± 0.06 1.34 ± 0.05

Data/MC 0.97 ± 0.04 0.98 ± 0.03 0.99 ± 0.02

Data 1.25 ± 0.03 1.39 ± 0.04 1.39 ± 0.03

Testbeam, LB MC 1.30 ± 0.02 1.37 ± 0.03 1.36 ± 0.02

Data/MC 0.96 ± 0.02 1.02 ± 0.04 1.02 ± 0.02

Double ratio
(Data/MC)Cosmic muons, LB

(Data/MC)TB, LB
1.01 ± 0.03 0.96 ± 0.04 0.98 ± 0.03
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vidual measurements with the cosmic muon data indicates

the layer response discrepancy.

5.3.3 Validation of the EM scale propagation

from testbeam

The ratio data/MC mentioned above also depends on the ab-

solute EM scale of the MC simulated energy loss in the calo-

rimeter. Due to the uncertainties in this quantity, the double

ratio of data/MC, cosmic muon/TB, is adopted for compari-

son of the muon response and hence the EM scale between

cosmic and TB data in the long barrel. For testbeam data

and Monte Carlo, the truncated mean of the dE/dx distri-

bution was obtained for each run, and then averaged over

all runs. These are the values already presented in Table 6

and Fig. 31. The evaluation of the systematic uncertainties

is briefly described below.

We consider the spread of the dE/dx values over the dif-

ferent incidence angles as the main uncertainty of the mea-

surement, an approach that effectively combines the statisti-

cal and part of systematic uncertainties. On top of them, we

consider the following subdominant contributions:

– The bias due to the truncation in the dE/dx distribution

was estimated in the same way as for cosmic data (men-

tioned above).

– The uncertainty in the global EM scale due to the non-

calibrated integrators (see Sects. 4.3 and 4.4) at that time.

This uncertainty applies only to data, not to Monte Carlo.

Fig. 31 The truncated mean of the dE/dx for cosmic and testbeam

muons shown per radial compartment and, at the bottom, compared

to Monte Carlo. For the cosmic muon data, the results were obtained

for modules at the bottom part of the calorimeter. The error bars shown

combine in quadrature both the statistical and the systematic uncertain-

ties, considering only the diagonal terms of the error matrix

The individual uncertainties were evaluated for each ra-

dial layer and the resulting total uncertainties, shown in Ta-

ble 6, were obtained by summing the individual contribu-

tions in quadrature.

The double ratio of data/MC, cosmic muons/TB, is pre-

sented in the last row of Table 6. The uncertainty contri-

butions are computed by propagating in quadrature the TB

uncertainties just described and the cosmic muon uncertain-

ties mentioned in the previous section, that only take into

account the error matrix diagonal terms. The EM scale mea-

sured with cosmic muons, relative to that determined at test-

beam in the long barrel, amounts to 1.01, 0.96 and 0.98 for

the A, BC and D layers respectively. Since the uncertainties

per layer are at most 4%, these values are consistent with

1.0, showing that, within the precision limits of the analysis,

the propagation of the EM scale from testbeam to ATLAS

was performed successfully.

It should be noted that the LHC collisions will provide

extra tools to check the EM scale calibration. Isolated muons

and single hadrons developing their shower only in TileCal

will provide two data samples for which a direct comparison

to the testbeam scale will be possible.

5.4 ITC and gap/crack scintillator calibration

Understanding the response of the intermediate Tile Calori-

meter (ITC) and the gap and crack scintillators (see Sect. 2.1

and Fig. 2) to cosmic ray muons is essential for their cali-

bration. The gap and crack scintillators can not be calibrated

using the Cs calibration source and therefore have arbitrary

calibration factors applied to them. This study with cosmic

muons gives the first clues for their in-situ performance.

These detectors are calibrated in two steps. The first step

is the intercalibration in φ among the cells of the same de-

tector type and to determine the calibration factors for each

cell. The second step is the absolute calibration and to de-

termine a scale factor defined relative to the MC for each

detector type. Since the absolute energy scale in the scintil-

lators is not known, the simulation is used as a reference in

this case.

The event selection follows the same procedures as indi-

cated in Sect. 5.2.2, with the exception that only events with

a single muon track with a momentum above 5 GeV are con-

sidered and that, for the ITC cells, the entry and exit points

of the track in the cell must be separated by at least 4 cm in

the z direction. These requirements accept 8% of RPC trig-

gered events, 80% of TGC triggered events and 7% of L1

calorimeter triggered events. Problematic cells and scintilla-

tors14 are excluded in this analysis.

The geometrical path length is defined as a straight line

between the two surfaces of the cell or scintillator. The muon

14Cells or scintillators that, even though matched with extrapolated

tracks, appear too noisy or show very small signal.
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energy loss per unit path length is used to evaluate the re-

sponse. It is referred to as dE/dx for the ITC cells (C10,

D4), which have the same elementary structure as ordinary

TileCal cells (as in Sect. 5.3). For the gap and crack scin-

tillators (E1–E4), the muon energy loss estimator is the sig-

nal (expressed in units of charge) normalised to the muon

path length through the scintillator and, for distinction, it

is referred to as ΔE/ΔL. Figure 32 is an example of the

dE/dx or ΔE/ΔL distribution for the cells in one module

for cosmic ray data and MC. The cells generally show good

signal-to-noise separation except for crack scintillators (E3,

E4). The signals in the crack scintillators are found to be too

small for good separation from noise distributions and the

HV of the PMT has been accordingly increased. The noise

distribution in the gap scintillators (E1, E2) in the data is

mainly due to grooves and holes in these scintillators that

accommodate the 137Cs source pipes.

For each cell (scintillator), the dE/dx (ΔE/ΔL) distrib-

utions were fitted with the convolution of a Landau func-

tion with a Gaussian. The average and the RMS of the

peak positions (MOP) of the fitted functions are summarised

in Fig. 33 and shown with the results from the MC. For

comparison, results for the extended barrel cells D5 and

B11 are also shown with ITC cells in the figure. Cells

with insufficient statistics or with poor fits are excluded and

30%–50% of ITC cells and ∼25% of gap scintillators re-

main.

The average values indicate that the response for the ITC

cells is consistent with the cell response of ordinary TileCal

cells, which are well calibrated with the standard Tile Calo-

rimeter calibration procedure. The response of the ITC cells

is also consistent with MC to within ∼5%. In the gap scin-

tillators (E1, E2), where the scale is arbitrary, the observed

differences of roughly 20% imply an additional scale factor

to adjust data relative to MC.

The uniformity of the response was also determined with

these data. The RMS values are ∼10% in ITC cells (C10

and D4), while in gap scintillators (E1, E2) the RMS values

amount to 15%–20%.

Based on this study, no changes were made to the ITC

cells since their response is consistent with the response of

the ordinary Tile cells. For the gap scintillators, correction

factors for φ intercalibration and global scale factors were

measured relative to MC. As a result of this analysis, the

HV values for the crack scintillators (E3, E4) have been in-

creased to improve the separation between signal and noise.

The expected improvement has been verified.

Fig. 32 Responses of ITC cells (D4 and C10), gap scintillator cells (E1 and E2) and crack scintillator cells (E3 and E4) to cosmic ray muons in

EBC module 49. They are shown in terms of dE/dx for the ITC cells and ΔE/ΔL for the gap and crack scintillators
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Fig. 33 Responses of gap and

crack scintillators (left) and ITC

cells (right) to cosmic muons.

Shown are the average values of

the peak positions (MOP) of the

fitted functions on the ΔE/ΔL

and dE/dx distributions

respectively. The vertical bars

indicate the RMS values

5.5 Performance of time response

Before the start of the LHC in September 2008, cosmic

muons provided the only way to verify the accuracy of the

time calibration of TileCal at the cell level. In addition to

the online monitoring of detector synchronisation, that used

distributions of average event time in function of position,

detailed analyses of the data, described in this section, were

able to measure the timing corrections for a large fraction of

the TileCal channels. These analyses, based on the measure-

ment of the muon time-of-flight between the top and bottom

cells, have been validated using the data from the 2008 LHC

single beam.

5.5.1 Extraction of time corrections

Two methods have been developed to extract the time cor-

rections using the cosmic data [26, 27]. They are based on

the comparison of the time determined in the top and bottom

modules with the time-of-flight of the cosmic muon through

the detector.

The iterative method [26] was successfully applied dur-

ing the 2007 data takings. The very top barrel module

(LBA16) was taken as a reference and the time offsets of

the other modules (taken as single values for a whole mod-

ule) were measured relative to this one. Since not all mod-

ules can be directly calibrated with respect to the reference

one, an iterative procedure has been adopted, determining

first the time of modules in the bottom sector opposite to the

reference. In subsequent steps, the time of other modules

in the top was determined relatively to those in the bottom

already measured in the first step, and so on until all mod-

ules were analysed. The results of this method showed at an

early stage that the laser-based inter-module time offsets had

an accuracy of about ±2 ns. The systematic uncertainty due

to the method itself was studied by adding known offsets to

the input data, and determined to be 0.5 ns. In principle this

method could also be used at the cell level, but for this a

different method was used.

The global matrix method [27] obtains the timing offsets

also from comparison of data from top and bottom of the de-

tector, but does that in an integrated way, by solving a system

of equations that relates the time offsets of each cell to the

measured time differences between those cells. If m and n

are, respectively, the numbers of selected cells in the top and

bottom part of the detector, and k is the number of valid pairs

(see selection criteria in next paragraph) between them, the

problem can be posed in matrix form as:

Mt = ΔT (6)

in which t is the (m + n)-size vector of unknown offsets,

ΔT is the k-size vector of measured time differences (aver-

aged over all events, and corrected for time-of-flight). M is

a (m + n) × k matrix, and each line (of k) contains 1 for the

element of the top part and −1 for the each element of the

bottom part corresponding to the pair identified by that line.

In order to properly weigh the results for different pairs, each

element in M and ΔT are divided by the standard deviation

of the pair time difference measurement. Since k > (m+n),

this system of equations is overdetermined, so the (approxi-

mate) solution is the least-squares minimum of ‖Mt −ΔT ‖.

This method was applied to 0.5 M events from the RPC

trigger sample of a long run taken in 2008. The event se-

lection required to have at least one energy deposit above

250 MeV both on the top and bottom cells. For each event,

cells were selected by requiring an energy between 200

MeV and 20 GeV, and a time difference between both PMTs

of less than 6 ns. A final selection required that at least

5 events contribute to a cell pair average, and that the RMS

of the measurements is smaller than 5 ns. The efficiency of

these selections is of 40%, 75% and 82% for, respectively,

the A, BC and D cells. To avoid memory limitations due to

the large number of pairs (more than 30 k), the offset ex-

traction was carried out separately for four sets of pairs. To
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Fig. 34 (Left) Average of the

time corrections per module as

measured with the global matrix

method with cosmic muons, for

all cells. (Right) Difference of

those values with respect to the

results from the 2008 single

beam data, removing the cells

from the first layer. Different

symbols correspond to modules

in different partitions, as

indicated

Fig. 35 Correlation (left) and

difference (right) between the

time corrections from cosmic

muons and the 2008 single

beam results. The cells from the

first radial layer were removed

ensure consistency, these sets have a partial overlap, and the

results are integrated at the end. The results were compared

with those obtained with the 2008 single beam data (see

Sect. 4.6), which were taken very close in time (less than

1 month) to the cosmic muon run analysed.

5.5.2 Results and comparison with 2008 LHC single beam

The average for each module of the cell offsets measured

with the global matrix method is shown in Fig. 34 (left)

and the comparison with the single beam data is shown in

Figs. 34 (right) and 35.

The results clearly show differences of 10 ns between

each partition (Fig. 34 left), but an otherwise good unifor-

mity, of 2 ns, for all the cells in the second and third ra-

dial layers within each partition (Fig. 34 right). The results

for the first layer are more scattered (this is reflected in the

module average distributions, in particular for the EBA par-

tition), in disagreement with the single beam measurements

(see also Sect. 4.6). Due to the small size of the cells, the

energy deposition with cosmic muons in this layer is small

(peaking at roughly half of the value for the second layer),

and consequently the signal-to-noise ratio is worse. Since

the single beam energy deposition is significantly larger,

those results are more reliable, and so only the cosmic muon

results from the second and third layers are considered valid.

It was expected to have differences between partitions,

since the laser calibration had not been performed at this

level.15 The difference of 5 – 8 ns for the first 8 modules of

EBC (Fig. 34 left, between 0 and 0.8 in φ) was unexpected,

but confirmed with single beam data, and traced to an incor-

rect measurement of laser fibre lengths. So the inter-partition

and inter-module results confirmed and validated the results

from single beam, which were subsequently used to set the

calibration time offsets, as described in Sect. 4.6. Within

each partition, the agreement with the single beam data for

the second and third layers, both at the level of module av-

erages and single cells, is about 1 ns. Since this is smaller

than the spread of the average offsets, these results provide

a measurement of the accuracy of the laser-based time cali-

bration, of about 2 ns.

15This is because the laser calibration data was taken in Tile standalone

configuration, which has different delays than the global ATLAS online

configuration.
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6 Conclusions

The Tile hadronic calorimeter of the ATLAS detector under-

went extensive testing during its commissioning and cosmic

muon data-taking periods. The calorimeter has 99.1% (De-

cember 2009) of its cells operational and conditions that can

affect the PMT gains have been monitored to be very sta-

ble over one year, such that no corrections are needed. The

noise, being within the expectations and requirements, has

a non-Gaussian component which has been taken into ac-

count in the reconstruction of clusters and physics objects.

The noise magnitude has been stable over time within 1%.

The electromagnetic energy scale has been transferred

from 11% of modules calibrated at testbeam to the full Tile

Calorimeter in the ATLAS cavern setting by means of the

TileCal calibration systems. The precision of all calibration

systems is remarkable and has proven to follow the sys-

tems’ design requirements. Regular calibration data-taking

has demonstrated the stability of individual systems at lev-

els well below 1%.

The single beam data proved to be very useful in com-

plementing the calibration systems for the synchronisation

of the calorimeter cells. The timing intercalibration capabil-

ity is at the level of 1 ns within a TileCal module and 2 ns

within a partition. Cosmic muons provided an independent

cross-check of the time calibration settings, having verified

a large fraction of the second and third layer cells with 2 ns

precision.

The analysis of the cosmic muon data has been a very

useful validation procedure to assess the performance with

particles at the full calorimeter scale and to compare with

Monte Carlo expectations. The separation between signal

and noise is very good, with an S/N ratio of ∼29 for the

sum of the three radial layers. The cell response uniformity,

as measured with the muon track dE/dx, is at the level of

4.6%, 3.5% and 3.8% within, respectively, the A, BC and

D layers. The energy response shows a maximum difference

among the radial layers of 4%.

The estimator of the EM scale relative to the testbeam

calibration period as determined by the cosmic muons

analysis is consistent with 1, with an uncertainty of 4%.

A possible bias of −5% in the EM scale calibration due to

lower HV settings as compared to the testbeam cannot there-

fore be totally excluded. However, the measurements with

cosmic ray muons are compatible with a successful propaga-

tion of the EM scale factor from testbeam to the full ATLAS

configuration.
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