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Abstract

The real-time performance of a micrbcomputer system designed
for dedicated control of gas chromatography and real—time'analysis
was studied to détermine operating charaéteristics and accuracy of
" the peak-area integration algorithm. The software program deVeLoped
to obtain peak areas used statistical criteria for the detection of
the start, maximum Value, and end of a chromatographic peak. The 
accuraéy of the system was teSted with propane-~helium mixtures and
by comparison to results obtained with off-line data reduction.
The study showed that the real-time microcomputer system gave peak
areas which were lower than the off-line results by less than 0.6
percent. The difference was shown to arisevfrom truncation error
in the double-precision oétal mathematical subroutines, énd to

error in the assignment of a baseline at the peak-end.
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Introductibn
During.the past twenty years the gas chromatograph has evolved

extensively as an analytical device for the chemical industry. ' Since
the deveiopment of the computer, many types of computer-assisted
chromatégfaphs have been developedlto analyze and reduce gas chrométo—
graphic data, and7£; contro1‘the operation of=the instrument.

| Quéntitétivé gas chfométography,depends ultimately upon the.
accuracy ofvchtomhtographic beak;area‘measurements, frém which the

concentrations of components present in the sample can be determined.

" The problem is compounded by signal noise and baseline drift.

Inaécuracies in the determination oflthe start and ehd of each

chromatographic peak are significantly affected by these problems.
Computer systems for chromatog;aphy which are on-line offer

adVantages of rapid chromatogram repérting and low operator assistance.

Electronic, analog, and hybrid integrators have been developed for

. automatic peak-area integration [1].- While these methods are low in

cost, they are often limited in performance and are imherently

inflexible [2]. Computing integrators fely-on noise filtering of fhe
detector_sigﬁal fo decrease the error in assigning the peak béseline.-
in that approach tﬁe filter characteristics must be fixed, whereas
an‘optimum noise filtering involves a trade—off_between the peak
resoluﬁion and_the'Signal'slope’resolution, so that baselines are
frequently assigned imﬁroperly.

Thevminicompuﬁer has also been utilized for the on-line analysis_

of chromatograms, with the variety of concéptual approachés and



systems in“current_use [3-6]. iThe minicomputer systems are characterized
by high performance end'multichannel capaoility [7j, but often at
very high coet. :These systems utilize background programming methods
to‘analyze the chromatogrem which is stored in the computer memory,
‘aﬁd thus do not operate in real-time. Although the cost of
minicomputer:systems and of semiconductor memoriee has decreased
at nearly an annual rate of 30 oercent.since 1967;'these systems
remain beyond the reach-of{most small laboratory users of gas chromatographs.

A significant recent advancement in the automatic monitoring and
control of gas chromatographs has been made feasible by the development
of the microprocessor, a large—scale integrated circuit on a single
silicon'chip which is the central processing unit for a microcomputer.
Microprocessor technOIogy hee made it possible to develop gas
chromatogreph syétems.with the performance of existing minicbmputer'
systems, but at the cost of the limited, electrooic integrators. |
A microprocessor-based system for the control of gas chromatographs
and for‘the analysis of chromatograms has been developed by the
‘authors [8]. Microcompoters hare the advantages .of high reliability and
~a high noise im@unity,as well as small siée and power requiremente in
continuous, dedicated service. This approach'to on—lihe chromatographic
- analysis promises to.efficiently solve the problem of gas-chromatograph
automation fdr the email laboétory user.,

The deVelopment'of softwere programs for the implementation of
microcomputers in reai—time analytical applications of gas chromatograohy

. is the objective of the present study. A particular objective is the
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dévelbpment of é real-time analytical program for peak-area integration
which utilizes Statiétical methods‘for:reducing ﬁncertéinties.arising
from noise and baseline wvariation, similér to the methods utilized

in off-line dafa réductioh [9-10]. 1In this paper, an approach to the
real—timé integratioh of peak-qreas is presented and tested for

sources of error.

The Microcomputer System and Software

The micxogomputer system studied utilizes an Intel 8008 micro-
processor in a bih—orientéd structurg with 7.6 by 12 cm modular printed-
circuit boards contéining the microcompqter control and interféce
circuits [8,11].. Together Qith a 4 1/2-digit digital voltmeter,(DVM). and
control-relay modules for valve control and power supplies;.tﬁe system océupies
a volume 1éss than one cubic foot. A low-noise amplifier is used
to amplify the detector signal of the chromatograph to the * 2 volt
. range of the digital voltmeter. This system was coﬁstructed in the
Electronics‘Shop of the College of Chemistry from modules obtained
from the Lawrence Livermore Laboratory [12].

A speclal-purpose operating system was developed for the system
to facilitate software programming and data acquisition [13]. The
"operating system con;ains an interactive teletype monitor and
incorporates useful features such as an automatic breakpoint
facility which is able to store the contents of memory registers in
the microprocessor -the program status - in a push-pop (last-in,

first-out) memory stack.



of about 2x10

A floating-point ﬁathematical package (FPP) makes possible
24-bit, binary floating;point arithmetic (16-bit mantissa, 8-bit
sign and exponeht),including square.root. The FPP allows the
performance df real—time‘data~reductions with an operationél acduracy
3%;j Relatively sbphisticated'datavprocessiﬁg can be
implemented at somé'redugﬁion in cémputationalvspeed. The relatively
siow Iﬁtel 8008 CPU Qith ité'26.us cycle timeican sample and process.
data at:a rate ﬁp to‘fwé.sampleg per second eVenvwith statistical
'subroufines in réaletimevoperation. On the other hand, the newer
Ihtel-éO80 microprocessor has a 2 ué cycle time and ié."upﬁafd_compatiﬁle"
with the 8008 at the source—éode level. 1In a similar cont:bl system
the Intei 8080 CPU can run the same software»lO times faster.

In addition to the dperating system and floating-point mathematics

subroutines, a set of flexible, easy-to-sequence subroutines was

is stored in programmable read-only memory (PROM).. These

subroutines constitute the gas chromatography package (GCP). The

GCP includes subroutines tdlperform.on—line data aéquisitién from tﬁe
DVM at ‘a predetermined éaﬁpling rate controlled by the real-time
clock, and to perform real-time data reduction and statistical
analysis. Other routines provided column temperature control and
the plotting of the chromatogram on a feletype printer.

" Program features 6f the system are shown in Tébie I, along with
memory rgquifementé and memory siorage mode.v All programs were written

in the Intel 8008 octal.language.
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Table I

" Program Features of the Microcomputer System
' "~ for Gas Chromatography

: Memory Total Memory
Sub-Program . Storage - QOccupancy (bytes)

Restart and Breakaints' . PROM _ 256
Operating System E PROM - 1024
Floaﬁing—Point Mathematics PROM ‘ . 1536

(24 bit words, : :

16 bit mantissa)
Gas Chromatography " PROM . 1024

Analytical Package : ' : ' '
Data Storage | RAM 256
Heater Contro_l _ - ‘RAM . 512
Plotter Routines RAM 256

Main Control Program RAM . 1024



The main program for control, analysis and data reporting is
shown in Figﬁre 1. The,computer memﬁry regisfers for control status
_areyfirst cléared and initial control.parameters are input from a
telétype. _Initialvcontrélé such.as Valvé.positions and the column
heater'temberature are.then.estébliéﬁed, énd a time Helay is introduced
for noise ébatement; )

Idleachvcompufétionaltgygle,'t&ﬁié#liy 0.5 s, a new sample 1s
écqhired via' the digitai'Qoltmeter in BCD format. This datﬁm'is
. converted iﬁto ASCII forﬁat for optional print-out on the.teletype,
and then to a floating—poinﬁ representation. . When the program is
first started, a sequence of detector signal samples are fecoraed'
during N lcomputational cycles . and the mean and standard deviatidﬁs
are computed along‘wiﬁh the baseline slope. If either the standard
aeviation of the noise or the baseline slope exceeds an input limit,
an optional telefjpe'message is generated, éhd the program returns
to the delayvéycle for ﬁoise abatement, as shown in Figure 1.

The flow chart fqrbpeak—start detection is_éhown in Figure 2.
Therdetector_signal-is read and the mean (x) and'sfandardvdeviétion

(o) of the preceeding N samples are computed. If the condition,
x > X%+ 2 Eq. 1
n .

' is met, a correction is made for the lost area of the peak preceding
the satisfaction. of the abdve condition, and an integration subroutine
is started, based on the trapezoidal method. Otherwise, new x and O

values are computed to establish a moving statistical window with a



bsample number denoted by WINDOW. The‘siZe of this sample number is
kept low td avold excessive errors due to a deélinimg or rising
béseline. | |

-One interesting feature of this start-of-peak test is its
implicitvnoise—compensation propérty. If'the inpﬁt sigpal noise
imcreases; then the admissible dynamic band (x * 20) _fof.the next
sample x is increased. A smaller start-of-peak admissible dynamic
band is-éet by a low;noise level.

When the integraéion is started,.the last value is is saved
in memory. - The program then begins to check for the peak maximum,
as shown in Figure 3. Following the peak maximum, the program tests
for the end-of-peak condition which requires a nonnegative instantaneous
slope, Yﬁ , and an‘instanténeous siope éxceeding the baseline-projected

slope, Yy ».0T B

Yo > 0 and Yb > Y, Eq. 2

In order to minimize the effect of noise; two successive data samples
satisfying the end-of-peak condition are needed to terminate the
integration. An alternate end-of-peak condition requires a return -

'»tQ thevbaseline and a minimum insténtaneous slope, or
< X ) > ,

.(xn X f 20) and Y, MSLOP f | qu 3

The flow chart for the peak-end detection block is shown in Figure 4,

Performing thé tests with noncontiguous samples improves the noise-

‘immunity of the algorithms.



Experimental

Tﬁe accuracy of chromatographié peak iptegration was studied |
with propang—helium mixturgs of known concentrations. fChromatograms
were prbduced'with_a Beckman GC-2A gaé éhromatographvﬁith a thermal
cdﬁductivityvdefecfor, whose'O;l mV.dutput wés amélified with an
: extfémély.étable, High—impeﬂencebdifferentiai amplifier and iﬁput_to
“"the 4 l/Z—digit Aigital voltmeter;f'Pgak-integréis>werg obtained_
with the‘gés.éhfémétoéréphic suBbrogféﬁ;“;i£h-é'nofmaliiation factor
. of uniﬁy. The humbernof data points used in the ﬁoving statisticai
window was 16. o | '

The program operation with a fypical gas chromatogram is shown
in Figure'5. The first COUNT samples was acquirea without testing.for
the start-of-peak condifion to compensate for any start-up noise or
abnormality in the first samples, and to provide some statistical
inertia in higthoise environment. To avoid unwanted program instability
or lack of smali—peak detection, it was found tbat the sampling rate
should be preset to a Valué related to the expectéd noise characteristics
: of the signal. A l-byte program variable 1ntroduced for this purpose
was sét by the initialization ¥outine to act as the time constant of
- a digital filter.

Comparison to off-line data_ﬁrocessing was achieved by recording
the detector signal values on paper tape for input to. a CDC 6460 computer;
The off-line'énalytical program utilized the'linear regression |
analysis of 30 successive detector signal values to establish ﬁhe

baseline prior to start of peak integration [5]. A third-degree
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- convolution of -a group of nine successive values was then used to
define tﬁe data—sméothe& instantaﬁeous:Value of the mid-point within
each group;'and to ailow precise calculation of the first time

derivative of.the detector>signa1. The'baseliné slopé at the start
'_of each chiomatogfaphic peak was obtained by ayeraging the first
derivative at eacﬁ-of the previous 22 déﬁa ﬁoigts of the smoothed
béSeline; The thfeShold'value'fdr'the Starﬁ of a chromatographic
jpeak was set'éqﬁal tO'the-mOViﬁgAbaseline éverage plus twice the standard
deviation of the pre?ious 22 baseline values. The peak area was then
obtained from Simpson's_method, with the baseline defined by back-

extraplation to the smoothed tangent points on each side of the peak.

- Results

The results of the integratién of.gas chromatographic data are
summarized ip'Tabie II for propane;helidm miXtures. The results showed
' that the'bresent miérocomputer integration algorithm gave. integrals
~ ‘which are Q.Z té 0.6 per cent lower than those caiculated by off-line
computer analysis with data‘smoothing,for all éamples whére the peak
area is much.largér:than the roof;mean square inteérated baseline
noise (denoted by Integral Noise in Table II). The correlation of
both analytical methods with the amount of propane injected was within
0.3% for major peaks. For minor peaks with areas near the integral
~ noise values, the real-time analytical method showedsignifigant error.
ﬁoth the microcomputer algorithm and the off-line program were susceptible:

to the identification of false‘peaks.



Table II

Comparison of Analytical Results

Real-Time Microcomputer Analysis ) " 0ff-Line Analysis

Standard Dev,

Propane Standard Deviation of  Integral Peak Cofrelation : ‘ Peak ,
Injected Baseline Noise Noise Area with Amount: of Smoothed Baseline  Area = Difference
(umol) (mV) (mV-5) (mV-5s) Injected Noisgi(mv)» - (mV=s) - .(mV—s).
866.0 5.99x10™% | 0.047  109.740 10.9988 - '3;69x10;4: 110.075  -.335
868.8 7.03x10™% 0.056  109.980 0.9969 13-34x10;é ':.110,658 678
321.9 1.51x107° 0.071  40.852 1.0004 3.69x107% 40,958 -.106

0.20 8.80x10™* 0.004 0.003 0.1183 R }0.196 =192

0.10 5.78x107 0.004 0.009 0.7096 3.69xiof4 0.010 ~  -.010
Noise 8.17x10™" 0.003 Not Detected = - - 3.69x107" } 0.014 ~.014
Noise 5.54x107% 0.002 0.007 - 3i3eac™

Not Detectéd. 0.007
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In many runé the gntife digital data set was recorded by one
.of two methodé,veither By~storingvthe data report in memory forvprint¥
- out following'the.fpﬁ, br by.decreasing'the sample raté below 2sz.
An éxempiaryfprint—out'ihbgraphical_form on a teletype is shpwn in
Figure 6,> The'character‘ "I" was printed after eéch data point

dufiﬁg‘the”intégratioh'routine to define the range of the detected

peak. . The relatively slow_pfintiﬂg rate of the teletype, 11 characters

per secdhd,’limitaithis method of chromatogram recording to exemplary
“use,vhowever.- Following the plot, a summary of output'data was

printed. Finally, an optional statistical summary was printed.

The performance of the beak—area integration algorithm on peaks
of. short timé duration was tested by using the output from a signél
generator."Simulated'peaks with time durations as short as two
éampiing intervals could be.readily iﬁtegra;ed, but with some error.
The start of the integrationvwas initiated as soon as the input
'signél excéeded the sum of the running mean value of the signal and
- twice the running étandard deviation,'aﬁd as a cdnsequence, peaks
with a dura;iqn a; sﬁort as two sampling periods could friéger the

integration sﬁbroutine, While pegks of only a few samplipg periodé
in length were eésily detected, thé-limited number of intensity samples

taken during them did not allow high éccuracy in measured peak area.
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Discussion
The differenge”bétﬁeén-the'off—liné and the reél—timevresults

cap'be.éttributéd.partif.tQ rpﬁﬁd;off:errqrrof tﬁe mathemétiéal
_sﬁbroﬁtines,vahd §art1y.fo fhe méého& ﬁsed to detect thé integral
'end—pbint."lh.thé qff—liﬁe p;égram with daté smoothing, the‘base;line
is cbmpﬁted ffoﬁ'the'tahgent fitted to fhevsmobthed data, wﬁereas
in fﬁebpresent microcomputer algofitﬁm the ihtégration is tefminated

af the fifst'data point wheré tﬁe peék?end céndition is mé;. This
endfboint conditioﬁ intfoduces an erroruof approiimatél& half”the
integral noise, shown in Table II, ér approgimately ~ d.OS%ﬁ A
significantly larger erfor is introduced as a truncation error bf'the
pfgsent floatiﬁg—pointbmathematics subroutines, approximatély 0.002%
per computation. Arcomparison of input and stored data showed ﬁhatithe
truncation error for the éonversion from BCD to floating—point
representatién iS»appro#imately 5_0.01%. Coﬁsequently, the accumulated
 errof'f6r peaks containing many data poinfs can be largé; This

.source of érrpr can be~$ignificantly reduced by extending the mathematical
routines to handle tripie;precision.floating—point data, at a nominal
.éacrifice in computation speed. |

| The testé pgrformed showed that the peak area measured by real-
time micrbcomputer énaiisis is seﬁsitivé td the statistical criteria
useéd for péak—s;art.and peak-end whenever thé baseline drift is much
larger than the sténdafd.déviation of the baséline noise.
" Part ofvthis variation is intfoduced by the procéss of correcting

-in real time for lost area at the start of the peak before the baseline.
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slope wés known. A second contributing factor is a variatiom in
! s
" the assignment of the péakfemd point without recomputingbthe
~étatistics of the boseliné.m

A‘crioical limitation ofuthe presenf microcomputer algorithm
amises frbm.tho,simplifmod end—of*peak'comditions_currently in use.
The GCP routines‘are'nOt obie_to handle efficiently several possible
chromatogram_peak shapés, In_oaroiouiar_the_resolution_and_amalySis'
‘of mérged and tfailing;peaks is not presently,availabie-im;real—time.
vThis is not neceséafily an inherent limitotiom of the real—timé
'approach and can be overcome by some additional software development.
For'exomploba:nonnegative slope encoontered after a first maximum
is reached'causés one type of emdfof—peak condition explored in the present
study. This condioion could be used in a special subroutine which applies a
drop-line separation between fwo merged peaks. Also, the storage of
a "movingAwindow" of N sequential detector samples, including the -
insﬁantaneous sample, coold be maintained in momory, from which a
gtatisélcally smoothed baseline tangent point could be determimed.
More oomplex algorithms (such as preprogrammed tangent slope.tests)
are necessary to résolve tmailing peaks Byv"tangent skimming" [2].

bThe.usé of a threshold.of 20 above the running baseline as the
criterion for starting peak integration.causes some sampling noise oo
bevinteroreted_as false peaks. From a statisticol viewpoint, one sample
in every 44 will exceed the running baséline average of 20 and
trigger the'integration subrootine, In»the present onalyticol scheme,

the false peak is not tefminatedvat-the next sample lying below the
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‘-thrgshold ;s + 20 , because the baseline is'projectedAfrom the value
§S . Therefore false~peaks usuallylhave a duratioﬁ'of three to
fiveJQampling pgriodsa ‘As an examplé, a.noisé peak of five sampling
vipefiodé.dﬁ;ation and:an integrél of 0.0056 ﬁV was tiiggered by a sample>
: of.03006 mViﬁhen the:runningvbaSelinéiaveragegand standard deﬁiation -
were 0.0034 and 0. 0012 m_v,v _-r"espectivel&f -
'The'deteétion“bfifaise-beaks-is.aimindf.problem\with tﬁe'presen£:

» miérdéomﬁﬁter.algonithm,: The iﬁﬁéfﬁrétaﬁioniqf noise peaks as real
dgta'can.be évoidédisy ;éveral means; Fbr‘exémple, thevmicroéomﬁuter
program could be eaéily mOdified.by.ignbringfﬁeaks Qith area lesé'than
a minimum fixed value,_by;increasihg the thresﬁold for'peak—start
detection, br by applying a digital filtering technique. The technique
of digital filterihg with an 8-bit miciocomputer has bgen tested by -

'Seim and shown to be imporfant for noise reduction [14].

' The continuing advances in the miéroelectroﬁics technolégy and
micropfécessor architecture toward lowering the cost while inc;éasing
"thg Sizé’énd the sophistication of systém coﬁﬁonents holds pfomise for

-exéénded fufure feasibility of the microcpmpﬁters in a wide_variety»

~of chemical processes analysis and control applications.

Conclusion .
| An on—liﬁe real-time microcémputer,approach to the problem of
:autOmatic analysis of gas chromatography-has been deveiéped;
Exberimental studies with:the sjstem'have‘shown that measured peak
areas aré_in.géod agreément'with éff—line analyticallmethods using data

| smoothing.
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The flexibility of the bus-oriented microcomputer system used

was found to facilitate the special-purpose hardware implementations

~needed for automated control, and the expanded instruction set of

the Intel 8008 and .8080 microprocessors was found.sufficient for
e#pedient; softwére‘deyelopménts such as the operatingISyétem, the
fldating—poinf_méﬁhematics package and the peak integration package.

K Due»tb thelany;time cbnstants involVedvin the ga$ chromatographic

qontfol and;analytical processes, even a relatively slow 8-bit

. microprocessor'such as the Intel 8008 was able to exeéute controi, and

analytical subroutines to carry out a wide variety of preprogrammed,

discrete functions. The system Qas showﬁ to be able to perform real-
time statistical'analysis;'toierate a noisy input signal, and correct
for‘baseline'drifﬁ;_ The program developed wés able to determine thé
integral of'phe peak area in reai—time with accﬁraéy limited mainly

by truncétion error of mathematical subroutines, and by baseline fitting

at the pEék»end.

4
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