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Real-time interactive 4D-STEM phase-contrast

imaging from electron event representation data
Philipp M. Pelz, Ian Johnson, Colin Ophus, Peter Ercius, Mary C. Scott

Abstract

The arrival of direct electron detectors (DED) with high frame-rates in the field of scanning transmission

electron microscopy has enabled many experimental techniques that require collection of a full diffraction pattern

at each scan position, a field which is subsumed under the name four dimensional-scanning transmission electron

microscopy (4D-STEM). DED frame rates approaching 100 kHz require data transmission rates and data storage

capabilities that exceed commonly available computing infrastructure. Current commercial DEDs allow the user to

make compromises in pixel bit depth, detector binning or windowing to reduce the per-frame file size and allow

higher frame rates. This change in detector specifications requires decisions to be made before data acquisition that

may reduce or lose information that could have been advantageous during data analysis. The 4D Camera, a DED

with 87 kHz frame-rate developed at Lawrence Berkeley National Laboratory, reduces the raw data to a linear-index

encoded electron event representation (EER). Here we show with experimental data from the 4D Camera that linear-

index encoded EER and its direct use in 4D-STEM phase contrast imaging methods enables real-time, interactive

phase-contrast from large-area 4D-STEM datasets. We detail the computational complexity advantages of the EER

and the necessary computational steps to achieve real-time interactive ptychography and center-of-mass differential

phase contrast using commonly available hardware accelerators.

Index Terms

transmission electron microscopy, 4D-STEM, phase contrast imaging, sparse data representation

I. INTRODUCTION

Technological developments in electron microscopy continuously advance the frontier of observable phenomena.

Ultimately, we would like this frontier to be defined by fundamental laws and not our instrumentation’s technological

shortcomings within a reasonable budget.

In the last decade, the technical development of direct electron detectors (DEDs) has enabled a number of scientific

breakthroughs in electron microscopy. In cryo-electron microscopy (cryo-EM), DED technology and advanced

algorithms have enabled atomic-resolution imaging of biological macromolecules [1], [2]. DED technology has
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helped to surpass resolution limits set by electron optics in materials science [3], [4] and image light and heavy

elements simultaneously at atomic resolution and low electron dose [5]–[7] in a family of techniques known as

four dimensional-scanning transmission electron microscopy (4D-STEM) [8]. Yet, as internal DED frame-rates

approaching 2.5 kHz for large cryo-EM detectors and 100 kHz for smaller 4D-STEM detectors enable readout rates

on the order of 1010 pixels per second, the previous strategy of transmitting and storing uncompressed recorded

data is being overhauled to enable large-scale, extended experiments.
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Fig. 1. a) Sketch of a 4D-STEM experiment with sparse electron counts. A coherent electron beam is scanned over the sample, here a
carbon nanotube, in a two-dimensional lattice in real-space, marked by the blue grid of points. In diffraction space, the detector records a
two-dimensional image for each scanned point. For high frame rates close to 100 kHz and low-dose conditions, the number of electrons per
recorded frame is much smaller than the number of pixels, and the data can be efficiently compressed. b) Electron-event representation in
linear-index encoding. Each frame is converted to a list of electron hit coordinates. The memory requirements grow linearly with the electron
counts. c) Electron-event representation with run-length encoding, where only the linear distance between the electron hits is saved.

II. ELECTRON EVENT FORMAT FOR 4D-STEM DATA AND IMPLICATIONS FOR SIGNAL PROCESSING

Until recently, the connected hardware’s data-transfer capabilities limited the frame-rate of DEDs and often

the size of the recorded datasets [9], [10]. The reason for this limitation is that the sensor data was transferred

uncompressed over the network to data-processing hardware, such that the possible frame-rate was intrinsically

limited by the data transfer rate. A straightforward way to remove this data-transfer bottleneck is to reduce and/or

compress the data as they arrive in memory, and strategies to this end have been developed recently for DEDs
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[9], [10]. DEDs such as the detectors employed in cryo-EM and the 4D Camera are operated with experimental

parameters that naturally allow data reduction and compression by only recording a limited number of electrons per

frame. If the number of electrons per pixel per frame is limited to 1/100 to 1/40 of the total detector pixels to avoid

coincidence losses [9], the position of electron hits can be determined by extraction of clusters of deposited energy

in raw frames and subsequent centroiding to determine the most likely initial electron strike position [11]. Once

electron event coordinates are determined, they can be further encoded to reduce storage and compute requirements.

Three different encoding strategies have been proposed: First, direct encoding as a linear index into the camera

coordinates, second, run-length encoding of the pixel distances between electron hits, and third, binary encoding

as a 2D binary array [9], [10]. The 4D Camera software currently implements linear index encoding, while the

Falcon 3 and 4 cameras implement run-length encoding.

For this content-agnostic encoding of the sparse dataset there can be a tradeoff between the compression rate and

the computational complexity for downstream data processing tasks. While cryo-EM processing suites generate a

dense image from RLE-encoded data, the linear-index encoding has a unique advantage for 4D-STEM, as the final

detector size after cropping and binning is usually smaller than 256× 256 pixels, such that event indices can be

represented by 16-bit integers, and the decoding into k-space coordinates takes constant time. A recent iterative

reconstruction algorithm uses this advantage to update model diffraction intensities directly from the linear-index

encoded EER format [12].

In addition to content-agnostic data reduction schemes, several strategies can employed to reduce the data-rate via

a change in the acquisition scheme. Sparse sampling of the scan positions in real-space can be combined with

iterative reconstruction algorithms that either inpaint the missing data to achieve a Nyquist-sampled dataset for

further processing [13], or reconstruct a fully sampled image directly from a sparsely sampled dataset [14]. Sparse

sampling of real-space has been the method of choice to cover a larger field of view with detectors operating

at few-kilohertz frame rates. As the sampling density in real-space becomes a free parameter with the new DED

generation, the optimal sampling strategy and distribution of available dose will likely be revisited in the future.

III. GENERALIZED DIFFRACTION PATTERN ANALYSIS ALGORITHMS

In this section we briefly discuss common 4D-STEM processing steps such as binning and cropping, which are

accelerated by the linear index representation.

In 4D-STEM data streams, binning can be performed in real space, in diffraction space, or both. Binning is

commonly used to reduce the diffraction space sampling for applications where finer diffraction-space sampling

increases the memory requirements without improving measurement precision or resolution. This is usually the

case when the sample is relatively thin and positioned in the focus of the electron beam, such that features in the
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diffraction pattern are large and can be sampled with only a few pixels. Such applications include scanning nanod-

iffraction, direct ptychography solvers like single-sideband reconstruction and Wigner-Distribution deconvolution

[15], iterative solvers such as those used in electron ptychography algorithms [4], [14] and S-matrix inversion from

full diffraction patterns [12].

Cropping is usually used in techniques operating on whole diffraction patterns, like ptychography or S-matrix

inversion, to center the diffraction pattern or discard data that is not modeled by the chosen reconstruction method.

Center of mass measurements are used in differential phase contrast imaging. Radial sums are used to calculate

virtual annular detectors, and sums of multiple frames are used to create position-averaged convergent beam electron

diffraction (PACBED) images, and to extract average vacuum probes. The computational complexity of these

operations is shown in Table I, where M is the number of detector pixels, C is the number of electron counts, F is

the number of frames, and r1 and r2 are the inner and outer radii of integration. Many operations scale with the

dense format linear index encoding run-length encoding
bin O(M · F) O(C · F) O(2C · F)

crop O(M · F) O(C · F) O(2C · F)

center of mass O(M · F) O(C · F) O(2C · F)

radial sum O(r21 − r22) · F O(C · F) O(2C · F)

sum all frames O(M · F) O(C · F) O(2C · F)

TABLE I
COMPUTATIONAL COMPLEXITY OF COMMON OPERATIONS IN 4D-STEM WITH DIFFERENT ENCODING SCHEMES, FOR M DETECTOR

PIXELS, F IMAGE FRAMES, C ELECTRON COUNTS, AND AN r1 TO r2 RADIAL RANGE.

number of counts when linear index encoding or run-length encoding are used, whereas they scale with the number

of pixels when a dense data format is used. Re-coding run-length encoded data into linear-index encoded format

requires O(C) operations, therefore the run-length encoded format is only slightly more inefficient for common

pre-processing operations in 4D-STEM, while offering a compression advantage [10]. Given that the number of

counts is 40 to 100 times lower than the number of pixels in back-thinned detectors [9], this results in a 40 to

100-fold speedup in computation time for these operations.

It is also worth discussing the possible speedup of certain transformations enabled by the linear-index EER.

The discrete Fourier transform (DFT) is an integral part of many 4D-STEM data analysis and reconstruction

algorithms. While sparse-in dense-out fast Fourier transform (FFT) implementations exist, they would only be

useful in the case of a direct reconstruction where the discrete Fourier transform of a large detector with many

pixels is needed, e.g. Wigner-Distribution Deconvolution with a strongly aberrated or highly structured probe.

Iterative reconstruction algorithms usually update a dense model exit wave in Fourier space, and therefore require

a fully dense implementation of the FFT. For these applications, the advantage of the linear-index EER lies in the

heavily reduced storage requirements, which allow one to load large-scale datasets fully into memory.
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An application where the linear-index representation is particularly useful is the analysis of STEM holography

datasets [16]. In STEM holography, each diffraction pattern contains an image of a holographic grating in the

condenser aperture of the microscope. The data analysis involves a Fourier transform of each diffraction pattern,

followed by a summation of the signal around the Bragg peak of the diffraction grating, while all other pixels of

the Fourier-transformed diffraction pattern are discarded. With C counts in a diffraction pattern and an integration

area of X pixels, a sparse-in sparse-out matrix multiplication with the corresponding X rows and C columns, a tiny

subset of the full DFT matrix, needs to be computed.

In the following sections we describe how we make use of linear index encoding and an efficient implementation

on commodity hardware accelerators to achieve real-time electron ptychography and DPC reconstructions from

4D-STEM data in linear index encoded EER format.

IV. REAL-TIME, INTERACTIVE ELECTRON PTYCHOGRAPHY

Ptychography is a general method to retrieve the structure of thin samples from scanning diffraction measurements

under the projection approximation, and to achieve super-resolution beyond the capabilities of focusing optics [3],

[17]–[19]. As a data-intensive computational imaging technique that requires scanning diffraction measurements,

it has only recently achieved its full potential in electron microscopy with the arrival of DEDs. Recent advances

include record resolution [3] and low-dose phase-contrast imaging of 2D materials [4], perovskites [20], biological

macromolecules [21] and viruses [22]. The high frame-rate of the 4D Camera allow acquisition of large-area scans

with 1024 x 1024 scan positions in under 15 seconds, and the small file sizes of compressed 4D-STEM data in

EER format (currently ca. 8 minutes post-acquisition processing time) allow reconstruction with the direct single-

sideband reconstruction in under 1 second. The single-sideband reconstruction [23] is attractive for providing direct

feedback during the 4D-STEM experiment session because of its low computational complexity. We detail the

reconstruction algorithm below. Beginning from the projection approximation, the measured intensity I at a spatial

frequency q and a probe position R is given by

I(k,R) =

∣∣∣∣∫ a(r−R)T (r)e2πir·kdr

∣∣∣∣2 , (1)

where a(r) is the complex probe function in real space, and T (r) is the complex transmission function. The goal

is to retrieve T from I . We first consider the transformed datacube G(k,K) = FR→KI(k,R), where K is the

reciprocal coordinate to scan position R. Assuming the sample is a weak phase object, this may be written as [23]

G(k,K) = |A(k)|2 δ(k) +A(k)A∗(k + K)T (−k)∗ −A∗(k)A(k−K)T (k) (2)
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Fig. 2. Screenshot of interactive ptychography reconstruction from 4D-STEM data in EER format. The panel on the left shows tunable
aberration coefficients. The panel in the middle shows nine selected spatial frequencies of the G function for assessment of aberrations. The
panel on the right updates with sub-second response time the ptychography reconstruction given the aberrations chosen on the left. This
enables to perform virtual focusing through the sample in real time.

where T (k) = Fr→kT (r). The latter two terms in Eq. 2 each contain the aperture function A(k), one centered at

0 and one shifted by the scan spatial frequency K. Since A(k) is bandwidth-limited by the condenser aperture,

we can eliminate one of the two last terms in Eq. 2 by only considering points lying in the overlap region of two

of the three shifted apertures A(k), A(k + K) and A(k−K). To eliminate the second term, we define the set of

pixels

K = {q : (|q| < k0) ∧ (|q + q| > k0) ∧ (|q− q| < k0)}o

where ∧ is the logical and operation and the maximum disk size is k0 = α
λ for convergence semi-angle α and

electron wavelength λ. If only data from q ∈ K is used, the second term in Eq. 2 vanishes, so that

T (q) =
∑
q′∈K

G(q,q′)

A(q)A∗(q− q′)
. (3)

Since the method uses only data from one of the double-overlap regions, the method has been named single-

sideband (SSB) ptychography. This method can be implemented very efficiently, because it only requires a batched

2D Fast Fourier Transform (FFT) along the real-space coordinates of the dataset and a complex multiplication and

reduction to 2D. The latter two operations can both be implemented efficiently with a complex matrix multiplication,

or a custom NVIDIA CUDA kernel. For changing the virtual focus of the reconstruction, only the multiplication-

reduction step in Eq. 3 has to be performed again, and only a small additional amount of memory for the 2D
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aperture function has to be stored. For ease of implementation, we have chosen to implement a custom cuda kernel

for the operation in Eq. 3, although a complex matrix multiplication could offer additional performance benefits

with little memory overhead. We implement SSB ptychography from linear index EER in the following way: Yang

et al. [15] showed that for an aberration-free probe, detectors larger than 32× 32 pixels lead to no improvements in

ptychographic reconstruction quality, and a detector with only 8× 8 pixels yields an SNR that is less than 5 % lower

than a detector with 32× 32 pixels. We therefore load the EER data directly on the GPU and perform centering,

cropping and binning to a diffraction pattern size smaller than 32× 32 pixels directly from the EER format. The

binned detector size can be adjusted to the available GPU memory and the aberrations present in the experiment. We

then densify the binned and cropped data to prepare for the Fourier transform along the scan coordinate axis. The

resulting dense 4D-STEM dataset usually fits on currently available GPUs with 24 GB or more working memory,

such that no inter-device transfers are necessary.

We then perform a batched 2D Fourier transform along the scan coordinate to compute G(k,K). The subsequent

summation over the reciprocal scan coordinates is implemented in a custom cuda kernel with the numba package,

with the mask K and the aperture functions computed inline, such that no additional memory is required. The

total computation time without memory transfer to GPU for a dataset with 1024× 1024 probe positions cropped

to 18× 18 pixels in the detector coordinates is roughly 50 ms. This is fast enough that aberration corrections can

be applied interactively, for example to tune the virtual focus of the dataset. The algorithm is implemented in the

Python language using the cupy package for general array manipulation and the numba package for just-in-time

compilation of custom cuda kernels. A graphical frontend is implemented using the ipywidgets and matplotlib

packages in jupyter notebook, such that the reconstruction can be run remotely on a compute cluster, with a local

graphical user interface in the browser.

V. REAL-TIME DIFFERENTIAL PHASE CONTRAST

While real-time differential phase-contrast (DPC) using specialized annular detectors has been already in use

for a while [24], [25], center of mass DPC from pixelated detectors can offer a sensitivity advantage [15], [26].

Compared to electron ptychography, DPC has low memory requirements, since the reduction step of computing the

center of mass field in x- and y-directions can be performed directly from the data in linear-index EER format, and

the probe is usually assumed to be aberration-free. Following [27], we compute the center-of-mass images from

the EER dataset,

I(R) =

∫
|Ψ(q,R)|2qdq, (4)

which is a simple integration over momentum space and can be performed in O(C) computation time with the data

in linear-index EER format. The electrostatic potential can then be obtained iteratively by solving the least-squares
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problem

arg min
φ

L(φ) = ||∂Rφ− COM||2 ,

where φ is the reconstructed DPC image, and COM is the measured center-of-mass image. We solve the problem

with a simple regularized gradient descent routine as [28]:

φl+1(R) = φl(R) + µ · F−1k→R

[
q · FR→k{I(R)}
λ1 + k2 + λ2k4

]
,

with µ a gradient step size, set here to 0.5, and λ1, λ2 regularization parameters for lowpass- and highpass-filtering.

Ptychography and DPC each offer superior sensitivity to both heavy and light elements compared to most other

electron microscopy imaging methods, especially at low electron doses. This capability is important for electron

microscopy studies of solution-synthesized nanomaterials, where control of the structure and shape of nanomaterials

often requires capping agents or linker molecules that are comprised of carbon or other light elements. Recently,

carbon nanotubes have been used as nanoconfined reactors for the synthesis of low-dimensional elemental metals,

halides and chalcogenides that would not otherwise be stable [29]. Fig 3 shows a TaTex nanowire encapsulated in

a multi-walled carbon nanotube, reconstructed from data from the 4D Camera. The datasets with 512× 512 probe

positions were recorded within 3 s at a beam energy of 80 keV with a real-space sampling of 31 pm, and a beam

current of 42 pA. The crystal structure of the TaTex is clearly visible, as are carbon atoms in some of the nanotubes.

Both the ptychography and DPC reconstructions enable a deeper understanding of the interaction between the Ta/Te

atoms and nanotube that allows the formation of this novel structure. The ability to perform these reconstructions in

real time from EER data will enable higher throughput studies of this system and others that consist of assemblies

of heavy and light elements. Immediate experimental feedback also enables rapid optimization of difficult, low dose

imaging experiments.

2 nm 2 nma b

Fig. 3. a) Real-time ptychographic reconstruction of a multi-wall carbon-nanotube filled with a complex TaTex structure from 4D-STEM
data in EER format. b) DPC reconstruction from 4D-STEM data in EER format.
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VI. CONCLUSION

We have described and demonstrated a real-time implementation of SSB ptychography and DPC based on a

linear index EER for fast phase-contrast imaging from large 4D-STEM datasets. While many other algorithms for

phase reconstruction of 4D-STEM data are available, we have focused here on the ones that can be implemented to

reconstruct a phase image in sub-second time, either by a single pass through the 4D dataset, or by fast reduction to

2D, with memory requirements that allow execution on a single GPU. This alleviates the operational complexities of

performing low-dose 4D-STEM phase-contrast experiments and enables immediate assessment of the data quality

and experimental parameters like residual aberrations. Future improvements to the detector will allow sub-pixel

determination of electron event-coordinates, leading to improved data quality, and electron counting and on-the-

fly data reduction on field-programmable gate arrays. Future additions to the real-time reconstruction code could

include real-time denoising, e.g. by real-time GPU implementations of the BM3D algorithm, or by real-time neural

network alternatives [30]. We expect electron event representations to gain in significance in 4D-STEM because

of the computational and storage advantages described here. Looking ahead, the fast processing enabled by EERs

in combination with DEDs could enable adaptive scanning schemes, where data reconstructed on-the-fly from

low-resolution overview datasets informs optimal sampling strategies at higher resolution.

Source code is available as jupyter notebooks at GitHub and in the py4DSTEM package [28]. Tutorials with

interactive jupyter notebooks are available at the py4DSTEM tutorial repository.

ACKNOWLEDGMENT

We would like to thank Peter Denes, Andrew M. Minor, James Ciston, and John Joseph who contributed to the

development of the 4D Camera. We thank Scott Stonemeyer for providing the multi-wall carbon nanotube samples.

REFERENCES

[1] Takanori Nakane, Abhay Kotecha, Andrija Sente, Greg McMullan, Simonas Masiulis, Patricia M. G. E. Brown, Ioana T. Grigoras,

Lina Malinauskaite, Tomas Malinauskas, Jonas Miehling, Tomasz Uchański, Lingbo Yu, Dimple Karia, Evgeniya V. Pechnikova, Erwin
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