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Summary 

This thesis addresses the control problems in linear motion system and parallel connected 

inverters system. Model Predictive Control (MPC) technique has been investigated to 

improve the control performance of inverters and linear motor drive. Based on the 

characteristics of the applications, suitable control structure and techniques are proposed 

and developed to solve specific problems. 

In this research, a linear motion system with superior tracking ability is developed. 

Instead of using friction model based method, the repetitive control technique is 

incorporated into the conventional MPC structure to minimize the influence of friction 

force. In which, a finite impulse response (FIR) approximation of the system inverse is 

used to compensate the system phase delay. Wider learning range is achieved without 

introducing instability. Both simulation and experimental results have shown that the 

tracking performance is greatly improved by using this new MPC control approach. In 

this proposed control approach, the original structure of MPC is maintained. Thus, the 

complexity of implementation has not been greatly increased. 

Besides the linear motion system, this thesis also studies the control method for parallel 

connected inverters system. Based on a multi-input multi-output (MIMO) inverter system 

model, a MPC controller is designed. By combining the objective of the voltage tracking 

and current sharing into one cost function, a MIMO control law is obtained. The stability 

and robustness of the parallel connected inverters system has been verified in simulation. 

The experimental results have shown that the proposed approach yields good 

performance under both static and dynamic loading conditions as well as hot-swap 

operations. 
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Chapter 1 

Introduction 

1.1 Motivation 

In this research, model predictive control technique is developed to solve problems in two 

research areas: one is the linear motor drive control; the other is the control of parallel 

connected inverters for uninterruptible power supply (UPS). In this section, the 

background of these two research topics will be introduced and the related research 

works on these two subjects will be described. 

1.1.1 Linear Motor Drive Control 

The linear motion systems, especially those that generate accurate coordinated multi-axis 

motion are of great importance in high precision machining applications [1-3]. For 

example, high speed machining [4, 5], semiconductor manufacturing [6], etc. As the 

world progresses and the competition becomes more intensive, the requirements on the 

system design have become more rigorous. To achieve high precision, it requires the 

effort in many areas such as advance control technique, metrology, calibration/error 

compensation, actuators/sensors design etc. 

A linear motion system comes in various forms and types. The most common mechanism 

uses a rotary motor coupled to a long ballscrew. Such a design works well in the past due 

to less stringent requirements. As the requirements on velocity, length of travel, and 
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accuracy increase, direct drive motors are becoming more popular [7]. To realize a direct 

drive, many conventional motors such as the induction motor, the stepper motor and the 

permanent magnet synchronous motor (PMSM) have been redesigned for linear motion 

application [8-11]. The linear motor simplifies the mechanical structure, eliminating the 

contact-type nonlinearities caused by backlash, friction, and compliance. Without such 

constraints, high dynamic speed and acceleration become possible. Linear motors are 

frequently used in applications where accurate positioning and fast dynamics are needed 

[12]. The cost of this improvement is strong coupling between the machining process and 

servo control of the feed drive. Unlike rotational motors, permanent magnet linear motors 

are more sensitive to various disturbances because of the absent of gears [13]. 

Commercial machines usually use PID for feedback control, occasionally with additional 

velocity and acceleration feedforward compensation. The appeal of these types of control 

is that they can be tuned to obtain moderate control performance with little or no control 

knowledge. In recent years, more attention has been paid to the development of advanced 

control of the linear motor. In [12, 14], neural network based methods are proposed to 

suppress the mechanical vibration of a linear motor to achieve precision motion. Robust 

adaptive method is used to compensate disturbances to achieve better tracking [15]. 

Adapted inverse model [16] is used for adaptive position control of a linear motor. 

In practice, the field engineers prefer a method that is robust against the variation of 

system parameters and ease of commissioning. Model predictive control (MPC) appears 

to be one of the suitable candidates. MPC can be considered as one of the most general 

way of posing control problem in the time domain [17]. As an advanced control 

technique, the MPC integrates the optimal control, the multivariable control and the 

robust control techniques together. Moreover, it can handle control constraints and 
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nonlinear plant. In a MPC scheme, the receding horizon strategy is used to make the 

closed-loop system more robust to modeling error and disturbances. Its excellent 

performance and reliability have been confirmed by various successful applications, such 

as arc welding and sheet/film process [18, 19], motion control [20, 21], single phase 

inverter [22], three-phase inverter [23], and surgical robot [24]. 

For ease of controller design, a motion control system is simplified as a linear mass-

spring-damp system. The neglected nonlinear effect such as cogging force, Coulomb 

friction force can degrade the tracking performance significantly. Among these factors, 

the friction force gives the most significant influence on the system performance. In [25], 

a survey on friction characteristics and various friction compensation methods have been 

discussed. The most frequently used method is the model based friction compensation 

approach [26-28]. It is reasonable to use this method when an accurate parametric friction 

model is available. In practice, the modeling of nonlinear friction is not straightforward. 

The procedure of determining the friction parameters usually requires time-consuming 

tests. Moreover, the coefficients of a friction model might change with time, temperature 

and loading condition. This makes the modeling process more complicated. For this 

reason, several design methods without parametric model have been proposed [29-31]. 

However, the design procedure will be time-consuming. Thus, a fast and effective 

method that makes the drive to track accurately regardless of environment changes is 

desired. 

In many industrial applications, the tasks are typically repetitive. Repetitive control (RC) 

has been proven to be an effective approach in motion control applications to eliminate 

deterministic errors, regardless of whether they are due to periodic disturbances, or 
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modelling error [32]. A repetitive controller can achieve perfect tracking or disturbance 

rejection for systems subject to any periodic reference or disturbance with a known 

period. Applications of RC range from robots performing periodic tasks [33-36], to 

vibration isolation [37-39], control of rotating machinery [40, 41], computer disk drives 

[42-44]. and nonlinear load compensation of inverter control in power electronics [45-

47|. In this thesis, a novel approach is proposed to incorporate RC into the conventional 

MPC formulation to improve the dynamic performance for repetitive tasks. 

1.1.2 Parallel Connected Inverters Control 

As modern society continues to increase its reliance on electrical and electronic 

equipment, there is a growing demand for a clean and reliable AC power to keep these 

devices operating regardless of weather, location or other conditions adverse to nominal 

utility power supply. Uninterruptible power supply (UPS) is the most commonly used 

equipment to provide reliable and well regulated AC voltages for critical loads such as 

computer server, air traffic control system, medical and communication equipments etc, 

where an unexpected power disruption could cause injuries, fatalities, serious business 

disruption, or data loss [48]. 

In many installations, it is found that higher capacity UPS is needed to replace the 

existing UPS as the system load grows over time. Such a situation could be solved by 

using a large UPS unit or using a modularized small capacity UPS that are available with 

parallel operation capability [49-56]. The former approach may be undesirable because of 

higher initial cost, installation difficulties, and reliability. In contrast, parallel ope/ation 

can easily expand the system power capability by adding more modules. Parallel 
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connected UPS also has the advantage in terms of cost and maintenance as compared to 

the single higher power UPS. Moreover, it has effectively no single point of failure in the 

system thereby offering significantly higher level of availability. 

As one of the major component of UPS, the parallel operation of inverters has attracted a 

lot of research effort in recent years. One of the technical challenges involved in 

paralleling UPS units is to ensure that the load is shared equally among the inverters. To 

achieve this objective, suitable control technique must be developed. Due to the 

component tolerances and the non-uniformity of the units, circulating current between 

modules might appear in the system. Under unbalanced operating condition, the 

circulating current might deteriorate the power quality, or even destroying the 

components. Thus, there are two key control objectives for the parallel connected 

inverters system. One is tracking the voltage reference; the other is sharing the current 

equally among the inverters. In this thesis, a new control approach for parallel operation 

of inverters will be investigated. 

To connect inverters in parallel, the simplest method is to employ a coupled inductor at 

the output end of the inverter [57]. The coupled inductor can reasonably balance the 

output currents among the inverters. However, the low working frequency would lead to 

a bulky inductor and greatly increases the weight and cost of the system. If harmonics 

exist in the system, the output voltage will be strongly distorted by the inductors. In 

addition, it is inconvenient to add more inverters to the system. To achieve the desired 

performance and attain good robustness with respect to load disturbances or parameter 

variations, an advanced control scheme that could be realized in real time is desired to 

perform tight closed loop control. Various control techniques have been reported in 
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literature to control single phase parallel connected inverters. The most frequently used 

method is the frequency and voltage droop method [58-61]. The advantage of this method 

is its simplicity. Because no extra interconnections among the inverters are required, high 

modularity and good reliability can easily be achieved. However, this method achieves 

power sharing by making a compromise between voltage regulation and transient 

response. In addition, the harmonic currents cannot be shared properly. To have good 

performance on both the control objectives, instantaneous current sharing control 

schemes have been proposed to overcome the weakness of the droop method. For 

examples, the master slave current sharing method [62, 63], circular-chain current sharing 

method [64], average current sharing method [53, 65]. Since the output currents are 

regulated at every switching interval, instantaneous current sharing method promises 

good performances in both voltage tracking and current sharing. However, additional 

interconnections among inverters are usually needed and the complexity compromises its 

dealing with failure. Different from most methods that designed the controller based on 

transfer function approach, a state space model based MPC controller is proposed and 

developed in this thesis to systematically control the current and voltage. By optimizing 

the objectives of voltage tracking and current sharing at the same time, a control law 

suitable for parallel operation can be formulated. In [66], the use of the model predictive 

control (MPC) scheme to control an inverter has been reported. In this thesis, we will 

further develop the approach to control multiple inverters connected in parallel for an 

UPS. 
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1.2 Objective 

The objectives of this research have two goals: One is to develop a motion control system 

that can achieve high tracking precision. For the investigated linear motion system, the 

focus is on minimizing the influence of friction force. The other is the deve'opment of a 

reliable and robust parallel connected inverters system. The focus is the realization of a 

control structure that is suitable for hot-swap operation and achieves superior 

performance under various loading conditions. In these two applications, the problems 

are addressed by utilizing the model predictive control technique. The development of 

control oriented predictive models of the system and suitable control algorithms is 

required to achieve these objectives. 

1.3 Major Contributions of the Thesis 

This thesis presents new approaches for performance improvement of linear motors drive 

and inverters. In these two applications, state space based model predictive control 

technique has been investigated and developed to achieve better performance. The 

contributions of this research are summarized as follows: 

• A linear motor drive is designed with model predictive control technique to 

achieve precise motion control. The characteristics of the system are analyzed in 

frequency domain. The MPC provides a unified procedure to design the motion 

control system, which offers good performances against disturbances and 

uncertainty. Experimental study has validated its good performance. 
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• A repetitive model predictive control (RMPC) scheme is proposed to achieve 

better performance in periodic tracking tasks. For the proposed approach, the 

phase compensated tracking error history is used to achieve wider learning 

frequency range. Extensive simulation and experimental studies on trajectory 

tracking performance have been conducted. From the results, it is observed that 

good performance is obtained in minimizing the influence of phase delay and 

friction force. Furthermore, the long term learning stability and robustness against 

parameter variations have also been verified in the experiment. 

• Based on the characteristics of the parallel connected inverters, the control 

problem is formulated as a multi-input multi-output (MIMO) state space system. 

Model predictive control law is formulated with two control objectives namely 

the voltage tracking and current sharing. They are optimized at the same time for 

the multi-inverter system. Frequency domain analysis of the system verifies that 

the proposed approach is robust. Various loading conditions, modularity, and hot-

swap ability of the system have been investigated in both the simulation and 

experimental studies. The results show that the proposed control scheme achieves 

good performance on both voltage reference tracking and current sharing. The 

experimental results show that the designed system performs well under various 

loading conditions and permits hot-swap operation. 

8 
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1.4 Organization of the thesis 

The thesis is organized as follows: 

Chapter 2 introduces the linear motion system and parallel connected inverters system 

used in this thesis. Their state space models are first developed. Suitable prediction 

models are then derived for these two systems that will be used in the subsequent 

chapters. 

Chapter 3 mainly deals with the model predictive controller design and analysis for the 

linear motor drive. Based on the prediction model constructed in Chapter 2, a linear 

motion control system using the MPC is designed. The system is then analyzed, using the 

frequency domain approach. Finally, the system tracking performance is evaluated in 

both simulation and experimental studies. 

Chapter 4 proposed a repetitive model predictive controller, which augments the MPC 

controlled system with repetitive tracking ability. A phase cancellation based method is 

incorporated into the MPC controller. By repetitively updating the new tracking 

trajectory, a learning controller is achieved. The proposed control algorithm effectively 

minimizes the influence of friction force. Good tracking performance has been achieved 

as observed in the experimental study. 

Chapter 5 proposes the MPC approach for controlling a parallel connected inverters 

system. The control system achieves the objective of voltage tracking and current sharing 

9 
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in one control law. The performance under various loading conditions and the hot-swap 

ability are examined in both simulation and experiment. 

Chapter 6 summarises the research and recommends future works. 

10 
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Chapter 2 

System Modeling Using State Space 

Predictive Control 

2.1 Introduction 

In this thesis, we seek to improve the system performance of a linear motor drive and 

parallel connected inverters system with model predictive control technique. 

Achievement of these goals implicitly requires the development of control oriented 

models of the systems. As introduced in Chapter 1, there are some critical issues in these 

two applications need to be resolved, In particular, the fiction effect in the motion control 

and circulating current in the parallel connected inverters system. In this chapter, the 

basics of the linear motion system and parallel connected inverters system will be 

introduced. Based on the system dynamics, state space models for both systems are 

formulated. By repeated use of the state space model, the prediction model is then 

formulated. It is presented in the form of the predictions of the system output at future 

time instants in a finite horizon. The system model will be used in subsequent chapters 

for the design of controllers. 
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2.2 Modeling of the Linear Motion System 

Fig. 2-1 shows the experimental setup of the 3-phase PMSM linear motor used in this 

thesis. The linear motor is a thrust tube type motor [67] based on the PMSM (permanent 

magnet synchronous motor) concept. It is driven by a standard three phase inverter circuit 

consists of six insulated gate bipolar transistors (IGBT). The IGBT is controlled by a 

driver circuit via opto-coupler with a 25 kHz PWM switching signal generated from a 

DSP based controller. To facilitate position measurement and provide accurate 

commutation logic, a position encoder [68] with a resolution of 0.1 um has been used. In 

the experimental system, the DSPACE 1104 controller board [69] with a sampling period 

of 1ms has been used. This controller board consists of a main processing unit MPC8240 

using a PowerPC 603e microprocessor and a slave DSP subsystem using 

TMS320F240DSP. 

Fig. 2-1 The experimental linear motor drive system 

12 
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2.2.1 State Space Model of the Linear Motor Drive 

The dynamics of a PMSM linear motor is similar to a rotary motor, where the mechanical 

and electrical relationship can be mapped directly. Consequently, vector control method 

[70-75] that is used to drive the rotary AC motor can be similarly applied to linear motor. 

The vector control based upon the field orientation principle uses the analogy between 

the AC (induction or synchronous) motor and DC motor. After park transformation, the 

dynamic model of a synchronous machine can be expressed in a rotating reference frame 

that moves at synchronous speed co. The time varying parameters are eliminated and all 

variables are expressed in orthogonal of mutually decoupled d and q axes. The active 

and reactive currents are decoupled, which in turn determine the thrust and magnetic flux 

respectively. 

Let M, D, p. ke, R, Lq and Ld be the mass, viscous friction coefficient, number of pole-

pairs, back EMF constant, winding resistance, inductance in the quadrature and direct 

axis respectively. Moreover, let Fr be the frictional force acting on the system. Then the 

linear motor can be modelled as [28] 

x(/) = h(x(/))+g(x(0)r(/) (2.i) 

where the state variables of the system is x = [d v iq ij]J representing the linear 

position, linear speed, quadrature and direct current respectively. Moreover, the functions 

h(x), g(x) and T(f) in (2.1) are defined as 
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1 

and r(/) = (2.3) 

The force produced by the linear motor is a function of the g-axis current and d-axis 

current. Moreover, the force is also affected by the g-axis inductance, d-axis inductance, 

the number of pole-pairs and back EMF constant. It is expressed as 

F = \p{K,iq+{Ld-Lq)iJq) (2.4) 

Since the d and g-axes inductances are almost the same for the motor under 

consideration, the reluctance force will be neglected. This will simplify the design of the 

current control loop. Moreover, the c/-axis current id is regulated to be near zero in the 

control system design. Consequently, the desired force in (2.4) is dependent on iq as 

follows: 

F = */'', 

where A/is known as the force constant of the linear motor. 

(2.5) 

With the d-a\\s current properly regulated, the force is controlled to be proportional to 

the g-axis current. The block diagram of the current control loops that are used to provide 

the necessary force is shown in Fig. 2-2. As shown in the figure, two PI controllers in the 
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d and q reference frames are used. The bandwidth of the current loop is set to at least 10 

times the bandwidth of the position loop to ensure the dynamics of the current loop has 

negligible effect on the performance in the outer loop. 

// -*£ 
/,/ =0 

~\ 

J 
r 

-4 t V-
c 

PI 

PI 
Vj 

• 

id 

*f' 

dq 

0 

v« / » 
Vh 

v< 

la 

ih 

Linear 

Motor 

Fig. 2-2 The dq reference frame PI current controller. 

In Fig. 2-2, the dq and dq ' blocks represent the dq and inverse dq transformation. Let S 

represents the current or voltage quantity to be transformed, then \hedq transformation 

matrix is 

cosO cos(#-};r) cos(6> + };r) 

sin# s in(#- j / r ) sin(# +j ; r ) 

v-2 
J_ 
?2 

I 

V 2 

sh 

s 

(2.6) 

where the subscripts a, b, c are the notation of the phases and d, q, o are the direct, 

quadrature and zero sequence respectively. 

The corresponding inverse matrix is 

S 

cos 6 smO -j? 

cos(0-};r) sin(<9-}/r) JL 

cos(6> + f/r) sin(# + j ; r ) -^ 

S., 

sn 

(2.7) 
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For the current control loop, the DSP samples the phase currents ia and ih by means of 

current sensors. The phase currents will be transformed into id and / using (2.6). The 

sampling time is typically set at 200//sec. In each interrupt, the digital PI controllers 

implemented in the DSP first compute the errors between /* and / , i'd and id . 

Subsequently, the two voltage outputs Vdandy are determined with PI controllers. The 

two voltages are then transformed into the phase voltages Va, Vh and Vc using (2.7) and 

finally converted to the respective three-phase PWM outputs. The computational time is 

approximately 45 usee. The PI gains are tuned using the Nichols-Zeigler step response 

tuning method [76]. 

Consider that the c/-axis current is properly regulated, then the force is controlled to be 

proportional to the g-axis current. Thus, we can further simplify the model of the drive 

for position/speed loop design by neglecting the d-axis current control loop. Fig. 2-3 

shows the block diagram of the simplified current control system represented in the 

Laplace transform domain. 

,#«•*•» Hg^sfr 

Load 

-* * r*® Ms + D 
U^ 

Ke L 

s d 

Fig. 2-3 The block diagram of the drive. 
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To derive the model of the drive, we define the state variables and the output of the 

system as 

z = [d v iq rJ (2.8) 

where d, v, iq and y are the measured position, speed, q-axis current and integral voltage 

respectively. Then the motor dynamics can be described using the following state space 

equation based on the block diagram in Fig. 2-3 as 

Z = AZ + B/ +E/7 

r = cz 

where 

0 

0 

A = 

D_ 

M 

L 

0 

0 

EL 
M 

R + Kr 

L 

-K. 

1} 
K„ 

0 0 -^ K 
L 

- iT 

C = [\ 0 0 0] 

E 0 0 0 
M 

(2.9) 

(2.10) 

In (2.9), FL is the unknown disturbance. It includes the nonlinear frictional force and the 

load. 

In the model (2.9)-(2.10), most of the parameters are either available in the datasheet 

or can be experimentally measured. 

Table 2-1 lists the parameters of the linear motor used in this research. 
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Nominal Specifications 

Electrical Resistance 

Back EMF constant 

Force Constant 

Mass 

Viscous constant 

Pole pair 

Inductance 

Symbols 

R 

Ke 

Kf 

M 

D 

P 

L 

Values 

3 

18 

22 

5.8 

20 

1 

1.95 

Units 

Q (line-to-line) 

Vpk/msec"1 (line-to-line) 

N/Ams 

Kg 

N/msec"1 

mH 

Table 2-1 Linear motor's specifications 

2.2.2 Friction force 

In section 2.2.1. the friction force is often modeled as a linear function varying with 

speed. In reality, friction force has highly nonlinear dynamics. To better understand the 

control problem in our investigated system, the dynamics associated with friction force 

will be briefly introduced in this section. 

The physics behind the friction phenomenon and the compensation techniques of dealing 

with it has been extensively discussed in the literature [25, 77-86]. Fig. 2-4(a) shows the 

classical Coulomb friction model and Fig. 2-4 (b) shows the coulomb plus viscous 

friction model. 

18 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Fr(v) 

a 

->v 

-a 

Fig. 2-4 Plot of (a) Coulomb friction and (b) Coulomb + Viscous friction versus velocit; 

As shown in Fig. 2-4(a), a constant friction force a is opposing the motion when the 

object velocity is not zero. As long as the driving force is smaller than the static friction 

force, the static friction will vary with respect to the driving force to keep the object 

stationary and the velocity will remain zero. Let Fr be the friction force, then the 

Coulomb friction model can be described by the following equation 

Fr(v) = orsgn(v) (2.11) 

where sgn(v) = 
1 v>0 

-1 v<0 

Because of its simplicity, the model (2.11) has been used for friction compensation in 

many applications [81-86]. As the velocity gradients increase, a force caused by viscosity 

of lubricants will grow in proportional. This force is called viscous friction, which is 

often combined with the Coulomb friction as show in Fig. 2-4(b). The combined model is 

represented as 

Fr (v) = a sgn(v) + a2 v (2.12) 

where «, is the viscous constant. 

In this research, high quality linear guides that have insignificant asymmetries are used in 

the system. For this setup, the parameters a and a2 in (2.12) can be assumed to be 

constant for both positive and negative velocities. 

19 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



One important phenomenon that is neglected in model (2.12) is the Stribeck effect [87, 

88]. When the system breaks away from stationary, the friction force will decrease 

exponentially until it reaches about 60% of the breakaway force. Subsequently, it 

increases linearly with the velocity. This downward bends occurs at velocities closed to 

zero. The friction force as a function of velocity for constant velocity motion is called the 

Stribeck curve. This is illustrated in Fig. 2-5. 

Fr(v)' 

( « 0 + « | ) 

<*0 

-Vo 

V 

-(a0 + a,) 

a - i ^ ^ 

V 

Fig. 2-5 Plot of static friction with Stribeck effect versus velocity. 

In the figure, the parameters a0 is the coulomb friction and (a0 +a}) is the breakaway 

force. v0 is called the Stribeck velocity. Thus, the static friction is characterized by four 

parameters a0,af,a2 and v0. The mathematical expression for the static friction model 

with Stribeck effect can be defined [87] as 

Fr(
v) = [aQ +a\e )sgn(v) + a2v (2.13) 
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For this research, various experiments have been conducted to construct the friction-

velocity map as in the Fig. 2-5 to determine (2.13). For the experiments, a PI velocity 

controller has been implemented on the prototype system. The reference velocity is set in 

the range from 0.0 to ±0.2 m/sec. For each velocity, the experiment is repeated for 10 

times. The input control signal and control output are then averaged to reduce the noise. 

Using curve-fitting method [89], the approximated friction model is obtained. Fig. 2-6 

shows the experimentally captured friction-velocity map. 

Static Friction Model 

i i i i 
•0 25 -0 2 -015 -0 1 

1 
-0 05 

.V..V 

20 

10 

0 

§ 

Friction Force (N) 

! 1 1 
0 05 0 1 015 

10 

20 

1 r 

02 

Velocity(m/s) 

Fig. 2-6 The experimentally captured friction-velocity map. 

From Fig. 2-6, the Stribeck effect can be clearly observed. Furthermore, the Coulomb and 

viscous fiction can be estimated respectively. The breakaway force is approximately 16 

N. Thus, the parameters of the basic static friction model can be determined. They are 

listed in Table 2-2. 
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Cto 

a, 

a2 

vn 

Estimated values 

12N 

4N 

20 N msec"1 

0.06 msec"1 

Table 2-2 Static friction parameters 

It should be noted that this friction model is an approximation of the real nonlinear 

friction forces. There are other nonlinear effects that are position dependent or operating 

condition dependent such as cogging force[90] , end effect [91] of the linear motor have 

not been modeled. These will have influences on the designed motion control system. 

2.2.3 State Space Prediction Model 

To design a MPC controller, a state space prediction model is needed. In this section, we 

will derive the prediction model with the state space model obtained in section 2.2.1. As 

described in (2.9), the system is subject to external disturbances. Thus, the prediction of 

future movement will deteriorate if the disturbance is not modeled adequately. 

To achieve bias free prediction, the incremental model is developed in the following such 

that an integrator can be added into the control loop. Furthermore, we assume that the 

input disturbance in (2.9) is varying slowly with respect to the sampling time T. The 

discrete time equivalent of the state space model of the motor can be expressed as: 
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AZ(kT + T) = GAZ(kT) + HAi, (kT) (2.14) 

AY(kT) = CAZ(kT) 

where G = eAr, H = (jeA*dA)B 

(2.15) 

In (2.14), k is the discrete time index and A is the difference operator such that 

AZ(kT) = Z(kT)-Z(kT-T) (2.16) 

Ai(kT) = iq(kT)-iq(kT-T) 

AY(kT) = Y(kT)-Y(kT-T) 

Combine (2.10), (2.14) and (2.15), we have a new state variable 

X(kT)= 
AZ(kT) 

Y(kT-T) 

Using (2.9) and (2.14), the system can be augmented as 

AZ(kT + T) 

Y(kT) 

G 0 

C 1 

AZ(kT) 

Y(kT-T) + 
H 

0 
*,(**) 

Substitute (2.19) into (2.20), we have 

X(kT + T) = GX(kT) + UAiq(kT) 

Y(kT) = CX(kT) 

where 

G = 
G 0~ 

C 1 
, H = 

H 

_0_ 
, C=[l 0 0 0 1] 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

Using (2.21 )-(2.22) and by repeated substitution, the predictive model of the system that 

is represented in the form of the predictions of the system output at future time instants in 

a finite horizon can be formulated as follows. 
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X(kT + T) = GX(kT) + HA/„ (kT) 

X(kT + 2T) = G2X(kT) + GUAiq(kT) 

X(kT + nT) = GnX(kT) + G"-]YtM(l(kT) + --- + HAill(kT + nT-T) 

Y(kT + T) = C [ G X ( * 7 " ) + HA/, (kT)] 

Y(kT + 2T) = c[G2X(kT) + GHMll(kT) + HAi<l(kT + T)] 

Y(kT + nT) = c[G"X(kT) + G"~]UMil(kT) + G"-2UAill(kT + T) + -

+ HAiq(kT + (n-\)T) 

(2.23) 

(2.24) 

Define Y as the predicted motor position vector over the prediction horizon as 

Y , ( * 7 > 

Y(kT + T) 

Y(kT + 2T) 

Y(kT + NT) 

(2.25) 

Moreover, we define an incremental input control signal vector as 

Al p(kT) 

Uq(kT) 

AL(kT + T) 

Aiq(kT + NyT-T) 

(2.26) 

then from (2.23) and (2.24), the future prediction up to a horizon Nv. can be formulated 

as follows: 

Yp(kT) = ®X(kT) + RAlp(kT) (2.27) 

where 

O 

CG 

CG2 

CGV 

R = 

CH 

CGH 

CG" H 

0 

CH 

CGH 

0 

0 

CH 

According to (2.27), the motor position sequence in the future instants is decided by the 

future control sequence once the system model and present state vector are available. 
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Therefore, it is possible to find an appropriate control sequence to minimize the tracking 

error of the future position over the prediction horizon. If the sampling time is constant, 

the predictive horizon Nv will decide the length of the prediction range in the future. A 

larger yVv will result in a longer predictive range. The design and optimization of a 

control law for the linear motion system will be presented in details in Chapter 3. 

2.3 Modeling of Parallel Connected Inverters System 

2.3.1 Introduction 

With the advances in power electronic devices and processors, high-capacity PWM 

inverters that can deliver upto 100 kVA and beyond are now available [92-94]. As with 

the improvement in electronics technology, better performance is continually being 

sought. The demand for compact, reliable and efficient UPS with high dynamic 

performance has increased steadily. To satisfy this demand, several issues such as the 

parallel-ability of inverters, the circulating current between modules, hot-swap ability of 

the system etc. need to be investigated. It is desirable to use a parallel architecture with 

standardized modules [95, 96] to reduce the cost and improve the system performance. 

This has greatly brought up the research interest in parallel operation of inverter system. 

2.3.2 Topology of the parallel connected inverters system 

The topology of the parallel connected inverters system is shown in Fig. 2-7. This power 

conversion system consists of a DSP based digital controller and several standalone 

inverters that have DC source, bridge inverter and LC filter. For simplicity, the fault 
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detection, synchronization and switching over modules of the UPS are not shown. The 

bridge inverter converts the DC input voltage into PWM voltage according to the 

modulation signal. After the LC filter, the high frequency components in the PWM 

voltage are removed and the DC voltage is converted to the desired AC voltage. The 

switching sequences of the inverters are determined by the digital signal processor, such 

that the resultant output voltage tracks the reference waveform. 

Lt 

1 -- 1 4 

• 

J 

L 

k • 

i ~» . 

\ 

1 " 
i 

1 

1 

> 

"1 

A 

Ci -[_ 
V, 

• 
• 
• 

{* t 
i 

T 
i 

V b.F 

A 

y Ci 

ADC, Filter 

io 

v 

1 
\ Z 

Fig. 2-7 Block diagram of parallel connected inverters 

Consider the general case that there are n inverters connected in parallel with the 

simplified model as shown in Fig. 2-7. Define r as the equivalent series resistor (ESR) 

of the inductor and neglect the ESR of the capacitor, as it is very small. Based on the 

Kirchhoff s voltage law, we obtain the following equations are obtained: 
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V t - ^ + rA+V, 

at (2.28) 

dt 

where V\,V2,...,Vn are the output voltages of the inverters, /,,/2,...,/„ are the currents 

flowing through the inductors, and V0 is the output voltage of the parallel connected 

inverters. 

Define icVic2»•••»'„, as the currents flowing into the capacitors, then 

'2 L j <// (2.29) 

i =c dv« 
en n 

dt 

Define /, as the output current, From the Kirchhoff s current law 

'l + '2 + • • • + '„ = ' 0 + < < , + ' < 2 + - - ' + 'c, (2.30) 

Substituting (2.29) into (2.30), 

dV0 1 

dt 

(( n \ 

7-1 

z< 
v*=i y y 

(2.31) 

;rom (2.28). we have the following equations 

di 

dt-T^^ 

dl 
= ( r i + v V) 

dt L (2.32) 

dK 

dt 

1 
(rJn + K-K) 
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Based on Ohm's law, we have 

V0 = R-i0 (2.33) 

As the parameters of the parallel connected inverters system are standard electronic 

components that can be obtained from experiment easily, a relative accurate system 

model is available as nominal system for control system design. In this thesis, the 

parameters given in Table 2-3 are used for the system modeling. 

Input Inductor Ln 

Equivalent series resistor rn 

Output Capacitor C„ 

Nominal Load R 

1 mH 

1.7Q 

4.7//H 

50 Q 

Table 2-3 Parameters of electrical components 

2.3.3 State space prediction model 

Define the state variables as the output voltage I^and the currents from the inverters 

» ' „ / 2 , • • - , ' „ i - e . , 

Z( ' ) = [*o '. h -• ''„]' (2-34) 

The system in Fig. 2-7 can be modeled as a discrete time MIMO state space model using 

(2.31) and (2.32) 

Z(0 = AZ(0 + Bu(/) (.2.35) 
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where A = 

R-tCj 
7=1 

1 

1 

A 

1 
~T„ 

n 

ic, 
1 

0 

0 

n 

Ec, 
7=1 

0 

r2 

k 

0 

n 

Ec, 
7=1 

0 

0 

rn 

L 

, B= 

"0 
i 

1 

0 

0 

0 

0 

1 

L2 

0 

0 

0 

u(/) = 

V„ 

With the state space model (2.35), a prediction model can be developed for the parallel 

connected inverters system similar to the linear motor drive as described in section 2.2.3. 

The incremental state space model of the system can be expressed as 

AZ(kT + T) = GAZ(kT) + HAu(kT) (2.36) 

where G=<? , H = JV r * B and A is the difference operator, such that 

AZ(kT) = Z(kT)-Z(kT-T) 

Au(kT) = u(kT)-u(kT-T) 

As the current sharing is one of the control objectives, the current difference between 

adjacent inverters are chosen as the output variables for simplicity of control design. 

Under optimal condition, the current differences are expected to be zero. With the Output 

Voltage, the state is defined as 
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Y(kT)= 

V(kT) 

i}(kT)-i2(kT) 

in_](kT)-in(kT)_ 

(2.37) 

Hence, the MIMO system in minimal realization after augmentation can be expressed as 

where 

AZ(kT + T) 

Y(kT) 

G 0 

C, C, 

AZ(kT) 

Y(kT-T) + 
H 

0 
Au(kT) 

C,= 

1 0 0 ••• 0 

0 1 -1 '•. 0 

0 ••• 0 1 -1 

, c2 

n x ( n + l ) 

1 0 

0 1 

(2.38) 

Define a new state vector as 

X(kT) = 
AZ(kT) ' 

Y(kT-T) 

then (2.38) can be rewritten as the following state space equation: 

X(kT + T) = GX(kT) + HAu(^7;) 

Y(kT) = CX(kT) 

where 

G = 
G 

_ C i 

o" 

c2 

, H = 
H 

0 
, c = ic, c 

(2.39) 

(2.40) 

(2.41) 

Using (2.40)-(2.41) and by repeated substitution, we have the following prediction 

model: 

Yp(kT) = <S>X(kT) + RAV p(kT) (2.42) 

where 
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Yp(kT) 

<P 

Y(kT + T) 

Y(kT + 2T) 

Y(kT + NyT) 

CG 

CG2 

CG* 

, AU„(*7-) = 

R = 

Au(kT) 

Au(kT + T) 

Au(kT + NJ-T) 

CH 0 ••• 0 

CGH CH 

; '•. o 

CG* 'H CGH CH 

With this incremental prediction model, a model predictive controller will be developed 

and investigated in Chapter 5. 

2.4 Conclusions 

In this chapter, the basic characteristics of a linear motion system and a parallel 

connected inverters system are described and analyzed. For the linear motion system, a 

suitable state space prediction model has been developed. Likewise, a MIMO state space 

model has also been derived for the parallel connected inverters system based on the 

analysis of the system electrical characteristics. However, problems in different aspect 

need to be solved. For the linear motion system, the influence of friction needs to be 

minimized to achieve a better tracking performance. On the other hand, the flexibility to 

add-in and remove inverter units and reliability during hot-swap operation are the most 

important design criterion for the parallel connected inverters system. Approaches for 

solving these issues will be proposed and described in Chapters 3 to 5. 
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Chapter 3 

Model Predictive Control of a Linear Motion 

System 

3.1 Introduction 

Model predictive control (MPC) originated in the late seventies and has developed 

considerably since then [97]. The term MPC does not designate a specific control strategy 

but rather an ample range of predictive control methods with abbreviation like IDCOM 

[98], DMC [99], GPC [100], IMC [101], RHC [102], which make explicit use of a model 

of the process to obtain the control signal by minimizing an objective function. 

Theoretical and practical issues associated with MPC technology are summarized in 

several recent publications. In [103], Rawlings gives an introduction to the MPC 

technology aiming at the potential MPC users. Qin and Badgewell [17] present the 

history of MPC technology development and a survey of industrial applications that 

focused primarily on those employing linear models. The issues related to closed-loop 

nominal stability and feasibility of the MPC over the last decade has been extensively 

addressed by Mayne and J. H. Lee [104, 105]. Several recently published books [97, 

106-108]also provide more detailed explanation on MPC. 
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Fig. 3-1 Basic idea of model predictive control 

Fig. 3-1 shows the basic idea of a model predictive control. MPC is typically based upon 

the following steps: output prediction, control calculation, and feedback implementation. 

The parameter N and Nu in Fig. 3-1 are the finite horizons of system output and input 

prediction respectively. The future behavior of the system output is predicted based on 

the system model and available historical data. The future control signal is then 

calculated by minimizing a cost function, which enables the predicted output to be as 

close as possible to the desired future output. The first two steps are performed in open-

loop to minimize the error between the projected output and reference point. The loop is 

then closed by applying the calculated control signal to the system. 

Although there are many variants of the predictive control schemes, the controllers have 

practically the same structure under the same design philosophy. The common 

characteristics of all these methods can be summarized as follows: 
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1. The MPC strategies use a dynamic model to predict the system output over a 

range of future time; 

2. The strategies assume that the future set point is known and they calculate a 

set of future control signals by minimizing a objective function. 

The MPC scheme uses a receding horizon strategy. In this strategy, it involves the 

application of the first control signal of the sequence calculated at each step, so that at 

each instant the horizon is displaced toward the future. 

In this chapter, a state space model predictive controller is designed for the linear motion 

control system. With the prediction model developed in Chapter 2, the control law is 

formulated. The characteristics of the MPC controller are analyzed using frequency 

domain. The performance of the system is evaluated through both simulation and 

experimental study. 

3.2 Controller Design 

For the investigated linear motion system, precise position trajectory control is the major 

objective. The control signal of a MPC controller is to be obtained by minimizing a 

general cost function J. The aim is to minimize the difference between the future output 

on the considered horizon and the target trajectory. At the same time, the control effort 

should be penalized. The general expression for such an objective for position control can 

be formulated as 

J = Y}Y'{kT + jT)-Y(kT + jT\kT)\ +XY\toll(kT + jT-T)\ (3.1) 
/ = ! H 
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where Y'(-) and Y(-) are the reference of motor position Y and the predicted position 

respectively. 

Moreover, it is assumed that control increments are zero beyond the control horizon, that 

is 

Ai(kT + jT~T) = 0 Vj>Nu. (3.2) 

The parameter Nv in (3.1) is known as the prediction horizon. It is defined as the interval 

over which the tracking error is minimized. The parameter Nlt is called the control 

horizon. It defines the degree of freedom available for optimization. The control 

weighting factor X is used to penalize excessive control activity and to ensure a 

numerically well-conditioned algorithm. 

3.2.1 Control Law Formulation 

The cost function (3.1) can be expressed in a vector form as 

J = ( Y * - Y ) / ( Y , - Y ) + / I A I ; A I / , (3.3) 

where Y* is the reference output vector or the set points at sampling time kT. It can be 

expressed as follows 

\\kT) 

Y'(kT + T) 

Y'(kT + 2T) 

Y'(kT + NvT) 

(3.4) 

The cost function is to be minimized with respect to the available future input signals AI 

From the condition (3.2), we have the available control input vector for optimization as 
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AI = [A/,(*r) ••• M^kT + NJ-T)]' 

If we perform partial differentiation of (3.3) with respect to AI, we have 

BJ . a y / . , . 
5AI 5AI PlM V / dAi ' 

The relationship between AI and AI can be expressed as 

AI/,=MAI 

where M is a A/., x N„ matrix defined as 

M = 

1 

0 

0 

0 

0 

0 

1 

... o" 
0 

0 1 

... o 

... o_ 
JN„xN. 

Differentiate (3.6), we obtain 

5AI 

dM 
£- = M r 

Differentiate Y with respect to AI yields 

dY-MV 
dM 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

Substitute (3.8) and (3.9) into (3.5), and after some algebraic manipulation yields 

AI=(M7'R7'RM + XM7'M)"l[M7'R/'Y*-M7'R/'OX(ifc7')] (3.10) 

As the control law uses the receding horizon scheme, the control signal of the first 

element is obtained as 

A/,(*7>[1 0 ... 01 AI (3.11) 
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Hence, the final state space predictive control law can be formulated by substituting 

(3.10) into (3.11) as follows 

Mq(kT) = KX(kT) + K2X(kT) (3.12) 

where 

K, =KM R \ 

K2 =-KM'R O, 

K = D ° ' " 0]lxJV (M7'R7'RM + AMrM)_l. 

3.2.2 Observer Design 

The control law development in last section is based on the assumption that all system 

states are available for feedback. In practice, only the position measurement is available. 

Thus, a state observer is required for reconstructing the system state vector using the 

available input signals.Consequently, the control law (3.12) should be written as follows 

Aiti(kT) = KX(kT) + K2X(kT) (3.13) 

where X is the estimated state vector 

Based on the system model and the measurement of the system inputs and outputs, a state 

observer can be designed as an auxiliary dynamic system that reconstructs the system 

state vector. In this study, the observer is designed based on the receding horizon 

methodology. The basic principle behind receding horizon estimation is the formulation 

of an optimization problem where a quadratic objective function is minimized to provide 

an optimal estimation of state variables and disturbances [109]. The objective function is 

composed of model errors over a horizon of control history. It is well known that if and 
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only if the system is completely observable, the state vector can be estimated using the 

available input/output signals [110]. Hence, the observability of the linear drive system 

should be examined. The observability matrix of the system is [C;CG ;CG2;CG3 ;CG4] 

that has a rank of 5. As it equals to the dimension of the matrix, the system is completely 

observable. 

From the state equation (2.21), we have 

X(kT - NJ + T) = X(kT - NJ + T) 

X(kT - NJ + IT) = GX(kT - NJ + T) + HA/, (kT - NJ + T) 

X(kT - NJ + 3T) = G2X(kT - NJ + T) + GHA/(/(kT - NJ + T) 

+ HAiq(kT-NJ + 2T) (3.14) 

X(kT) = GK~]X(kT- NJ + T) + G'w<~2HAill(kT - NJ + T) 

G N' "3 HA/„ {kT -NJ + 2T) + ---+ HA/, (kT - T) 

where the estimation horizon Ne determines the number of past samples of output signals 

used in reconstructing the state vector. Multiply both sides of the above equations by C 

and arrange them in matrix form yields 

Y = M X + PU (3.15) 

where 

M = 
CGV' 2 

C 

. P c = 

CH 

0 

0 

0 

CG* 'H 

CH 

0 

0 

CG* 'H 

CG* 'H 

CH 

0 

Define Y, as the position measurement vector and I(, as the system input command 

vector as 
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\e=[Y(kT) Y(kT-T) ••• Y(kT-NeT+ T)f (3.16) 

\e=[Mq(kT-T) Mq{kT-2T) ••• Aiq(kT - N,T + T)J (3.17) 

Similar to the controller design, the observer can be derived by minimizing the following 

cost function: 

Je = j^W(kT-jT)-CX(kT-jT) (3.18) 
./=0 

with respect to X(kT-(Na -l)T), where Ne is termed as the estimation horizon. 

The cost function can be expressed in vector form as 

J c ,=(Y,-Y) 7 (Y, -Y) (3.19) 

where 

CX(kT) 

CX(kT-T) 

CX(kT - NJ + T) 

To minimize Jc, in (3.19), we perform partial differentiation of (3.19) and set it to 0. This 

yields the following equation 

, d3" = - 2 T - , — — fY,-Y) = 0 (3.20) 
dX(k-Ne+\) dX(k-Ne+\y ' 

Substituting (3.15) into (3.20) and rearrange the equation into expression of X{k), we 

have the following state observer 

X(*) = E,Y,+E,I. (3.21) 

where 

EY=GN'-\M7
eMey

iM7
e 
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E,=[H HG H V - 2 G ] - E P 

It is noted that for the minimization of the cost function to have a solution, there exists a 

minimum setting of Nt for (M'M<,)"1 to exist in (3.21). It can be proved that the 

necessary condition for the existence of (M'MJ" ' is Nc>n , where n is the system 

dimension. It is obvious that if Ne=n , Me will have the same rank as the system 

observability matrix. 

With a longer estimation horizon, a longer data history is included in the optimization. 

Thus, a stronger averaging effect can be expected with increased estimation horizon 

[111]. Ideally, we would like to use all available historical data to obtain an optima1 state 

estimate, but the optimization problem grows in size at every instant and the 

computational effort increases linearly with time. The tradeoff between robustness and 

accuracy must be made by choosing an appropriate estimation horizon [112]. Here, we 

choose Ne as 7. 
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3.2.3 Overall control system and Parameter Tuning 

Based on the discussion in section 3.2.1 and 3.2.2, the structure of the whole system is 

shown in Fig. 3-2. 
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Linear Encode/ 
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^ 

• 

Fig. 3-2 Schematics of the model predictive controller system 

In the figure, the observer block estimates the state variables using the previous input 

signal and previous output position history. The output of the feedback signal is obtained 

from the multiplication of the estimated state variables X and the feedback gain vector 

K,. Similarly, the output of the feedforward signal is obtained from the multiplication of 

the input profiles Y* and the feedforward gain vector K,. The signal A/ is then updated 

by adding the output of the feedforward and feedback signals according to (3.13). The 

symbol 1/z in Fig. 3-2 represents a unit delay of the accumulated input signal and is 

added to Aiq, which is reflecting the use of incremental control structure. In this way, a 

digital integrator is included in this structure. The calculated input signal / is then 

applied to the system. In practical implementation, a constraints needs to be imposed on 

the controller. This issue will be discussed in later experimental study. 
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For the MPC controller, there are three design parameters: prediction horizon, control 

horizon and input weighting factor [106, 113, 114]. The input weighing factor sets a 

constraint on the control effort. The prediction horizon and control horizon are the finite 

horizons of the system output and control input predictions. They are essentially the 

constraints on the length of prediction and control history. From the controller 

formulation (3.12), it is observed that the dimension of controller gain K2 should not be 

smaller than the system states dimension. Thus, the possible range of prediction horizon 

is given as 

Ny>5 (3.22) 

As the control horizon available for optimization is up to the prediction horizon, a Nu 

smaller than Nv should be used to make the optimization meaningful. So we have 

Ny>Nu>\ (3.23) 

Besides the constraints, the controller parameters should be appropriately selected to 

achieve the desired performance. The control horizon is the available control signal 

changes at future sampling intervals. If a long prediction horizon Ny is chosen, a better 

response arises where more control changes are allowed in transients and hence the open-

loop predictions can be close to the desired closed-loop behavior. Unsurprisingly, a larger 

Nu results in better closed-loop performance. However, the system's robustness against 

noise and unknown disturbances will deteriorate. Because the optimization will 

emphasize more on the current input signal, excessive control action will be expected. 

Thus, a relatively long prediction horizon and a short control horizon should be used to 

achieve robustness with respect to noise and transient disturbances. For motion control 

system, the controller should be designed to have good disturbance rejection ability as 

well as robustness to system uncertainty. Setting high gain will lead to instability and 
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sometimes uncontrollable oscillations. The goal is to tune the system for maximum 

responsiveness with the minimum instability. With these considerations, the parameters 

for the system used in this study are set as Ny = 20, Nu=2 . The pole placement result is 

shown in Fig. 3-3. In simulation, the weighting factor is tuned to have the critical poles 

(circled) placed at damping ratio near 0.7. The weighting factor k on the control signal 

used in both simulation and experiment is le-5. 

Fig. 3-3 Pole placement result of the MPC controller 

3.3 Stability and Robustness Analysis 

The stability of the control system can be examined through the pole distribution. As 

demonstrated earlier in Fig. 3-3, the designed motion control system is nominally stable. 

Its stability is guaranteed by placing all the closed-loop poles inside the unity circle. 

However, its stability under system uncertainties should also be examined to ensure good 
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performance. Thus, the robustness of MPC to maintain the system in satisfactory 

performance in the context of a varying load will be investigated in the following. 

Nyquist Plot with load Variation 
06 

fl.5 

'•1 -0 5 0 0 5 1 15 

Fig. 3-4 Nyquist plot of closed system with 300% load uncertainty (solid line-nominal system 
dash line-system with 300% load variation) 

The load variation can be considered as pure parametric uncertainty [115]. Suppose some 

pay load is added to the system, the system Mass M is increased to 300% of its original 

value, Fig. 3-4 shows the Nyquist plot of the closed loop system. As shown in Fig. 3-4, 

the system remains stable with 300% load variation. In the whole frequency range, the 

system keeps away from the point (-1,0) . Thus, the robustness of the system is 

guaranteed. 

3.4 Frequency Domain Properties Analysis 

The designed MPC controlled system can be viewed as a SISO system. By combining 

(2.27) and (3.12), the controlled system can be described using the following state space 

model 

\ < 

i 

\ \ i 300% load l\ 

\ \ a 
\ ! .'"•• 

V . .-' i 

! i 
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X(kT + T) = (G + H-K2)X(kT) + H K, Y*(kT) (3.24) 

Y(kT) = CX(kT) (3.25) 

If the designed MPC controller is viewed as a two-degree of freedom (2DF) controller, it 

can be separated into two parts: a feedback controller and a feed-forward controller. 

K|Y (kT) is the control input to the system after the desired trajectory Y (kT) going 

through a set of feedforward controller gain K|. K2 serves as the feedback controller to 

stabilize the whole system. 

From (3.24)-(3.25), the magnitude and phase properties of the system can be determined. 

The system characteristics without considering the feedforward controller Ki is shown in 

Fig. 3-5(a). From the figure, it can be observed that certain degree of phase delay resides 

in the system dynamics. The bode-plot of the control system with K, is shown in Fig. 

3-5(b). The controller gain K| can be considered functioning as a FIR filter on the desired 

trajectory. As all the poles of the FIR filter are located at the origin and thus are located 

within the unit circle, it has no influence on the system stability. As shown in the figure, 

it provides an attenuation effect on the reference signals. Moreover, it provides phase 

lead to cancel the phase lag of the feedback control system in the frequency range 0Hz-

10Hz. 
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Fig. 3-5 Bode plot of the MPC controlled system (a) Without K, (b) With K, 

As the parameter change of K| will not influence the stability of the system, the stability 

of the system is determined by the controller gain K2 only. The discrete-time DC gain of 

the system can be obtained from (3.24)-(3.25) as follows 

D C / e ^ = C ( I - ( G + H-K 2 ) r 'H (3.26) 

Let T = G + H K2, we can obtain the following 
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Substitute $2 into (3.26), the DC gain of the feedback system can be described as 

DCfeedhock = C f t H = Q5l • / /„ +Q5 2 -/72l +Q 5 3 / / 3 , + Q5<//4, (3.27) 

M 

where Q,„ = — , ( n = 1, 2, 3, 4 ) and M„s are the minors of the matrix T 
det(r) 

The determinants of T can be calculated as 

det(r) = -£A/„5-^5=-XM„5- / /„ , -K2(5) 
n=l n=l 

Thus, the DC gain of the system can be calculated as 

DC 
»=l 

/eedhack 

- l A / f l 5 . / / n l - K 2 ( 5 ) K ^ ( 5 ) 

(3.28) 

It is easy to verify thatOn5 of <D in (2.27) equals to 1. As K, = - K , •<!>, we obtain the 

relationship 

K2(5) = - £ K , ( « ) (3.29) 
n-l 
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Hence, the DC gain of the feed-forward controller equals to 

DCJmlfont,arJ = £ K , 00 = — r — (3.30) 
»-l ^ ^ j e e d b a c k 

The relationship (3.30) guarantees that the whole system has a unity DC gain with 

regards to different parameter tuning and parameter variation. This is also manifested in 

Fig. 3-5. As shown in Fig. 3-5(b), the DC gain of feed-forward controller has a reciprocal 

relationship with the DC gain of the feedback system. This ensures that the whole system 

maintains a unity DC gain. 

3.5 Point to Point Control 

To evaluate the performance of the MPC controller, the step response is first investigated 

with simulation and experimental study. For the step response, the system overshoot, 

settling-time, and rise-time are the key transient performance characteristics. 

Fig. 3-6 shows the step response of the system with nominal payload for a command of 

lcm movement. As can be seen from Fig. 3-6, the motion control system achieves a 

slightly under damped step response, which agrees with the damping ratio selection as 

0.7 in section 3.2.3 . The overshoot is within 5% of the desired moving distance. It may 

be noted that the set-point change starts from 0.35s (red dash line). Because of the 

prediction of MPC, the controller starts to move from 0.15s (with 20 prediction horizon 

and 0.001s sampling time). The phase advance induced at high frequency range of the 

model predictive controller (Fig. 3-5(b)) is manifested. The rise time is around 0.04s and 

the system settles within 0.1s. For application where pre-movement is not desired, offset 

can be added into the trajectory. 
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Fig. 3-6 Step response with ideal condition (a) position response (b) control signal 

Next, the system's performance under constraints is examined. For the motor drive, there 

is a physical limit on the control signal, i.e the current that can be supplied to the motor. 

To verify the system's performance, a ±4 A constraint is applied on the input signal. The 

system response is shown in Fig. 3-7. 
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Fig. 3-7 Simulation of step response with constraint 
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As shown in Fig. 3-7, the performance under the constraints condition remains good. 

Although the hard constraint on the control signal is reached, the system performance 

does not deviate from the desired response. The motor moved swiftly to the desired 

position within 0.1s. The overshoot is confined within 5%. Compared with the ideal 

condition, the performance is almost the same. The incremental formulation of the 

control signal as in (3.12) precludes the possibility of winding up that usually occurs in 

simple PID controller for constrained system. 
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Fig. 3-8 Experimental Step Response 
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Fig. 3-8 shows the corresponding experimental result with a constraint of ±4 A placed on 

the control signal. Fig. 3-8(a) shows that the system output position approaches 1 cm with 

a small overshoot and reaches the steady state in 0.1 second. Similarly, the system has hit 

the constraints during the transient. However, the controller is able to maintain a proper 

step response. This result is consistent with the simulation result. Fig. 3-8 (b) shows that 

the steady state control signal is not zero, which is different from the simulation result. 
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For the experiment, a counter force is required to overcome the influence from cogging 

force and cable spring effect. 
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Fig. 3-9 Simulation of Step response with load variation 

Simulation is also conducted to study the performance of the drive under the influence of 

load variation. For the simulation, different payload ranging from the nominal 100% to 

300% have been used. The step response results are shown in Fig. 3-9. As can be seen 

from the figure, the motion control system maintains its stability and satisfactory 

performance with system load variation. 

3.6 Trajectory Tracking Performance 

In section 3.5, the system's point to point control ability has been investigated. It has 

been shown that the model predictive controller can provide good tracking properties and 

maintain good performance under constrained condition. In this section, the trajectory 
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tracking (path following) control property will be investigated. The same set of controller 

gain vector has been used for the experimental prototype. 

Different from point to point control, which concerns with moving the control object 

from one point to another, the control object must be moved along the desired trajectory 

in tracking control over the entire operating cycle with prescribed accuracy. The tracking 

problem in control theory has been well researched, largely due to its broad engineering 

applications. For instance, automated chip inspection, robot spray painting, pick-and-

place etc-U 16-119]. 

Fig. 3-10 shows the simulation result of the designed system tracking a 1cm amplitude 

and 2 Hz frequency sinusoidal wave. The corresponding experimental result is shown in 

Fig. 3-11. As shown in Fig. 3-10(a) and Fig. 3-11(a), similar good tracking response is 

obtained. The linear motion system follows the trajectory tightly. The corresponding 

tracking error is illustrated in Fig. 3-10 (b) and Fig. 3-11(b). It is observed that the phase 

delay and column friction force at velocity reversal point has significant influence on the 

tracking performance. 
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Fig. 3-10 Simulation result of trajectory tracking control response for a sinusoidal input 

(a) position response (b) tracking error 
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Fig. 3-11 experimental result of trajectory tracking response for a sinusoidal input (a) 

position response (b) tracking error 
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(b) 
Fig.3-12 simulation result of trajectory tracking response for a triangle wave trajectory 

(a) position response (b) tracking error 
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rig. 3-13 experimental result of trajectory tracking response for a triangle wave trajectory 

(a) position response (b) tracking error 

To further investigate the response of the system under sudden velocity reference change, 

a 1mm amplitude 2 Hz triangle waveform is used as the position reference trajectory. 

Both simulation and experiment have been carried out to examine the system 

performance. The results are shown in Fig.3-12 and Fig. 3-13. The position tracking 

response is shown in Fig.3-12(a) and Fig. 3-13(a), and the corresponding tracking error is 

shown in Fig.3- 12(b) and Fig. 3-13(b). From the results, it can be concluded that the 
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MPC controller tracks the references accurately. However, it is observed that the 

influence of friction on the tracking error becomes more significant as compared to the 

sinusoidal reference trajectory at the speed reversal point. When a triangle-wave is used, 

the system will experience larger trajectory change before the system break away from 

stiction. This will result in more significant tracking error. Solutions to improve the 

tracking ability at the speed reversal will be proposed and developed in the next chaDter. 

3.7 Conclusions 

In this chapter, the design of a model predictive controller for the linear motion system is 

presented. With the prediction model developed in Chapter 2, a state space model 

predictive controller with receding horizon observer is designed for the linear motion 

system. The stability and robustness of the designed controller have been examined 

through frequency domain study. With the developed controller, the system point to point 

and trajectory tracking control ability has been investigated. Good tracking performance 

is obtained in both the simulation and experimental study. As illustrated by the simulation 

and experimental result, the system is robust to parametric variation. However, the 

friction force has great influence on the system tracking precision when the system 

experiences a velocity reversal. An effective method needs to be introduced to further 

improve the system tracking precision. In next Chapter, repetitive tracking technique will 

be introduced to minimize the tracking error for periodic tasks. 
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Chapter 4 

Repetitive Model Predictive Controller 

4.1 Introduction 

As presented in chapter 3, the MPC controller gives good performance in point to point 

and trajectory tracking. However, the influence of Coulomb friction force at the velocity 

reversal point could not be overcome. This deteriorates the system tracking performance. 

In this chapter, a new model predictive control (MPC) approach suitable for high 

precision linear motion drive operating with repetitive tracking tasks is presented. For the 

proposed predictive controller, the feedforward controller of the conventional MPC has 

been modified to provide zero phase learning property. This is achieved by augmenting 

the reference trajectory with a phase compensated term that is updated with the historical 

tracking error. The proposed approach attempts to combine the merits of both the 

conventional MPC and repetitive control schemes. Experimental results have 

demonstrated that the system reduces the tracking error from the periodic disturbance 

caused by the friction effectively. Its performance under varying reference conditions and 

different loadings shows that the system is robust. 

4.2 Related Research Works 

The learning control design scheme for model predictive control has been studied by 

several researchers. In many applications, model predictive control provides a good 

control design solution to achieve good tracking performance. However, the tracking 
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error resulting from periodic disturbances can further be minimized. It is desirable to 

incorporate idea of learning control into the conventional MPC formulation to achieve 

better tracking performance. 

i) In [120|, G. Bone presented a way to combine iterative learning control and 

generalized predictive control. The algorithm is implemented on a PUM-762 

robot to carry out an edge following task. In his work, averaged tracking error 

history is combined with prediction horizon. It can be viewed as a P-type learning 

controller with an averaging filter. This method might give extra rejection 

performance to measurement error and uncertainties. Correspondingly, the 

learning speed and tracking accuracy is compromised by the averaging filter. 

ii) A MPC controller with learning ability is also described in [24, 121]. In their 

work, a separate GPC controller is formulated for disturbance rejection. The 

disturbance information of previous run is used in the next run as reference signal. 

However, critical convergence analysis is not provided. Theoretically, it is 

equivalent to the method used in [120], This algorithm is used in a robotized 

surgery to cancel out the repetitive motion of an artificial ventilation machine. 

However, the long term learning stability is not discussed. This method is useful 

if a stopping action can be taken. The tracking error will diverge, when an always-

on learning control is required. 

iii) In [122-126], Jay H. Lee etc's put forth an extension for repetitive control and 

iterative learning control. The extension is geared specifically to handle process 

control problems. These controllers are developed using the state-space 
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formulation of MPC and a linear time-invariant or even time-varying descriptions 

of the plants. In these applications, steady-state control is considered and no 

distinction is made between a periodic output disturbance or a periodically 

varying reference. This method uses a recurring optimization, with a fixed-size 

horizon moving constantly forward in time. However, when implemented in fast 

response systems. The horizon size may end up being very large. In spite of the 

versatility of this kind of algorithm, the characteristics inhibit its implementation 

for motion control system. 

4.3 Repetitive Model Predictive Control 

For applications that are repetitive in nature such as control of inverter, harddisk drive 

and automated process etc, the system can be designed with a repetitive controller to 

achieve better performance as the disturbance exists in the system is periodic [41, 44, 

127]. In this chapter, a new model predictive controller that possesses the repetitive 

control property is proposed. The proposed repetitive MPC (RMPC) controller attempts 

to combine the merits of MPC and repetitive control. The repetitive control law has been 

augmented into the reference trajectory for the feedforward gain vector of MPC. In this 

way, the proposed control law is consistent with the conventional MPC structure. 

Different from the related work introduced in section 4.2, the augmentation uses 

frequency domain method. FIR filtering is used to achieve phase cancellation. In this 

way, wider compensation frequency range is obtained, so that good tracking performance 

is achieved. 
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As shown in Fig. 3-5, the system phase lag can not be perfectly cancelled by the feed-

forward controller gain K|. The system phase lag at frequency larger than 50 Hz is out of 

the converging bound [-90°, 90°]. A learning controller applied in this frequency range is 

equivalent to changing the sign of the correction. When the phase lag reaches 180°, the 

learning control signal will give counteractive effect [128]. Thus, the original system 

phase properties can only provide limited learning frequency range. To extend the 

learning ability of the controller, a compensator which cancels the phase difference is 

desired. By utilizing phase compensation method, we seek to provide zero phase learning 

property for the whole frequency range. The block diagram of the proposed repetitive 

model predictive control is shown in Fig. 4-1. 
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Fig. 4-1 Block diagram of the proposed repetitive model predictive control system 

In this thesis, it is proposed to modify the conventional MPC control law given in (3.13) 

as follows 

62 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



A/ ( ? (*7>K I -{V(*r) + Yi;} + K2-X(*r) (4.1) 

where Yn is an adjustment term to the reference trajectory. As shown in Fig. 4-1, it is 

formulated as 

Y;=Gr(z)Gf(z)e(kT)„ (4.2) 

where e{kT)„ is the tracking error at current sampling time from previous run, n is the 

present run number. As shown in Fig. 4-1, the function Gr(z) can be express as: 

G(z)=krZ ' ^ ^ (4 3) 

where N = TJT is the number of sample per cycle, N/ = N - Ny is the number of known 

pure time delay, Ts is the signal period, kr is the repetitive gain which is tuned to have a 

0.7 DC gain of the system, and Q(z,z']) is a zero phase low pass filter. 

Although the influence of parametric uncertainty can be shown to be small on the 

repetitive controller, the influence of dynamic uncertainty can not be neglected. As a 

simplified model is used, some unknown system dynamics might exist at high 

frequencies, such as the stochastic disturbances and noises. Similar to other repetitive 

controller design, a zero-phase low pass filter Q(z,z~i) is utilized in this investigation to 

relax the error convergence condition at high frequency range. Since the tracking error 

for the last run is known beforehand, the non-causal zero-phase low Pass FIR filter 

Q{z,z""') can be constructed as follows: 

Firstly, a causal low pass FIR filter is constructed with a specified number of filter term 

m+\, and cut-off frequency, 

m 

fm(zi)=a0 + Y,alz~' (4.4) 
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The coefficients a,(/ = 0,l,...,/w) in (4.4) can be determined by using MATLAB function 

"FIR1". In simulation and experiment, m is chosen as 10. 

Thus, the zero phase counter part Q(z,z~]) is expressed as [129] 

m m 

gCz.O-S 1 (4.5) 
a0 + 2Ya , 

Let z = e"°, the frequency response of equation (4.5) can be described as 

£a,e"n0+|>Ie-',n" 
Q(M = ̂  ? (4.6) 

Using Euler's identity, e"" = cos(&>) +js\n(co), the equation (4.6) can be further 

expressed as 

]T a, (cos(ico) + js'm(ico)) + V a, (cos(ico) - j sin(/&>)) 

Q(jco)=^ j? 

" o + 2 £ a , 
(4.7) 

m 

a0 + 2 ^ a , cos(/<u) 

«o+2£«, 

As can be seen in equation (4.7), the imaginary part is cancelled. Thus Ihe Q(z,z~{) 

has zero phase property. Considering a DC (zero Hz) input signal of equation (4.7) 

(co = 0), we have the DC gain of Q(z,z~l) to be 1. 
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The FIR filters Q(z, z'] ) are inherently stable, any bounded input results in a bounded 

output. Thus, all the open-loop poles of Q are inside the unit circle. The inclusion of Q 

in (4.3) helps to enhance the robustness of the system and preclude the instability that 

might be induced by parasitic poles [128]. This compensation will cut off the 

frequencies in the stop band that might excite the unknown system dynamics but 

minimize the errors associated with frequencies in the pass band. Thus, there is a 

trade-off between the tracking precision and system robustness [127]. When a lower 

cut-off frequency is used, the system will be more robust to high frequency 

disturbance and noise, but the tracking precision will be sacrificed. This will be further 

explained in later experimental study in this section. 

The feedback system (3.24) and (3.25) presented in chapter 3 can be viewed as a causal 

filter F{z) with magnitude characteristic N(co) and phase angle 9(co). As explained in 

section 3.4, The convolution of controller gain Ki and Â , sample ahead prediction 

trajectory is fed into the feedback control loop. As shown in Fig. 3-5, the system phase 

delay is partially compensated by the phase lead from the prediction. The gains of Ki are 

fixed weighting coefficient for future set-points. If the set-point at current sampling time 

is viewed as the input signal, we can view this system as a FIR filter. In this section, K| is 

treated as a causal FIR filter (without phase lead) gain array. Thus, the finite impulse 

response of the system can be approximated as the convolution of the finite impulse 

responses of the feedback system and a causal FIR filter. The magnitude and phase 

properties of system F{z) can be obtained as Fig. 4-2. 
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Fig. 4-2 Bode plot of system F(z) without considering phase lead of Ki 

The impulse response of the system (3.24) and (3.25) can be represented as 

(4.8) 

where bk , k = 0,1, ...are the Markov parameters (impulse response history). Assume 

there is a unity input at k = 0, the Markov parameters can easily be found by direct 

calculation using (3.24) and (3.25). Thus, the filter gain of (4.8) can be summarized as 

follow 

bk = 

0, * = 0 

£ k , ( / ) - [ C ( G + H-Kj)*"'H] £ > 0 
(4.9) 

L;=0 

where Kj(/) is the parameters of the controller gain K| (K|= 0, if/' > Ny). 
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Fig. 4-3 Impulse response of the feedback system 

The impulse response of the feedback system (3.24) and (3.25) is shown in Fig. 4-3. As 

can be observed from Fig. 4-3, the impulse response attenuates to 0 after 0.09s. The 

system's response can approximated with the truncated length t of the impulse response 

of F(z). In our design, the number of filter terms C is chosen as 90. 

By replacing z with z'] in F{z) , denoted as F(z ') , we obtain its non-causal 

counterpart, which has the reversed phase property of F(z) [130]. The phase lead of the 

non-causal filter F(z~x) is -0{co), while its magnitude characteristics are the same 

as H{z) .Thus its inversed phase counterpart can be approximated with a FIR filter as 

90 

Gl{z) = F{z') = Yjbkz
k 

(4.10) 
k 0 

The combination of Gf{z) and F{z) will produce zero phase properties. The phase 

cancellation result is shown in Fig. 4-4, the phase lead filter Gf(z) has perfectly canceled 
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the phase lag of the system at most of the frequency range. The truncation has neglectable 

influence on the system, near perfect zero-phase is obtained at full frequency range. 
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Fig. 4-4 Phase Cancellation result of the designed system 

The design steps of the proposed control system can be summarized as: 

1. obtain the impulse response of the controlled feedback system (equation 4.7) 

2. use truncation to approximate the inverse of the system(equation 4.8 and Fig 4.3) 

3. Set Cut-off frequency and term number m of filter Q(z,z~]) , obtained the 

parameters by using equation (4.4) and equation (4.5). 

4. with the original MPC controller system, the repetitive MPC is obtained as shown 

in Fig 4.1 

4.4 Robustness Stability Analysis 

With the proposed controller and the nominal system model, a nearly perfect phase 

cancellation controller can be achieved. In practice, there exists model uncertainty. Thus, 
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the robustness against parameter variation needs to be examined. For the linear motion 

system, the load variation is one of the major factors that may influence the system 

performance. The stability and learning properties of the designed motion system under 

system uncertainties will be investigated in this section. 

4.4.1 Stability Condition 

In the basic MPC controller design, the stability is examined through the pole distribution 

in Chapter 3. As demonstrated in Fig. 3-3, all the closed-loop poles are placed inside the 

unity circle. The system is nominally stable. With the proposed learning control design 

method, the system stability condition is still determined by the feedback system (3.24), 

which remains the same. For repetitive controller design, the error contraction condition 

[131, 132] has been used by many researchers in designing a stabilizing controller. 

With the control system described in Fig. 4-1, the transfer function for the repetitive 

control system can be obtained by viewing y'(kT)n as the system input, Y as the system 

output. In which y'(kT)n is the latest set-point to the system from the MPC controller 

Y(Z) _ Gr(z)G/(z)F(z) _ krZ~NQ{zX')Gf{z)F(z) 

Y'{Z) \ + Gr(z)Gf(z)F(z) \-Z-NQ(z,z-])(\-krGf(z)F(z)) 

Setting the denominator in (4.11) to 0, we have the characteristic equation of the 

repetitive control system as 

1 - Z'NQ{z, z-' )(1 - krGf (z)F(z)) = 0 (4.12) 

For the system to have no enclosure of point (—l,y'0) by the Nyquist diagram of 

-Z'NQ(z,z'i)(\-krGf(z)F(z)), as z goes over the Nyquist path in the z-plane, we 

should have 
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\Z-NQ(z, z-' )(1 - k,Gt (z)F(z))\ < 1 (4.13) 

As Z",v =1,the regeneration spectrum R(z) [133] should be smaller than 1 

R(z) =| Q(z,zx )(1 - krGf{z)F{z)) |< 1 (4.14) 

The equation (4.14) is also known as the error contraction condition for repetitive control. 

The relationship of regeneration spectrum to the absolute stability of the system is 

established by the amplitude-phase method of stability analysis, which is essentially an 

application of Nyquist criterion to time-delayed systems [134]. 

N = Z-P (4.15) 

Equation (4.14) guarantees no enclosure of point (—l,y"0) by the Nyquist diagram , so 

JV = 0. As the original system without repetitive control is stable, there are no poles of 

the characteristic equation that are out side the unit circle. So we can have P = 0. Thus, 

the number of zeros of the characteristic equation that outside the unit circle 

Z = N-P = 0 (4.16) 

So the system (4.11) is stable for all values of the time delay. Thus, the stability 

conditions of the whole system arc 

(1) All the poles of system resides in the unit circle 

(2) \Q(z,z-])(\-kr-Gf(z)-F(z))\<\ 

According to the stability condition 2 (error contraction condition), the designed 

repetitive control system needs to satisfy both magnitude and phase properties. It can be 

further interpreted as the magnitude at all frequency needs to be smaller than 2, which 

also means the phase of the compensated system should remain within(-90°,90°) [32]. 

Only the frequency components that satisfy condition (4.14) will create monotonic decay 

of error for these components. 

70 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



4.4.2 Load Variation 

To examine the robustness of the repetitive control system, the stability of the system 

with load variation is examined. Assume there is a 100% to 300% load variation of the 

Mass M in Table 2-1, the influence of load variation on the phase properties is 

demonstrated in Fig. 4-5. For a nominal system, the designed control system provides 

zero phase learning properties. When the system load changes, the phase properties of the 

designed system will be different. As shown in Fig. 4-5, extra phase delay will be 

introduced at high frequency range. As long as the phase difference is within the 

interval [-90°,90°], the output error can be used to correct the input [128, 135]. A 

suitable learning gain kr small enough to satisfy (4.14) can always be found [136]. 
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Fig. 4-5 Phase properties with 100% to 300% load variation 

The error contraction condition with different loads at different frequency is shown in 

Fig. 4-6. The error contraction condition will be slightly influenced when the load 

changes, assuming there is a 100% to 300% load variation. In this simulation, a full pass 

filter is used (Q = 1). As demonstrated in Fig. 4-6, no violation is observed in the whole 

frequency range. 
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This error contraction condition can be understood in a simpler way. The tracking error 

history can be decomposed into a combination of harmonics, which can be viewed as the 

control result of the input signal at different frequencies. If the magnitude is larger than 1, 

the system will produce positive feedback instead of negative feedback [32]. The output 

error that used for correction will make the error larger. In another word, the system is 

unstable from a steady-state frequency response point of view [128]. 

Error Contration Condition 

1 

N 

X 

N 

i ^ 

o 
X. 

*-IM 

N 

g_ 

0.9 

0.8 

0.7 

0.6 

U.b 

0.4 

03 

0.2 

0.1 

Frequency(Hz) 
Fig. 4-6 The error contraction condition for designed repetitive control system with 

load variation 

4.4.3 Parameter Variation 

To study the long term learning stability of the proposed controller, the effects of 

parameter variation is studied in this section. As shown in Fig. 4-7, the error contraction 

condition is slightly influenced when the system inductance L changes from 50% to 

200%. Similar results are obtained in Fig. 4-8 and Fig. 4-9, when the system resistance R 
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and force constant K, changes from 50% to 200%. The error contraction condition 

(4.14) is not violated under these parameter variations. 
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Fig. 4-7 The error contraction condition for designed repetitive control system with 
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;ig. 4-9 The error contraction condition for designed repetitive control system with 
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As shown in Fig. 4-4, the proposed repetitive model predictive controller has zero phases 

characteristic. Theoretically, full frequency range learning can be implemented. 

However, a low pass filter is still needed to guarantee error contraction from being 

violated at high frequency range, where unknown system dynamics might exist. The 

suitable cut-off frequency of the designed control system will be investigated through 

experiment in later section. 

4.5 Experimental Results 

To study the effectiveness of the proposed control scheme, various experiments have 

been conducted. As the most significant friction disturbance occurs at the speed reversal 

point, sinusoidal and triangle wave trajectories are used in this study for the performance 

evaluation. 
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4.5.1 Dynamic Response 

Fig. 4-10(a) shows the experimental results of the tracking error history with the 

proposed control approach. The experiment is implemented in the way as shown in Fig 

4.1. In which, G,(z)is obtained directly from equation (4.7). With the cut-off 

frequency set as 200Hz, a 25 terms (m = 12) Q filter is obtained by using equation 

(4.4) and (4.5). The system with nominal load is required to track a sinusoidal motion 

with 1cm amplitude and 0.5Hz frequency. Due to the nonlinear friction disturbances, 

the conventional MPC can not track the profile perfectly. This can be observed from 

the first run of the tasks in Fig. 4-10(a), and the corresponding tracking error in Fig. 

4-10(b). There are mainly two error components. One is caused by the phase delay, 

and the other is caused by the friction force at velocity reversal point. From the results 

of second and subsequent runs shown in Fig. 4-10(a) and Fig. 4-10(b), it i« observed 

that the proposed RMPC algorithm suppressed most of these tracking errors after the 

first few runs. On the other hand, the tracking error due to stand still caused by the 

nonlinear friction at velocity reversal point can only be attenuated gradually. 
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Fig. 4-10 (a)Experimental result of tracking error of RMPC with sinusoidal trajectory 
(b)Zoom in View of tracking error at 1st, 2nd and 30th run.(c) Zoom in View of position 

reference and result at 1st, 2nd and 30l run. 

Fig. 4-10(b) shows the tracking errors for the 1st, 2nd and 30th runs. From the results, it is 

clear that the proposed approach successfully suppresses the tracking error. The 

corresponding close up view of the reference and actual responses are shown in Fig. 

4-10(c).The first figure of Fig. 4-10(b) and Fig. 4-10(c) show the initial run of the motor. 

It can be observed that when the system experiences a velocity reversal at the position 
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boundary whereby the Coulomb friction dominates, the output has a large tracking error 

due to the significant changes in the friction force. As shown in Fig. 4-10(b) and Fig. 

4-10(c) for the second and 30l run, the tracking error will be attenuated to a negligible 

level after several runs with the repetitive control action. 
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Fig. 4-11(a) Control signal at Is1 run and 30th run (b) Compensation signal at 30th run 

The control signal at 1st run and 30' run are shown in Fig. 4-11 (a) and the compensation 

signal at 30th run is shown in Fig. 4-11 (b). From the figure, it is observed that a large 

compensation signal is obtained at the velocity reversal point after learning. 

To further examine the effectiveness of the proposed controller, a different reference 

trajectory is used. The dynamic response of the prototype system with a triangle reference 

77 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



waveform of 1mm amplitude and 0.5Hz frequency is next investigated. The experimental 

results are shown in Fig. 4-12. As shown in Fig. 4-12(b) and Fig. 4-12(c), the system is 

suffered from severe friction influence at the velocity reversal point. Because of the 

sudden change in the speed direction, the linear motor drive can not follow the desired 

trajectory immediately. A spike with 80//w amplitude is observed in the tracking error 

history in the first run. After several learning cycles, the maximum tracking error 

contracts to around 10/vm. It has been significantly reduced from its original value. As 

the feed-forward part of a MPC controller has a low-pass filter effect on the desired 

trajectory. The high frequency part of the triangle part is filtered out. The Average RMS 

tracking error is around lum for the whole tracking process. Considering the nature of 

MPC controller and real application needs, it is a satisfactory result. 
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4.5.2 Effects of Filter Cutoff Frequencies on Tracking Performance 

As mentioned in the robustness analysis in section 4.4, a low pass filter is needed to 

guarantee error contraction from being violated at high frequency range, where unknown 

system dynamics might exist. With a suitably designed filter, the long term stability of 

the repetitive controller can be guaranteed. On the other hand, the repetitive controller 

only minimizes the frequency components of the tracking error that are located in the 

pass band of the filter. Selection of a wider bandwidth will potentially provide better 

tracking performance. In this section, the influence of the filter on the learning efficiency 

is investigated. 

Fig. 4-13 (a) and Fig. 4-13 (b) show the tracking performance of the proposed control 

approach with different cut off frequencies of the low pass filter Q in (4.5). As shown in 

Fig. 4-13, the maximum and RMS tracking errors are monotonic. While the RMS 

tracking error remains almost the same, the maximum tracking error has more deviation 

and improves with increase filter bandwidth from 50Hz to 400Hz. From the results, it is 

also observed that the system yields no significant improvement when the bandwidth is 

larger than 200Hz. To reduce the effect of noise sensitivity on the system, 200Hz is 

selected for the system. As can be observed from Fig. 4-13 (a), the maximum error is 

reduced to less than 10 //m after 20 runs. This is well below the initial error of 90 //m at 

the first run. Similarly, the rms tracking error also decreases rapidly during the first few 

runs and reaches a steady state value of 1 urn after 20 runs. 
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Fig. 4-13 Experimental result of (a)Maximum tracking Error and (b) RMS tracking error 
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4.5.3 Comparison with P-typc Repetitive controller 

P-type learning controller has been extensively studied and used for performance 

comparison in the literature [137-139]. In the experiment, the performance of the 

proposed controller is compared with P-type repetitive controller through learning 

efficiency study. The tracking error history without phase compensation is combined with 

the desired trajectory. Similarly, the DC gain of the repetitive controller is chosen as 0.7. 

As shown in Fig. 4-14, the p-type repetitive controller achieves best performance at 

50Hz. The stability condition (equation 4.12) of the system will be violated if a cut off 

frequency of 100Hz is chosen. As shown in the figure, the tracking performance starts to 

deteriorate after certain runs. The tracking error will diverge with time passes. 

Comparing the experimental results in Fig. 4-13 and Fig. 4-14, it is clear that the 

proposed controller can provide larger learning frequency range, which in turn gives the 

learning control system a higher tracking accuracy. If the best results from both methods 

are compared, the proposed controller has about 50% improvement over the P-type 

repetitive controller in terms of maximum tracking error. For RMS tracking error, it also 

provides around 30% improvement. This finding agrees with the frequency analysis in 

previous section. 
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Fig. 4-14 Experimental result of P-type repetitive controller (a) Maximum tracking 

error and (b) RMS tracking error 

4.5.4 Tracking Performance under Different Loadings 

To investigate the robustness of the proposed approach, the tracking performance of the 

system under different constant loading conditions is studied. For the experiment, the 

sinusoidal profile has been used with a constant loading of nominal load (i.e 100%). The 
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maximum and RMS tracking errors for each run are recorded. Subsequently, the load is 

changed to 200% and 300%. The experimental results for the three tests are shown in Fig. 

4-15. From the results, it is observed that the system has good robustness and shown little 

performance degradation with load increased from 100% to 300%. The maximum error is 

about 1 /um and the RMS error is about 2jum in the steady state. The increase in the error 

is observed to be less than ljum when the load increased to 300%. 
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Fig. 4-15 Experimental result with 100% to 300% load variation (a) maximum tracking 
error (b) rms tracking error 

4.5.5 Effects of Different Reference Trajectories on Tracking Performance 

Fig. 4-16 shows the experimental results with the reference sinusoidal trajectory's 

frequency varied from 0.25 to 2 Hz while the reference amplitude remains the same at 1 

cm. For ease of comparison, the tracking error normalized to its initial value before 

learning is used. It is observed that the percentage of RMS tracking error reduced is 

smaller for lower reference frequencies. When the trajectory frequency increases, the 

corresponding speed of the motor will also increase. At higher speed, the breakaway 

point resulting from the friction moves towards the peak speed at the reversal point. 

Consequently, the controller requires less time to mitigate the tracking error and it results 

in a faster convergent to the steady state error. 
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Fig. 4-16 Tracking performance under different reference frequencies 

The experimental results of different trajectory amplitudes with the same frequency of 

0.5Hz are shown in Fig. 4-17. For ease of comparison, the tracking error normalized to its 

initial value before learning is used. From Fig. 4-17, it is observed that the convergence 

rate is dependent on the reference amplitude. Larger amplitude leads to faster convergent 

to the steady state error. For example, when the reference amplitude is 100/im, it takes 

about 40 runs to reach the steady state. If the amplitude is increased to 5 cm, it takes only 

5 runs. It may be observed that with a larger reference amplitude, the speed of the motion 

will be increased. This result agrees with the earlier observation in Fig. 4-16, i.e. the 

influence of friction force at speed reversal will be less severe at high speed than low 

speed. Moreover, there is a limit on the speed of the profile. As shown in Fig. 4-17, when 

50um amplitude is applied, the repetitive controller will diverge after a few runs. In this 

case, the stick-slip phenomenon dominates the whole learning process. This leads to an 

ineffective learning. 
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Fig. 4-17 Normalized converging rate comparison under different reference amplitudes 

The tracking performance with a sinusoidal profile of lOOum amplitude is demonstrated 

in Fig. 4-18. In this figure, it is found that the break away point is relatively farther from 

the peak of the sinusoidal wave. Before the break away point arrives, the object will 

move certain distance. The spring-like effect before gross-sliding is studied in [140]. This 

kind of microscopic motion is usually called pre-sliding motion. The transition between 

sticking and sliding has been addressed in [141]. This type of dynamics becomes more 

significant at micro-meter level. Thus, comparing Fig. 4-18 with Fig. 4-10, the pre-

sliding motion is more obvious when smaller amplitude is applied. As the friction force at 

the beginning of the motion has a relationship with the displacement, the changing rate of 

control signal in Fig. 4-18 at velocity reversal point changes is slower than that in Fig. 

4-11 after learning. This can also be explained by the pre-sliding motion. 
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As mentioned earlier, there is a limit on the lower speed of the system. If at the Start of 

the learning process, the torque is not big enough, the motor will get stuck at zero 

velocity and fails to reach the desired position. The controller will increase the torque in 

the next run, and at some position in the dead zone, the torque is large enough to 

successfully pass through zero velocity. But then the final position is on the other side of 

the jump and the position has moved too far, larger than the original tracking error. As 

the same type of process in the opposite direction, the tracking error will diverge. For 

example, the repetitive controller will diverge after a few runs when the 50um amplitude 

sinusoidal wave is applied as shown in Fig. 4-17. To investigate this situation in greater 

detail, the tracking performance history with are depicted in Fig. 4-19. As shown in the 

Fig. 4-19, the tracking error will not converge as desired. Although the pre-sliding effect 

is also obvious in Fig. 4-18, the corrected torque didn't move the motor too far on the 

opposition direction. However, as shown in Fig. 4-19, the tracking error becomes larger 

due to the stick-slip phenomenon. The experimental results show that the pre-sliding 

motion becomes more obvious, and the occurrence of break away point becomes more 

uncertain. In this low speed situation, the stick-slip phenomenon dominates the whole 

learning process, and makes the learning impossible. 
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4.6 Conclusions 

In this chapter, an advanced tracking algorithm is proposed for the motion control system 

to minimize tracking error for repetitive tasks. Better tracking performance is achieved by 

learning and compensating the disturbance forces over a series of runs adaptively. The 

repetitive model predictive control algorithm has zero phase learning property, which 

provides wider learning frequency range. A new trajectory generation mechanism, which 

combines the predicted disturbance and desired trajectory, is adopted for the MPC 

algorithm. Experimental results have demonstrated that the proposed approach has good 

performance in minimizing the influence of phase delay and the friction effect. Moreover, 

it is robust against load and parameter variations under varying operating conditions. 

Through the experimental study, the limit of the learning algorithm has been investigated. 

The study has shown that the proposed approach yields good performance for trajectories 

with wide velocity range. 
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Chapter 5 

Model Predictive Control for Parallel 

Connected Inverters system 

5.1 Introduction 

As introduced in Chapter 1, there are mainly two control objectives for the parallel 

connected inverters system. One is tracking the voltage reference; the other is sharing the 

current equally among the inverters. The modelling and design become more complex 

when the number of inverter increases. In this thesis, a new scheme for parallel operation 

of inverters is introduced. Different from most methods that design the controller based 

on the transfer function approach, a state space model based MPC controller is designed 

in this chapter to systematically control the current and voltage. In [66], the use of the 

model predictive control (MPC) scheme to control an inverter is reported. In this thesis, 

we further develop the approach to control multiple inverters connected in parallel for an 

UPS. Different from previously reported works on MPC based single inverter [66] and 

motion control system [142] that are single input and single output (SISO) systems, the 

system under consideration is formulated as multi-input multi-output (MIMO) system 

with multiple optimization objectives. The effectiveness of the proposed algorithm for 

controlling the system will be examined in this chapter. The dynamic performance and 

the robustness property will be demonstrated with experimental results based on a 

laboratory prototype. 
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5.2 Control law formulation 

In chapter 2, a Multi-input and Multi-output (MIMO) prediction model for parallel 

connected inverters system has been developed. With this prediction model, a model 

predictive control algorithm will be developed in this section. For the parallel connected 

inverters system, the multivariable predictive controllers requires a number of tuning 

parameters, namely a prediction horizon Ny for each of the output variables and a control 

horizon Nu for each of the input variables, as well as performance weights for each output 

and input. To maintain the ease of tuning, the cost function is simplified as follows: 

1. The prediction horizons for output voltage tracking and current sharing are chosen to 

be the same. 

2. The control horizons for the individual inverter are set to be the same. 

3. The control weighting factors for all inverters are chosen to be the same. 

Based on these criterions, the simplified cost function is formulated as follows: 

J=a^\\Vo(kT + jT)-V0(kT + jT\kT)\\ 

+/?Z(Z|//(^+7T)-//+l(^+yr)f+|/n(^+yT)-/;(*r+yn|r] (5.1) 

Nu 

+/iX||Au(*r+yr-r)||2 

which is subjected to the constraints, 

Au(^r + y T - r ) = Onxl Vj>Nu. (5.2) 

where n is the number of inverters, Vn is the prediction of output voltage of the system, 

a , /? and X are the weighting factors. 
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The cost function (5.1) comprises of three parts: the voltage tracking error; the inverter 

circulation current; and the quadratic measure of the control effort to limit large control 

signal variation. In (5.1), the current sharing optimization is formulated as the difference 

between adjacent inverters. The last term /'„-/, in the second objective of (5.1) is 

introduced to place the same weighting on /, and /„as the rest. When these objectives are 

optimized together, the net effect is that each inverter is compared with the nominal 

average current — /0 
n 

Let AU = [Au(&r) ••• Au(kT + NUT-T)] and perform minimization of (5.1) with 

respect to AU . After some algebraic manipulation, it can be proved that 

n+l 

aM /R /W,7W lRM + ̂ ^ M / R / W / + l
r W / + l R M + AMrM 

f n+\ 

oM , 'R , 'W l
r V , (* r ) - a M ' R ' W / W , +/7^M rR rW /+,7 'W /+ l 

AU = 

v 

V' 

M 

o-x(*r) 

(5.3) 

where 

M 

0 „ „ 1„ 

0„. , 1 n-l "n - l 

w, = 

1 Kn 0 .-

o olxfl I o,„ 

0 0 Ix/i 

• olxfl i o lxn N„x(n+\)N,. 

w = 

' ! < / 

N, . ( « • » , ) 

0K,-2) 0W 0 0,x(n_2) 

K, o o,x(n_2) o w l oMn_2 

0 |x / 
0 

0 

0 

1 

"lx(n-2) 

<w 
As the control law uses the receding horizon scheme, the control signal uses only the first 

element of (5.3), i.e. 
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Au(*r) = [lwl 0 - . O L ( A U (5.4) 

By substituting (5.4) into (5.3), the state space predictive control law can be formulated 

as 

Au(£r) = K,v*(£r) + K2x(*r) (5.5) 

where 

n+l \ 

K, =-K 
n+l > 

I-1 

/-I J 

K = [ 1 ° ••' °],«v aMrR7'W1
7'WlRM + /?5]MrR7'W/+1

/W,+1+/lM7'M 
" V 

K l = K ( a M r R r W , r ) 

aM'R'W, rW, +y9^M7'R7'W/+1
/'W/+, «i» 

5.3 Performance Analysis 

As mentioned in section 5.2, the control objective is simplified to have the same 

prediction horizon, control horizon and weighting factors. Consequently, the general 

tuning rules for the multivariate MPC follows the tuning guidelines as in single 

objective MPC. In (5.1), there are three weighting factors a , ft and X. Hence, there is a 

trade-off among the different objectives. As their ratios can be determined by any two 

weighting factors, we let X = 1 and adjust a, /? in the sequel. The intern?l stability of 

the system can be examined by ensuring the poles of the characteristic equation 

|zI-(G + HK2)| = 0 (5.6) 

lie within the unit circle. In the experimental system, the parameters are tuned as 

A1,, = 5, Nu = 2, X = 1, a = 4, /? = 30 . Fig. 5-1 (a) shows the movement of the pole when 

one of the weighting factors (i.e a or/?) is varied. In this figure, the poles of the nominal 

system with the experimental parameters are denoted as "X". From Fig. 5-1 (a), it is 
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observed that there are five nominal poles. Moreover, it is observed that the poles are 

located within the unit circle. The arrow in Fig. 5-1(a) shows the movement of the system 

poles when a changes from 0.0001 to 1000. The poles can be separated into two groups. 

One group is influenced by the voltage-tracking objective as a is varied; and the other is 

influenced by the current sharing objective as p is varied. As can be observed from Fig. 

5-1(a), three of the poles are changing as a varies. Moreover, they approach the origin 

when a increases but move towards the stability boundary when a decreases yielding a 

slow responding system. If the weighting factor/? is varied while a is fixed, similar 

conclusion can be drawn for current sharing performance as shown in Fig. 5-1 (b). The 

two poles that are stationary in Fig. 5-1(a) are now affected and move towards the origin 

while p changes from 0.0001 to 1000. With larger/?, it leads to better regulated current 

sharing. 

"X": nominal poles "*" poles during change "X": nominal poles "*" poles during change 

(a) (b) 

Fig. 5-1 Closed-loop poles distribution (a) with a changes from 0.00C1 to 1000. 
(b) with J3 changes from 0.0001 to 1000 
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Besides the feedback gain K2 , the MPC controller also has a feed-forward gain 

matrix K,. This feed-forward gain matrix serves as a phase lead filter to correct the phase 

error that is inherent in the state feedback control. The bode plot of the control system 

with and without K, is shown in Fig. 5-2(a). From the results, it is noted that the MPC 

controller performs better than state feedback controller as it achieves near zero phase 

tracking performance for a wider bandwidth. 

T3 

: Wlth.M ; t - f 

_ i 1 L i_i 1-U 

WithoirtKI 

^vZ 

__; : L 

1 ;• • 

, ...,.,:_;... 

Frequency(Hz) 

(a) 

Frequ»ncy(Hz) 

(b) 

Fig. 5-2 Bode plots of the system (a) with and without feed-forward gain (b) under load 
variation 
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The influence of load variation on the system is demonstrated in Fig. 5-2(b). When the 

load changes from oo to 5 Q , the magnitude at the critical frequency 50Hz remains 

almost the same. Thus, the system will maintain same voltage amplitude when the load 

changes. Thus, it is concluded that the system is robust to load variation. 

5.4 Hot Swap Design and Its Robustness Analysis 

The objective of using parallel connected inverters system is to provide greater flexibility 

and fault tolerant capability. The ability to perform hot-swap operation is also highly 

desirable. When fault occurs, the faulty inverter needs to be replaced without shutting 

down the system that will affect the system's normal operation. Under this situation, the 

order of the system model changes. To make the controller suitable for the 

implementation, the controller structure needs to be modified. As we assumed that all the 

parameters for the inverters are the same, with equal effort on the feedback, it is expected 

to have identical rows of K, =[K,, K12 ••• K , J 7 , i.e. K,, =K12 = - = K l n . With the 

same reference voltage, the control signal from the reference has the same impact on 

individual inverter. Thus, only one row is needed as the common controller gain as 

shown in Fig. 5-3. 
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Fig. 5-3 Block diagram of the control system 

;or n-inverters system, the original state variable vector is defined as 

X = [AV„(kT) Ait(kT) ••• Ai„(kT) 

V„(kT-T) i](kT-T)-i2(kT-T) ••• i„_AkT-T)-i„{kT-T)j 
(5.7) 

For the controller gain K 2 , it can be formulated more compactly by combining the 

individual inverter currents into a sum. This would result in the following modified state 

vector: 

X,= 
-,r 

AV„{kT) Ai,(kT) ^Ai/kT) Va(kT-T) i,(kT~T) f^i,(kT-T) (5.8) 

where l = \,2,...n is the index for the inverter and n is the total number of inverters 

connected in parallel. With this modification, the order of the state vector can be 

maintained as 6 and is independent on the number of inverters in the system. 

Consequently, the same controller structure can be used for variable number of inverters. 

The structure and complexity will not increase with changes in inverter's number. 
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As the parameters of inverters are assumed to be the same, the impact of other 

inverters on the controlled inverter is the same. If we take row one K2I of the original 

K,as example, where k},k2,... are the original row elements of the vectorK2,. Let 

K2/ be the / row vector of modified K2 for the simplified state vector (5.8). The 

control vectors on Ai^kT) (j = \---n) can be arranged in the form for the simplified 

state (5.8) as 

K2/(2) = * 2 -* 3 (5.9) 

K2/(3) = * 3 = * 4 = - = *n+1 (5.10) 

Form the relationship in (5.7), the control vector on it(kT-T) (j-\---n) can be 

arranged as [k„+i kn+4-kn+i kn+s-kn+A ••• -k2n+]]. When arranged in the form of 

(5.8), we the gains on other inverters' current to inverter 1 are the same. So the 

corresponding feedback gain for (5.5) with the simplified state vector (5.8) can be 

derived as 

K2/(5) = ^ - * 2 „ + 1 (5.11) 

K 2 / ( 6 ) = kn+4 - k n + i = & „ + 5 - k n + 4 -••• = - k 2 n ^ (5.12) 

With the equation (5.12), we have 

kn+i=-(n-\)k2n+i (5.13) 

Thus the equation (5.11) can be simplified as following 

K2/(5) = - — * „ , (5.14) 
n-\ 

Thus the corresponding feedback gainK2, for (5.5) with the simplified state vector (5.8) 

can be summarized as 

(5.15) 
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As shown in Fig. 5-3, the required states can be reconstructed with the feedback signals 

from the system. The output voltage of the inverter system and the current of individual 

inverter are measured. The individual inverter currents are then combined to form the 

total current isum . By comparing these three variables with their values at previous 

sampling interval, the first three incremental states in (5.8) can be obtained. These three 

incremental states are then combined with the three measured signals at previous 

sampling interval to form the new states for each inverter. Whenever an inverter is 

removed/added to the system, its contribution to the system /wm is automatically reflected 

in the state computation (5.8) for other inverters. The controller will then adjust the 

control action accordingly based on (5.5). 

During operation, the number of inverters could be changed in real time when one 

inverter becomes faulty. In some situations, when the system power rating is insufficient 

for the load, additional inverters are added to boost the capacity. For these varying 

operations, the stability and robustness of the system need to be ensured. 

"O": original poles. "X": poles after operation "O": original poles. "X": poles after operation 

(a) (b) 
Fig. 5-4 Poles distribution when the inverter number changes, (a) One inverter removed 

from the nominal system (b) extra inverter added to the system. 
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The stability for the hot-swap operation could be determined by analyzing the c'osed-

loop poles distribution. Consider the case of two inverter systems. When one inverter is 

removed from the system, the two poles related to current sharing disappear as shown in 

Fig. 5-4(a). The system remains a stable single inverter system. In the Fig. 5-4(b), one 

more inverter is added into the two inverters system. It shows that there are two pairs of 

duplicated poles related to the current sharing when the new inverter is added to the 

system. In both situations, the pole positions only changes slightly. 

5.5 Simulation Result 

To investigate the system performance of the proposed approach, simulation studies have 

been carried out and the results are presented in this section. The parameters of the 

experimental system used in this study are summarized in the Table 5.1. 

Input Voltage Vm 

Output Voltage Vn 

Output Voltage Frequency / 

Input Inductor L, 

Input Inductor L2 

Equivalent series resistor r. 

Equivalent series resistor r2 

Output Capacitor C, 

Output Capacitor C2 

Nominal Load R 

75 Vdc 

50 Vac 

50 Hz 

2mH 

1 mH 

3.4Q 

1.7ft 

4.1JUU 

9.4 nW 

50 Q 

Table 5-1 Parameters of the parallel connected inverters systems 
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We first investigate the robustness of the system with respect to the parameter variation. 

For this simulation study, one of the output filters of the inverter is set to 200% of the 

other inverter. This arbitrarily changes the symmetry of the output filter characteristics. 

Fig. 5-5(a) shows the simulation result of the output voltage and current waveforms 

without current sharing control. In the simulation, the desired output voltage is set at 100 

Volt (pp) with a fixed frequency of 50 Hz. A constant resistive load has been connected 

to the output such that an output current of 2A (pp) is drawn. It is observed that the 

parameter variation causes different output currents and this will induce a circulating 

current to the system. 

Fig. 5-5(b) shows the system performance when the proposed method is used. The 

current waveforms clearly show that the inverters share equal contribution of the required 

load current. Similar result is also obtained when the load increases to 200% of the 

nominal value. This is shown in Fig. 5-5(c). Thus, the system using the proposed 

approach has good robustness with respect to load changes. 

B O I 1 1 • 1 —, 1 r 

I e l I i i J , I 1 I 

0 03 0 035 0 04 0 045 0 05 0 055 0 06 0 065 0 07 

Tlm«(») 

(a) 
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Fig. 5-5 (a)Two inverters in operation without current sharing control (b) Performance of 
the proposed multi-objective MPC controller(c) Performance of the proposed multi-

objective MPC controller with 200% of the nominal load 

Fig. 5-6(a) shows the simulation result of the system with triac load. The firing angles are 

set at 60° and 180° for positive and negative cycles. Fig. 5-6(b) shows the simulation 

result of the system with rectifier load. A50Q resistor load and 1500//F capacitor is 
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used. From both simulation results, it is observed that the output current is equally 

distributed between the inverters regardless of the types of loads. 
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Fig. 5-6 Simulation results of the system under(a) triac load (b) rectifier load 
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To compare the performance of the proposed scheme with other current sharing inverter 

system, we consider the instantaneous droop method [52] [143]. It is a time-domain 

method for controlling voltage and frequency using parallel connected inverters. A finite 

output impedance voltage source is imitated, by controlling the current flowing through 

virtual impedance as a result of the voltage difference between inverters [143]. For this 

method, the system is constructed with two separately controlled voltage inverters, in 

which SISO MPC controller is used. The equivalent system is demonstrated in Fig. 5-7. 

Here, it is assumed that the virtual impedance is purely resistive. The output voltage 

reference drops proportionally to corresponding output current. 

f % 
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Fig. 5-7 control diagram of the voltage droop method 

106 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Suppose the original equivalent output impedance of a single inverter is Z,. 

Vnf-V^Zrl, (5.16) 

With the virtual impedance K, the relationship becomes 

( K ^ - * . / , ) - K 0 » Z , . / , (5.17) 

(5.17) can be rewritten as 

Vn/-K=(Z, + K)-I, (5.18) 

Thus, it is equivalent to increasing the equivalent thevenin impedance from Z, to Z, + k . 

This will lower the current sensitivity to the actual thevenin impedance 7,l. A better 

current distribution performance can be expected. 

In the simulation, the parameter K is tuned to achieve a current sharing performance as in 

Fig. 5-7. The virtual impedance K is selected as 10 Q. The simulation result of the 

voltage droop method is shown in Fig. 5-8(a). As can be observed from the figure, the 

current sharing performance is greatly improved. However, the voltage tracking 

performance is slightly influenced. The sensitivity of voltage tracking accuracy with 

respect to load changes will increase. For a constant load, the voltage reference might be 

tuned according to the output current to have a more accurate voltage tracking 

performance. However, the voltage tracking accuracy will still be influenced when the 

load changes. As shown in Fig. 5-8(b), the voltage tracking accuracy will decrease when 

200% of the nominal load is used. 
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Fig. 5-8 Two inverters in operation with virtual impedance method (a) nominal load condition 
(b) 200% load condition 
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For ease of comparison, the simulation results are summarized in the Table 5-2. 

Simulation Condition 

Voltage tracking control without currei 
sharing 

Voltage tracking control with 
virtual impedance method 
(Nominal Load) 

Voltage tracking control with 
virtual impedance method 
(200% load) 

Multi-objective model predictive 
controller 

Multi-objective model predictive 
controller (200% load) 

Voltage tracking error 

(%) 

0.05% 

7.6% 

15.4% 

0.05% 

0.3% 

Circulating Current 

(%) 

13.3% 

0.34% 

0.53% 

0.32% 

0.34% 

Table 5-2 Simulation result comparison with different operating conditions 

From Table 5-2, it is clear that the proposed multi-objective model predictive controller 

has greatly minimized the current difference between the inverters. The difference is only 

0.32% of the individual inverter output current. For the same operating conditions, the 

virtual impedance method would have a voltage tracking error of 7%. In contrast, the 

proposed approach is only 0.05%. Increasing the virtual impedance equals to decreasing 

the magnitude of system's equivalent reference voltage. Consequently, the voltage 

tracking accuracy of each inverter will be affected. 
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5.6 Experimental Results 

The proposed approach has been realized with a laboratory setup using a TMS320C31 

based DSP board. The DSP board uses a slave processor TMS320P14 to generate the 

PWM waveform at a switching frequency of 25 kHz. The digital controller and the 

observer are coded in C program. A sampling period of 40 /JS has been used in the 

experiment. For the parallel connected inverters system, each inverter consists of four 

insulated gate bipolar transistors (IGBT) IXGH16N60C2D1 connected as a H-bridge. 

The IGBT is driven by a driver integrated circuit IXDD414 with opto-coupler 

HCPL316J. In the setup, two similar inverters with different parameters as shown in 

Table 5.1 are used and connected in parallel to verify the effectiveness of the proposed 

control scheme. The LC low past filters of all the inverters are designed to have the same 

cutoff frequency of 1.8 kHz (Fig. 2-7). The output voltage and inverter currents are 

measured using hall-effect voltage sensors (LV25-P) and current sensors (LEM-HEME 

FB50P) during each interrupt. They are feedback to the DSP after converted to digital 

signals via 12-bit ADCs. For the recording of experimental results, high voltage 

differential probes (Tektronix P5200) and current probes with amplifier (Tektronix 

A6302 & AM503) are used and the waveforms recorded using an oscilloscope (Agilent 

Infiniium 54852A). 
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(50V/div, lA/div, 5ms/div) 
(b) 

Fig. 5-9 Experimental results of the system under (a) 50 Q load (b)triac load 

Fig. 5-9 shows the performance of the parallel connected inverters system under both 

static and dynamic loads based on the constant resistive load and the triac load 

respectively. For the triac load, the firing angles are set at 72° and 252° for positive and 

negative cycles. From the results, it is observed that the output voltage ij sinusoidal. 

Although there is imbalance between inverters (Table 5.1), the circulating current is well 

maintained as reported in the experimental results. The designed system can share 
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various kinds of the load equally. Moreover, the output current is equally distributed 

between the inverters regardless of the types of loads. 
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Fig. 5-10 Harmonic distortion of the output voltage (a) 50 Q load (b)triac load 

The corresponding total harmonic distortion (THD) and harmonics of the output voltage 

under both operating conditions are summarized in Fig. 5-10 (a) and Fig. 5-10(b). The 

result show that the THD for the resistive and triac loads are 1.62% and 2.66% 

respectively. 
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(50V/div, lA/div, 5ms/div) 

Fig. 5-11 Experimental results of the system under R-L load 

Fig. 5-11 shows the performance of the parallel connected inverters system under R-L 

load. For this experiment, a 65mll inductor is placed in series with a 50Q load resistor. 

From the results, it is observed that the current is distributed equally by the two inverters. 

Because of the inductive characteristics of the load, the current lags the voltage around 

30". 

(50V/div, 4A/div, 5ms /div) 
Fig. 5-12 Experimental results of the system under rectifier load 
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Fig. 5-12 shows the experimental result with a rectifier load. In this case, a 

1800//F capacitor is placed in parallel with a 50Q load resistor. As shown in this figure, 

the voltage waveform is only slightly distorted, although the current has high spikes. 

Moreover, the current sharing between the two inverters is well maintained. 

(50V/div, lA/div, lOms/div) 

(a) 

(50V/div, lA/div, 10ms/div) 

(b) 

Fig. 5-13 Dynamic experimental response (a) load changes from null to full (b) load 
changes from full to null 
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Fig. 5-13 (a) shows the dynamic response of the system when the load changes from no 

load to a 50 Q load. From the results, it is observed that the load current is equally shared 

by the inverters even during the switching transient. Fig. 5-13 (b) shows the response of 

the system when the load changes form the nominal load to no load. According to the 

analysis in Fig. 5-2(b), the load variation should have negligible influence on the voltage 

tracking performance. The experimental results show that the output voltage amplitude is 

well maintained, under the dynamic loading condition. In both figures, it can be observed 

that the current sharing is well maintained during no load condition and the switching 

transient. 

Fig. 5-14(a) shows the response when inverter 2 is isolated from the system due to fault 

condition. It is shown that the inverter 1 takes over the full load immediately, supplying 

200% of its nominal load. The quality of the output voltage and current waveforms are 

very well maintained despite the switching. Fig. 5-14(b) shows the response when a new 

inverter is added back into the system. Initially, the load is supplied only by the inverter 

1. Then the inverter 2 is connected to the system later on. The results show that the 

influence on the output voltage and current waveforms is insignificant. Good output 

quality is sustained during both switching transients. 
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(50V/div, lAdiv, lOms/div) 

(a) 

(50V/div, lAdiv, lOms/div) 

(b) 

Fig. 5-14 Experimental result of output voltage and current waveforms (a) Inverter 2 
is isolated from the system (b) Inverter 2 is plugged into the system 
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5.7 Conclusions 

In this chapter, a novel control scheme utilizing multi-objective model predictive control 

theory has been developed to control the parallel connected inverters of an UPS for tight 

closed loop control. The proposed control scheme achieves good performance on both 

voltage reference tracking and current sharing. In designing the system, the proposed 

approach has taken modularity into consideration such that it could function well for 

systems with a variable number of parallel connected inverters. To verify the proposed 

scheme, a laboratory prototype has been setup. The experimental results have shown that 

the proposed approach yields good performance under both static and dynamic loading 

conditions as well as hot-swap operations. 
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Chapter 6 

Conclusions and Recommendations 

6.1 Conclusions 

This dissertation presents the research on model predictive control technique for the 

control of linear motor drive and parallel connected inverters. For the linear motor drive, 

the focus is on improving the tracking precision by introducing repetitive control 

technique. For the parallel connected inverters, the focus is on the load sharing. In 

summary, some results have been obtained in this study are highlighted as follows: 

• A new repetitive model predictive control (RMPC) algorithm has been developed 

for the linear motion control system. The motor drive is able to track the desired 

trajectory accurately under unmodeled disturbances and parameter uncertainties. 

In contrast to conventional friction compensation design, the RMPC provide a 

simple and efficient way to achieve superior tracking accuracy without the need to 

determine the friction model. 

• The RMPC algorithm combines the merits of model predictive control (MPC) and 

repetitive control (RC), so that the system can take the advantage of the regulation 

ability of MPC and the learning ability of RC. The tracking error caused by 

inaccurate system parameters, disturbances, and nonlinear friction force are 

asymptotically minimized by the proposed RMPC algorithm. 
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• The RMPC presented in this thesis is based on phase compensation method. By 

passing the tracking error history through a non-causal FIR filter with reversed 

system phase, an overall system phase of near zero is obtained. When compared 

with the P-type repetitive controller, the proposed method provides a wider 

learnable frequency range. 

• A MPC control algorithm has been developed for a parallel inverter system. The 

system is modeled as a multi-input multi-output (MIMO) system. By combining 

two control objectives: voltage tracking and current sharing into a cost function, 

the control law is obtained. The stability and robustness of the parallel inverter 

system is verified in simulation and experiment. 

• A laboratory prototype has been constructed for performance evaluation of the 

single phase parallel connected inverters. The experimental results have shown 

that the proposed approach yields good performance under both static and 

dynamic loading conditions as well as hot-swap operations. The advantages of the 

proposed approach include easy design and simple hardware implementation. 
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6.2 Recommendations for Further Research 

1) Extend the learning range of the RMPC controller 

Friction force at low velocity has high nonlinearity. As demonstrated in Chapter 4, 

the proposed repetitive model predictive controller has a physical limit in making the 

learning process effective at very low velocity. As the stick-slip phenomenon is 

unavoidable, this phenomenon needs to be further studied to determine the condition 

for effective learning. By considering the conditions in the controller design, the 

learning range of the designed linear motion system will be extended. 

2) Development of the proposed controller for three-phase UPS system 

The UPS is a backup power supply system. As the power level increases beyond 

lOkVA, it becomes advantageous to use a three-phase inverter. The control of three-

phase inverter is more complicated than the single-phase. Besides the control of each 

phase output, the balance among the three phases should also be considered. To 

introduce the proposed MPC controller for the three-phase UPS system, it is 

necessary to investigate the characteristics of the entire system. Moreover, the 

repetitive model predictive control algorithm for linear motor drive can be used to 

improve the tracking performance of the inverters. For the parallel connected 

inverters system, the proposed algorithm needs to be extended for the MIMO system 

operation. 
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